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MULTILEVEL MONTE CARLO METHODS
FOR

STOCHASTIC ELLIPTIC MULTISCALE PDES

ASSYR ABDULLE, ANDREA BARTH, AND CHRISTOPH SCHWAB

Abstract. In this paper Monte Carlo Finite Element (MC FE) approximations for elliptic
homogenization problems with random coefficients which oscillate on n ∈ N a-priori known,
separated length scales are considered. The convergence of multilevel MC FE (MLMC FE)
discretizations is analyzed. In particular, it is considered that the multilevel FE discretization
resolves the finest physical length scale, but the coarsest FE mesh does not, so that the so-
called “resonance” case occurs at intermediate MLMC sampling levels. It is proved that
switching to an Hierarchic Multiscale Finite Element method such as the Finite Element
Heterogeneous Multiscale method (FE–HMM) to compute all MLMC FE samples on meshes
which under-resolve the physical length scales implies once more optimal efficiency (in terms
of accuracy versus computational work) for the numerical estimates of statistical moments
with first and second order FE–HMMs. Specifically, the method proposed here allows to
obtain estimates of the expectation of the random solution, with accuracy versus work that
is identical to the solution of a single deterministic problem obtained by a FE–HMM, and
which is, moreover, robust with respect to the physical length scales. Numerical experiments
corroborate our analytical findings.

1. Introduction

Monte Carlo (MC) methods are, among others, a key tool to obtain computable estimates
of statistical moments of random quantities. In the case of partial differential equations
(PDEs) with random inputs, a MC method entails for each realization of the stochastic data
the numerical solution of a deterministic PDE. For time dependent, parabolic problems driven
by noise (see, e.g., [7, 8, 9, 33, 26]), numerous “realizations” of the PDE in space-time must
be simulated.

In order to reduce the computational complexity in such simulations, multilevel Monte
Carlo (MLMC) sampling has been introduced, to the authors’ knowledge, by M. Giles in [28,
27] for stochastic ordinary differential equations of Itô type after earlier work by S. Heinrich
on numerical quadrature (see [30]). The basic idea of MLMC is, however, by no means re-
stricted to stochastic ordinary differential equations: its convergence analysis was generalized
to nonlinear, scalar hyperbolic conservation laws with random initial data in [36] and in [37],
as a computational strategy (based on the convergence analysis in [36]) also for systems of
nonlinear, hyperbolic conservation laws in several space dimensions. In [10], the MLMC
algorithm was introduced and analyzed for elliptic PDEs with stochastic coefficients.

Date: October 10, 2012.
Key words and phrases. Multilevel Monte Carlo, Stochastic Partial Differential Equations, Stochastic

Finite Element Methods, Multilevel approximations, Heterogeneous Multiscale Finite Element Methods, HMM,
Scale Separation, Scale Resolution.
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2 ABDULLE, BARTH, AND SCHWAB

Here, we investigate MLMC methods for elliptic PDEs in divergence form, where the
coefficients are random with multiple scales; we assume that the random coefficients’ multiple
length scales are a-priori known, separated and deterministic. Such problems arise, among
others, in the numerical simulation of subsurface flow problems (see, e.g., [38, 39] and the
references therein). In particular, the coefficients are non ergodic and are not amenable to
classical homogenization results based on the Birkhoff theorem.

The basic theory for MLMC Finite Element methods (MLMC FE methods) for elliptic
problems with stochastic coefficients has recently been developed in [10]. There, it was as-
sumed that the coefficients were random and nondegenerate with a single scale. In [10], the
authors show optimal complexity of a combined MLMC FE sampling strategy, for simplicial
first and second order Finite Elements in polygonal and polyhedral domains, under natural
assumptions on the coefficient. In this context, optimal refers to the accuracy versus work
in the estimate of (FE approximations of) moments of the unknown stochastic solution. It
was shown that for example the expectation of the FE approximation of the solution can be
computed in accuracy versus work which equals that of the FE solution of one deterministic,
elliptic, one-scale problem with a linear complexity multilevel solver: due to its discretization
level dependent sampling strategy, the work of sampling does not increase the asymptotic
complexity of the algorithm, as compared to a linear-complexity, deterministic solver. Key
to this efficiency of the MLMC discretizations is the simultaneous sampling of the PDE in
a hierarchy of discretizations, typically (but not necessarily) obtained from a multilevel dis-
cretization of the differential equation of interest.

In [10], the authors analyzed the MLMC FE method for the numerical solution of the
following elliptic model problem

(1.1) −∇ · (a(ω, x)∇u(ω, x)) = f(x) for x in D,

with Dirichlet boundary conditions u|∂D = 0 and where D ⊂ Rd, 2 ≤ d ∈ N is a bounded
Lipschitz domain (mixed Dirichlet and Neumann boundary conditions are equally admissible,
see [10]). For the right hand side f ∈ L2(D) was assumed (a stochastic right hand side is
also possible if it is independent of a). The random diffusion coefficient a was assumed to be
a possibly correlated random field defined on a probability space (Ω,A,P) taking values in
L∞(D). The coefficient is nondegenerate, i.e., P-a.s. bounded away from zero as well as from
above. Thus, the random solution u of Problem (1.1) not only depends on x ∈ D but also on
a stochastic parameter ω ∈ Ω.

For P-a.s. each realization (i.e., for given, fixed ω ∈ Ω) of the random diffusion coefficient
a(ω, ·) ∈ L∞(D), Equation (1.1) is an elliptic PDE with inhomogeneous coefficient. Such
linear, second order elliptic problems can be solved efficiently by multilevel Galerkin Finite
Element methods. Here, as in the previous papers [10, 36, 37], we shall be interested in
particular in the computation of statistical moments of the stochastic solution by a Monte
Carlo method. As it is well known, the convergence rate of the MC method for the statistical
estimation of, for example, mathematical expectations is, at best, 1/2 with respect to the
number of samples (given the random variable has finite variance). This entails the necessity
of generating a large number of “samples” which, in the context of the present paper, amounts
to the numerical solution of one elliptic multiscale PDE per sample.

One of the aims of the multilevel Monte Carlo Finite Element method (MLMC FE method)
proposed here is to decrease the cost of this computation to log-linear work and memory
in terms of the number of degrees of freedom N ∈ N, i.e., to the complexity of solving
a single deterministic instance of Equation (1.1) by a multilevel method. As it is shown
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in [10], for elliptic problems with spatially inhomogeneous random coefficients which vary
on a single spatial length scale, this is indeed so, at least for low order Finite Elements
in space dimensions d = 2, 3. Higher order Finite Element discretizations are shown to
be hampered by the convergence rate 1/2 of the MC method. In the present paper, we
investigate the convergence of the MLMC FE method for the numerical solution of elliptic
problems with spatially heterogeneous random coefficients which vary on multiple, a-priori
known, deterministic, separated, spatial length scales.

As in [10], to accommodate the MLMC scheme, we introduce a nested sequence of hierarchic
Finite Element spaces (FE spaces), in each of which we calculate a certain number of MC
samples of the approximation of the solution. As observed initially by M. Giles in the context
of stochastic ordinary differential equations in [28], to balance the errors, this leads on the
one hand to a large number of samples on a very coarse grid, whereas on the finest grid
only few, expensive samples are drawn. In our setting, on the finest FE mesh, all physical
length scales are resolved, but solving the linear system of equations for each MC sample
of the random coefficient is costly. In [10], the authors showed how the MLMC FE method
can exploit this fact: the number of MC samples is related to an inverse power of the mesh
width at each level. This strategy allows to achieve asymptotically the convergence of the
MC method on the finest grid (for which the MC samples are chosen accordingly), but the
computational costs are only a fraction of the latter. With the use of a full Multigrid solver,
the computational costs of the MLMC method are proved to be log-linear in Rd, for d > 1.
However, in the presence of heterogeneous random coefficients which vary on multiple length
scales, the coarse FE grids (which necessarily appear in a MLMC estimator) may not resolve
the smallest physical length scale. In turn, the convergence rate estimates in [10] are no longer
meaningful for scale under-resolved FE meshes and, further, since so-called “resonance” errors
occur at intermediate MLMC sampling levels.

It has been argued that MLMC estimates of discretized ensemble averages where the finest
mesh resolves the physical length scales “inherit” the scale-resolving properties of the finest
mesh. The (analytical and computational) investigation of this assertion is one purpose of
the present paper. The principal conclusion is that even if only the discretization at the finest
mesh level used in the MLMC resolves all physical length scales of interest which appear in
the exact solution, the large number of scale under-resolved FE approximations on coarse
meshes does not seem to affect the asymptotic convergence of the MLMC FE method.

Further, we show in this paper that a MLMC simulation using a Hierarchic Multiscale
Finite Element method (FE–HMM) allows robust convergence rates. The FE–HMM which
we use here was introduced in [23] and analyzed in [1, 2, 24] (see [3, 4] for recent reviews). As
we show in the present paper, the FE–HMM allows accurate computation of MLMC samples
on a mesh that does not resolve the fine scale of the problem. To resolve the fine scale features
of the solution on coarse meshes, the FE–HMM solves a “micro-problem” on a patch with a
scale-independent number of oscillations of the finest scale.

The error analysis in the present paper provides bounds on the error of the MLMC FE–
HMM for the stochastic, elliptic, multiscale model problem considered, which are explicit
with respect to the physical length scale(s) in the stochastic, elliptic problem. The error
is bounded by the sum of the errors of the spatial approximation of the FE–HMM and of
the error of the MC approximation. We infer that the MC sample size should be increased
as a certain function of the mesh width, in order to yield maximum accuracy at minimum
computational cost. The error analysis in the present paper also indicates that the efficiency
of the MLMC FE–HMM depends on the dimension of the physical domain D: it is nearly
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optimal in dimension d = 2, and slightly suboptimal in dimension d = 3, whereas in dimension
d = 1, it is suboptimal in terms of work versus accuracy. This is due to the convergence rate
1, in terms of the number of degrees of freedom in the space dimension d = 1, for the error
in the energy norm achieved by a first order FE method, which requires an excessive number
of MC samples to balance statistical and discretization error contributions.

This paper is structured as follows. In Section 2, we formulate the stochastic elliptic
multiscale model problem, show its well posedness and, in particular, establish existence and
regularity of statistical moments of the stochastic solution. We also recapitulate several recent
results from [31] on the homogenization of the stochastic multiscale solutions. In Section 3
we derive and analyze the rate of convergence of the multilevel Monte Carlo Finite Element
method. We prove in particular convergence rates of the Monte Carlo approximations of
the solution for the non-discretized as well as for the “pathwise” Galerkin Finite Element
approximation of the MC samples. In Section 4 we derive bounds for the multilevel Monte
Carlo Heterogeneous Multiscale Finite Element method. We resort to the FE–HMM which is
a Finite Element method with numerical upscaling to achieve a robust discretization of small
(subgrid) length scales in the solution. In the final section, we present numerical experiments
in one spatial dimension which corroborate the theoretical results in the preceding sections.
We present further numerical experiments with the standard MLMC FE method analyzed
in [10] for the random multiscale problems which are under consideration here. An Appendix
collects for the readers’ convenience a result of [31] on multiscale Karhunen–Loève expansion.

Acknowledgment: The authors thank Luc Grosheintz, MSc student in the MSc Applied
Mathematics program at ETH Zürich, and Yun Bai, doctoral student at ANMC-MATHICSE
EPFL, for their assistance with the numerical experiments, reported in Section 5. The authors
also thank the systems support at ETH Zürich parallel compute cluster BRUTUS for their
support in the computations for the present paper. The work of A.A. is partially supported
by the Swiss National Science Foundation under Grant 200021 134716/1.

2. Elliptic stochastic multiscale problem

In this section, we present the stochastic, elliptic, multiscale problem, in particular its
(pathwise) weak formulation, and its unique solvability and, more importantly, some recent
results from [31] on the regularity and the asymptotics, as the periodic length scale in the
stochastic coefficient (a in (1.1)) tends to zero. At this point we remark that stochastic, elliptic
homogenization problems have been considered before; we mention explicitly [11, 12, 32]
and the references there. However, usually only two scales were considered and an ergodic
hypothesis was imposed. In this work, following the analysis in [31] neither stationarity nor
ergodicity is assumed.

As in the MC convergence theory the finiteness of second moments is crucial, we use
throughout the remainder of this paper two variational formulations of the elliptic PDE
with random inputs: First, variational stochastic formulations where the deterministic vari-
ational principle is required to hold in mean-square sense with respect to the probability
measure. Second, the (stronger) “pathwise” variational formulation which is, essentially, the
deterministic variational formulation of the problem with the random input considered as a
“parameter”. Accordingly, we shall refer to this second kind of variational formulation as
“parametric, deterministic” variational formulation; rather than elementary events ω ∈ Ω, in
this formulation the parameter is given in terms of principal components of the input data,
via their Karhunen–Loève expansion.
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2.1. Random multiscale diffusion problem. In a bounded Lipschitz domain D ⊂ Rd,
d ∈ N, (to which we shall refer as the “physical domain”), we consider random elliptic
problems of the form

(2.1) −∇ · (A∇u) = f for x in D.

Here, the diffusion coefficient A resp. the permeability is uncertain in a ‘slow’, (or macro-
scopic) variable x ∈ D and exhibits microstructure in n ≥ 1, n ∈ N, ‘fast’ (or microscopic)
length scales. We assume these n + 1 length scales to be separated and deterministic and a
priori known. To specify the random coefficients’ (periodic) microstructure, let Y denote the
unit cube in Rd and let (Yi, i = 1, . . . , n) be n ≥ 1 copies of Y which we assume to be the
ranges of the n fast (or “microscopic”) variables. We remark that all our results generalize
straightforwardly to the case when the Yi, for i = 1, . . . , n, are nonidentical.

To describe the random coefficients that are admissible in our analysis, we assume that we
are given a probability space (Ω,A,P), where, as usual, Ω denotes a set of elementary events,
A ⊂ 2Ω the σ-algebra of all possible events and where P : A → [0, 1] is a probability measure.
Throughout, for 0 < p ≤ ∞ and a Banach space B, we denote by Lp(Ω;B) the Bochner space
of strongly measurable mappings from Ω to B which are p-summable (resp. P-a.s. bounded in
B in case that p = ∞). Further, let ϕ ∈ L(H1, H2) denote a continuous, linear mapping from
H1 to another separable Hilbert space H2. For a random field X ∈ Lp(Ω;H1) this mapping
defines a random variable Y = ϕX ∈ Lp(Ω;H2) and

‖ϕX‖Lp(Ω;H2) ≤ C‖X‖Lp(Ω;H1).

Furthermore, there holds

ϕ

∫

Ω
X dP =

∫

Ω
ϕX dP.

We refer to Chapter 1 of [19] for a synopsis of these and further results of Banach-space-valued
random variables.

We assume we are given a random field A, defined on the probability space (Ω,A,P), taking
values in L∞(D;C#(Y1 × . . .× Yn; Sd)), such that

(2.2) A ∈ L∞(Ω;L∞(D;C#(Y1 × . . .× Yn; Sd))).

With Sd we denote the space of all real, symmetric d× d matrices, endowed with the spectral
norm. Here and in the following, the notation # indicates that the functions admit Yi-periodic
extensions to all of Rd with respect to each of the variables yi ∈ Yi, for i = 1, . . . , n, which
locally, i.e., on compact subsets of Rd, belong to the same function spaces on the Yi. We
denote by Y = Y1 × . . .× Yn and by y = (y1, . . . , yn) ∈ Y. Therefore, we write C#(Y; Sd) in
place of C#(Y1 × . . .× Yn; Sd). Further, we denote by N0 := N ∪ {0}.

To ensure well-posedness of the random elliptic problem, given in Equation (2.1), we impose
boundedness and ellipticity on the matrix A P-a.s..

Assumption 2.1. The random matrix A satisfies property (2.2) and is, moreover, symmetric
coercive, i.e., there exist positive constants α and β such that for P-a.e. ω ∈ Ω, for every
x ∈ D and for every y ∈ Y it holds, for all ξ ∈ Rd

(2.3) α|ξ|2 ≤ ξ"A(ω;x,y)ξ ≤ β|ξ|2.

Next, we parameterize the coefficient A, before we prove well-posedness of Equation (2.1).
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2.2. Parametrization of the stochastic, multiscale coefficient. We assume that the
stochastic coefficient A is characterized by a sequence z = (zk, k ∈ N) of real-valued, centered
random variables, defined on (Ω,A,P), by

(2.4) A(ω;x,y) = µ(x,y) +
∞∑

k=1

zk(ω)Ψk(x,y), (ω, x,y) ∈ Ω×D ×Y,

where for k ∈ N, Ψk ∈ L∞(D × Y; Sd) and µ(x,y) = E[A(·;x,y)] denotes the mean of A.
One example for such an expansion is the multiscale Karhunen–Loève expansion.

Whenever it holds that A ∈ L2(Ω;L∞(D × Y; Sd)), then a Karhunen–Loève expansion
of A exists and converges in L2(Ω;L∞(D × Y; Sd); see Appendix A for details. Additional
conditions need to be imposed, however, for pointwise convergence (P-a.s.) to hold.

Without any assumption on the normalization of the zk or Ψk, the parametric representa-
tion, given in Equation (2.4), is not unique. We therefore assume that the sequence (zk, k ∈ N)
consists of independent, identically distributed random variables with uniform distribution1,
i.e., zk ∼ U([−1, 1]). We further denote by z(ω) the vector (z1(ω), z2(ω), . . .) ∈ U := [−1, 1]N

of a realization. In Equation (2.4), for a sequence β = (βk, k ∈ N) ∈ '1, we assume that the
parametric, deterministic matrix functions (Ψk, k ∈ N) satisfy for all ξ ∈ Rd, x ∈ D, and
y ∈ Y

(2.5) |ξ"Ψk(x,y)ξ| ≤ βk|ξ|2,
which implies that the series in Equation (2.4) converges unconditionally, for P-a.e. z(ω) ∈ U .
Further, we assume that there exist positive constants α0 and β0 such that the mean of A in
Equation (2.4), i.e., the matrix function µ ∈ L∞(D ×Y; Sd), satisfies for all ξ ∈ Rd, x ∈ D,
and y ∈ Y

(2.6) α0|ξ|2 ≤ ξ"µ(x,y)ξ ≤ β0|ξ|2.
To ensure that the stochastic coefficient A in Equation (2.4) is well defined and coercive,
we assume that in Equation (2.4) the (centered) random field A − µ, is bounded by the
(deterministic) mean field µ in the following sense.

Assumption 2.2. Let Equation (2.5) and Equation (2.6) be satisfied and assume that in
Equation (2.4), the random variables zk, for k ∈ N, are independent, identically, and uniformly
distributed on [−1, 1]. Moreover, with (the ellipticity constant) α0 in Equation (2.6), the
matrix functions µ and Ψk satisfy for some κ > 0

∑

k∈N
βk ≤ κ

1 + κ
α0.

We remark that Assumption 2.2 implies Assumption 2.1, since we may choose (see [31] for
details)

α = α0 −
κ

1 + κ
α0 =

1

1 + κ
α0 and β = α0 +

κ

1 + κ
α0.

With Equation (2.5) and Assumption 2.2, we have the estimate

(2.7)
∑

k∈N
‖Ψk‖L∞(D×Y;Sd) ≤ 2

κ

1 + κ
α0.

1The assumptions can be relaxed, at the expense of additional complications in the notation, while allowing
for results which are completely analogous to those in the present paper.



MLMC FOR STOCHASTIC ELLIPTIC PDES 7

Further follows from Assumption 2.2 that for P-a.e. z(ω) = (zk(ω), k ∈ N) ∈ U the series

(2.8) A(z(ω);x,y) := µ(x,y) +
∞∑

k=1

zk(ω)Ψk(x,y),

for (x,y) ∈ D ×Y, converges in L∞(D ×Y; Sd).
A further assumption on the diffusion coefficient is scale separation. This means that for

a (nondimensional) scale parameter ε > 0, there are n ∈ N deterministic, positive functions
(εi, i = 1, . . . , n) which depend continuously and monotonically on ε, with 1 > ε1(ε) ≥ . . . ≥
εn(ε) > 0, and which describe the nmicroscopic length scales on which the stochastic diffusion
coefficient depends. Without loss of generality, we set ε1(ε) = ε (or ε1 ≡ ε). We say that the
random coefficient is scale separated if, for all i = 1, . . . , n− 1, there holds

(2.9) lim
ε→0

εi+1(ε)

εi(ε)
= 0.

For the (ε independent!) random coefficient A defined in Equation (2.8), satisfying both
Assumption 2.1 and 2.2, and for a given family of scale functions (εi, i = 1 . . . , n), satis-
fying Equation (2.9), we define a family of random, multiscale diffusion coefficients Aε ∈
L∞(Ω;L∞(D; Sd)) by

(2.10) Aε(ω;x) := A(ω;x,
x

ε1(ε)
, . . . ,

x

εn(ε)
).

This we might also express in terms of the coefficient vector z(ω) ∈ U : for the parametric
and deterministic coefficient A(z;x,y) as in Equation (2.8) and with the scale functions
(εi, i = 1 . . . , n), we define the parametric, deterministic multiscale coefficient

(2.11) Aε(z;x) := A(z;x,
x

ε1(ε)
, . . . ,

x

εn(ε)
).

Here, z = (zk(ω), k ∈ N) ∈ U denotes the coefficient vector of one realization for ω ∈ Ω
in Equation (2.8). However, we define the random coefficient in this sense independently of
ω ∈ Ω for every parameter z ∈ U . In the next section we specify the probability space where
Aε is defined on in more detail. Due to Assumption 2.1 and Equation (2.7), for every ε > 0,
the stochastic, elliptic, multiscale problem, defined in Equation (2.1), with the stochastic,
multiscale coefficient Aε defined in Equation (2.10) and Equation (2.11) admits P-a.s. a
unique solution which we denote in what follows by uε.

2.3. Image probability space. A tool in our analysis is a parametric, deterministic repre-
sentation of the law of the stochastic multiscale solution uε of Equation (2.1) with stochastic
coefficient Aε. We shall use this representation in order to prove various convergence results
of uε as the scale parameter ε tends to 0. Below, we analyze the dependence of this represen-
tation of uε on the parameter vector z. This, in turn, also allows for the proof of sharp bounds
on spectral approximations of polynomial chaos type of the parametric random solution uε.
To this end, following [17, 18], we represent the law of the random multiscale solution uε in
terms of countably many “random coordinates” zk which correspond to “principal compo-
nents” of the random coefficient A in the representation given in Equation (2.4). We collect
the sequence (zk, k ∈ N) in a vector z and define the parametric, deterministic multiscale
coefficient Aε(z;x) as in Equation (2.11).

We define a probability measure on the parameter space U . To this end, we introduce on
U = [−1, 1]N the σ-algebra Θ = B([−1, 1]N).
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On the measurable space (U,Θ) thus obtained, we define a product probability measure as
image measure of P under the random variable z by

(2.12) ρ :=
⊗

j∈N
ρj ,

where ρj , j ∈ N, is the uniform distribution on the interval [−1, 1], i.e., ρj(dξ) =
1
2dξ. For

any set of the form S =
∏∞

j=1 Sj with Sj ∈ B([−1, 1]), it holds S ∈ Θ and

ρ(S) =
∞∏

j=1

P({ω : zj(ω) ∈ Sj}).

With this structure of the probability space, the series in Equation (2.8) converges uncondi-
tionally, and almost surely with respect to the (image) measure defined in Equation (2.12),
i.e., ρ-a.s.. In the following subsection we shall define the elliptic problem with parametric,
deterministic, multiscale coefficient Aε(z;x).

2.4. Variational formulation and well-posedness. With the parametric, deterministic,
multiscale coefficient Aε defined in Equation (2.11), for a scale parameter 0 < ε < 1 and for
z ∈ U , we consider the parametric, deterministic, n-scale Dirichlet problem2 for x in D by

(2.13) −∇ · (Aε(z;x)∇uε(z;x)) = f(x),

with uε|∂D = 0, where ∂D denotes the boundary of the bounded Lipschitz domain D ⊂ Rd,
for d ∈ N. For simplicity of exposition, we assume, in what follows, that f ∈ L2(D) is a given
source term which is independent of ε. The significance of Equation (2.13) for Equation (2.1)
with coefficient Aε consists in uε(ω;x) = uε(z;x)|z=z(ω).

To present the variational formulation of Equation (2.13) we introduce the Hilbert space

(2.14) V := H1
0 (D) = {v ∈ H1(D) : γ0v = 0 on ∂D}.

We remark that for bounded Lipschitz domains D the trace operator γ0 is well-defined and
continuous from H1(D) onto H1/2(∂D) and, hence, the space V is a closed, linear subspace
of H1(D). By the Poincaré inequality the expressions

‖v‖V :=

(∫

D
|∇v|2dx

)1/2

,

for v ∈ V and

‖v‖L2(U ;V ) :=

(∫

U

∫

D
|∇v|2dxρ(dz)

)1/2

for v ∈ L2(U ;V ) are norms on V and L2(U ;V ), respectively. In what follows, we identify
L2(D) with its dual and denote by V ∗ the dual of V with respect to the “pivot” space L2(D),
i.e., we work in the triplet V ⊂ L2(D) . L2(D)∗ ⊂ V ∗.

To derive the variational formulation of the stochastic elliptic boundary value problem in
Equation (2.13) we fix z = (zk(ω), k ∈ N) ∈ U for the moment. We begin our analysis by
casting problem (2.13) in variational form: we multiply Equation (2.13) by a test function

2Mixed boundary conditions could equally be considered, at the expense of a more involved notation.
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v ∈ V and integrate by parts in D to obtain the parametric, deterministic weak formulation
and solution: for every fixed z ∈ U and 0 < ε ≤ 1, find uε(z; ·) ∈ V such that for all v ∈ V

(2.15) b(ε, z;uε(z; ·), v) =
∫

D
f(x)v(x) dx,

where the parametric, deterministic bilinear form is defined, for v, w ∈ V , by

b(ε, z;w, v) :=

∫

D
Aε(z;x)∇w(x) ·∇v(x) dx.

By Assumption 2.1 and Assumption 2.2, for P-a.e. z(ω) ∈ U and 0 < ε ≤ 1, the deterministic,
parametric variational problem admits a unique solution uε(z, ·) ∈ V . Moreover, as shown in
[31], for every 0 < ε ≤ 1, the mapping z /→ uε(z, ·) is measurable, i.e., uε ∈ L0(U ;V ), where
we denote the set of all measurable mappings from U to V by L0(U ;V ).

Integrating both sides of Equation (2.15) with respect to ρ over U , we derive at the (in-
tegrated) weak formulation of the parametric, deterministic, elliptic boundary value problem
given in Equation (2.13): given the coefficient Aε, for 0 < ε ≤ 1, as in Equation (2.11) with
separated length scales εi(ε), for i = 1, . . . , n, satisfying Equation (2.9) and for f ∈ V ∗, find
uε ∈ L2(U ;V ) such that for all v ∈ L2(U ;V )

(2.16) B(ε;uε, v) = F (v),

where the (ε-dependent) bilinear form B(ε; ·, ·) : L2(U ;V )× L2(U ;V ) → R is defined by

B(ε;w, v) :=

∫

U
b(ε, z;w(z; ·), v(z; ·)) ρ(dz),

and the linear functional F (·) ∈ L2(U ;V )∗ . L2(U ;V ∗) is given by

F (v) =

∫

U

( ∫

D
f(x)v(z;x) dx

)
ρ(dz).

Theorem 2.3. For a random diffusion coefficient Aε as defined in Equation (2.11) which sat-
isfies Assumption 2.2 and for every f ∈ V ∗ the integrated weak formulation, Equation (2.16),
of the stochastic elliptic boundary value problem, given by Equation (2.13), admits a unique
solution uε ∈ L2(U ;V ). This solution is measurable as a map z /→ uε(z; ·) ∈ V and satisfies
for ρ-a.e. z ∈ U the a-priori estimate

(2.17) ‖uε(z; ·)‖V ≤ ‖f‖V ∗

α
.

Moreover, the moments of the solution uε are bounded, for 1 ≤ p ≤ ∞, by

(2.18) ‖uε‖Lp(U ;V ) ≤
‖f‖V ∗

α
.

Proof. By Assumption 2.1, we have, for every 0 < ε ≤ 1 and every w, v ∈ L2(U ;V )

(2.19) |B(ε; v, w)| ≤ ‖Aε‖L∞(U ;L∞(D;Sd))‖w‖L2(U ;V )‖v‖L2(U ;V ) ≤ β‖w‖L2(U ;V )‖v‖L2(U ;V )

and there exists α > 0 such that for every 0 < ε ≤ 1 holds

(2.20) B(ε;w,w) ≥ α‖w‖2L2(U ;V ).

Moreover, for given f ∈ V ∗, we have for all v ∈ L2(U ;V )

(2.21) |F (v)| ≤‖ f‖V ∗‖v‖L2(U ;V ).
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The assertion in Equation (2.17) now follows from the Lax-Milgram Lemma. The bound in
Equation (2.18) is a consequence of the measurability of the mapping z → uε(z; ·) ∈ V and
of the independence of z of the a-priori estimate in Equation (2.17). !

Remark 2.4. The variational formulation, Equation (2.16), requires in Assumption 2.1 only
the definition and boundedness of the random coefficient Aε ρ-almost surely. Assumption 2.1
implies P-a.s. unique solvability and P-a.s. boundedness of the stochastic diffusion problem,
defined in Equation (2.13) for ρ-a.e. z ∈ U ; this renders the MC FE method and the MLMC
FE method well-defined.

2.5. Regularity of solutions. Here, we collect several results on the regularity of the solu-
tions uε of Equation (2.13) which are required for the error analysis of the MLMC FE method
as well as of the MLMC FE–HMM. We start with a result on the spatial regularity of uε. To
this end, we impose the following assumption.

Assumption 2.5. The random coefficient A in Assumption 2.2 satisfies

A ∈ L∞(U ;W 1,∞(D ×Y; Sd)).

Hence, also the coefficient Aε defined in Equation (2.11) satisfies, for every ε > 0,

(2.22) Aε ∈ L∞(U ;W 1,∞(D; Sd)).

In [31, Thm. 1.12] it was shown, that for every fixed realization of z in U the family
of parametric solutions (uε(z; ·), ε ∈ (0, 1]) (n + 1)-scale converges as ε tends to 0 to the
respective homogenization limit ū(z; ·) ∈ V . This limit solution is measurable as a map from
U to V and is, for every z, the solution of the parametric, deterministic, one-scale limiting
(or “homogenized”) elliptic problem

(2.23) −∇ · (Ā(z;x)∇ū(z;x)) = f(x) for x in D,

where ū|∂D = 0. Here, the effective (or homogenized) parametric coefficient Ā(z; ·) is defined,
for every z in U , in the usual fashion (see the proof of [31, Prop. 4.1] for an explicit formula of
Ā(z;x)). The corresponding weak form is similar to Equation (2.15) with the homogenized,
parametric, deterministic coefficient Ā(z;x) in place of Aε(z;x): find ū ∈ L2(U ;V ) such that
for all v ∈ L2(U ;V )

(2.24) B̄(ū, v) = F (v).

Here, the bilinear form B̄ corresponding to the random, homogenized problems is defined by

(2.25) B̄(w, v) :=

∫

U
b̄(z;w(z, ·), v(z, ·)) ρ(dz),

where

b̄(z;w, v) :=

∫

D
Ā(z;x)∇w ·∇v dx.

The right hand side of Equation (2.24) is defined as in Equation (2.16). Assumption 2.1
and 2.5 imply local H2(D) regularity of the homogenized solution ū(z; ·) (see also Remark
3.3 ahead). As in standard homogenization theory, it can be shown that Ā(z; ·) is again
symmetric and uniformly bounded and coercive, thus Equation (2.19) and Equation (2.20)
hold for the bilinear form B̄(v, w) of the variational formulation in Equation (2.24).
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Remark 2.6. Under Assumption 2.5, for f ∈ L2(D), the solutions uε(z; ·) of the parametric,
deterministic multiscale problem (2.16) and the solution ū(z; ·) of the parametric, homoge-
nized problem (2.23) belong, as functions of the spatial variable x ∈ D, to a regularity space
W which is contained in H2

loc(D) but has to be specified in each concrete application. For
example, in the case that the tensor A is isotropic and the domain D is convex, we have
W = H2(D) ∩ H1

0 (D). In general, however, we only have W = H2
γ(D) where the subscript

γ indicates a weighted L2(D) bound on the second derivatives of u, with a weight function
which depends on the distance to corners (and to the edges in the case d = 3) of the domain
D (see, e.g., [29] for details). There holds, for f ∈ L2(D), the regularity estimate

(2.26) sup
z∈U

‖ū(z; ·)‖H2
γ(D) ≤ C‖f‖L2(D),

and furthermore, since the bound is independent of z ∈ U

(2.27) ‖ū‖L2(U ;H2
γ(D)) ≤ C‖f‖L2(D).

Analogously, for the solutions uε of the parametric, deterministic multiscale problem we have

sup
z∈U

‖uε(z; ·)‖H2
γ(D) ≤

C

εn(ε)
‖f‖L2(D)

and

(2.28) ‖uε‖L2(U ;H2
γ(D)) ≤

C

εn(ε)
‖f‖L2(D),

with a constant C > 0 independent of ε. This result follows from a direct application of the
second fundamental inequality for elliptic operators (see [35, Chap. 2.6]) provided Assump-
tion 2.5 holds and using ‖Aε‖L∞(U ;W 1,∞(D;Sd)) ≤ C/εn, which follows from Equation (2.11).

3. Multilevel Monte Carlo Finite Element method

We are interested in estimating the expectations E[uε] and E[ū] of the random solutions
uε, ū of the variational formulations (2.16) and (2.24), respectively. Before giving specific
bounds to our problems we recapitulate the general idea of MC methods.

3.1. Monte Carlo method. The Monte Carlo (MC) estimator of the mathematical expec-
tation of a square integrable random variable u taking values in a separable Hilbert space V ,
is given by the average over M random variables ui, for i = 1, . . . ,M , i.e.,

(3.1) EM [u] :=
1

M

M∑

i=1

ui.

Here, the ui are M independent, identically distributed copies of the random variable u.
Therefore, we have EM [u] ∈ L2(U ;V ) and, by the law of large numbers, the sample average
EM [u] converges to E[u] as M tends to ∞. For a Monte Carlo simulation, Equation (3.1)
amounts to generating M independent draws ẑi ∈ U of the parameter vector z ∈ U which
are identically, uniformly distributed and then to generate corresponding samples uε,i :=
uε(ẑi; ·) ∈ V of uε by solving the variational problem (2.15).

The following result is a bound on the variance of the Monte Carlo estimator EM , assuming
availability of the solutions ui, for i = 1, . . . ,M .
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Lemma 3.1. For any M ∈ N and for u ∈ L2(U ;V ) holds

(3.2) ‖E[u]− EM [u]‖L2(U ;V ) = M−1/2Var (u) ≤ M−1/2‖u‖L2(U ;V ).

For the proof, we refer to [10, Lemma 4.1] or to [41]. Based on Equation (3.1), we estimate
the expectation of uε, and ū by

(3.3) EM [uε] :=
1

M

M∑

i=1

uε,i and EM [ū] :=
1

M

M∑

i=1

ūi.

Since uε ∈ L2(U ;V ) and ū ∈ L2(U ;V ) Lemma 3.1 applies to both.

Remark 3.2. Based on the a-priori estimates in Equation (2.17) and Equation (2.18), we im-
mediately infer from Lemma 3.1 that the convergence rate of the MC estimator is independent
of the scale parameter ε.

In the preceding argument we assumed that realizations of the solution uε,i appearing
in the definition of the MC estimator (3.3) are on one hand well-defined and on the other
exactly available. That they are well defined is ensured by the ρ-a.s. (with respect to the
parameter vector z) well-posedness of the parametric, deterministic problem. However, they
are in general not exactly available and therefore approximate pathwise solutions must be used
instead. This introduces an additional discretization error in the MC estimate.

Aiming at MLMC methods, we introduce next so-called hierarchic FE discretizations of
the stochastic elliptic problem (2.13).

3.2. Finite Element discretization. We consider continuous, piecewise linear Finite Ele-
ments based on sequences of regular simplicial meshes of quasi–uniform triangles or tetrahedra
(Tl, l ∈ N0) of the polygonal, respectively polyhedral, domain D. For any level l ∈ N0 of mesh
refinement, we denote the mesh width of Tl by

hl = max{hK : K ∈ Tl},

with hK := diam(K). We recall (see, e.g., [13, 14]) that the nested family (Tl, l ∈ N0) of
regular, simplicial meshes is called κ-shape regular if and only if there exists a κ < ∞ such
that

κ := sup
l
(κl) = sup

l
(max
K∈Tl

(
hK
ρK

)).

Here ρK is the radius of the largest ball that can be inscribed into any K ∈ Tl.
We generate the sequence (Tl, l ∈ N0) of uniformly refined, shape regular, simplicial meshes

by regular subdivision of an initial, regular triangulation T0 of D. This results in the mesh
width hl = 2−lh0, where h0 denotes the mesh width of T0. Since regular subdivision preserves
shape-regularity, the nested family (Tl, l ∈ N0) of regular, simplicial triangulations obtained
in this way is κ-shape regular, ie. κl = κ0 = κ. For l ∈ N0, we define the FE spaces

(3.4) S1(D, Tl) = {v ∈ H1(D) : v|K ∈ P1, ∀K ∈ Tl},

where, as usual, P1 = span{xα : |α| ≤ 1} denotes the space of polynomials of total degree not
exceeding 1. We denote further by

S1
0 (D, Tl) = {v ∈ H1

0 (D) : v|K ∈ P1, ∀K ∈ Tl} = S1(D, T ) ∩H1
0 (D),
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the corresponding Finite Element space taking into account the Dirichlet boundary condition.
The spaces S1

0 (D, Tl) are well-known to have the approximation property (see, e.g., [15])

(3.5) inf
v∈S1

0 (D,Tl)
‖w − v‖H1(D) ≤ Chl‖w‖W ,

where W is as in Remark 2.6.

Remark 3.3. In polygonal or polyhedral domains D, only local H2(D) regularity can be
asserted due to possible corner (and edge for d = 3) singularities; to reduce technicalities in
our exposition, we do not develop this aspect here. All FE approximation results which follow
admit, however, direct generalizations which cover this situation, with identical conclusions,
if the triangulations Tl, l ∈ N0, are suitably refined towards corners (and edges for d = 3).

We introduce the family V = (Vl, l ∈ N0) of subspaces of V defined by Vl := S1
0 (D, Tl) ⊂

H1
0 (D) with finite dimensions Nl = dim(Vl). Since the triangulations in the sequence (Tl, l ∈

N0) are nested, we have

(3.6) V0 ⊂ V1 ⊂ . . . ⊂ Vl ⊂ . . . ⊂ V.

The FE approximation is based on L2(U ;V )-Galerkin projections of the weak formulation in
Equation (2.16) of the stochastic, elliptic boundary value problem in Equation (2.13). The
discrete problem corresponding to the integrated weak formulation, Equation (2.16), reads:
find uεl,FEM ∈ L2(U ;Vl) such that for all vl ∈ L2(U ;Vl)

(3.7) B(ε;uεl,FEM , vl) = F (vl).

In [10, Theorem 4.3], the following mean square error bound for the MC FE estimate of E[uε]
was obtained for solutions uε which belong to H2(D) for every 0 < ε ≤ 1 and for every z ∈ U :

(3.8) ‖E[u]− EM [uεl,FEM ]‖L2(U ;V ) ≤ C

(
1√
M

‖uε‖L2(U ;V ) + hl‖uε‖L2(U ;H2(D))

)
.

We see from Equation (3.8) that the combined MC FE error consists of a statistical error
and of a discretization error. With Equation (2.17), the statistical error is, indeed, of order
O(M−1/2). On the other hand, under the condition of H2(D) regularity, the discretization
error admits, due to the fine-scale components of the pathwise solutions uε(z, ·), only an
ε-dependent bound (cf. Remark 2.6).

This implies for the bound in Equation (3.8), combined with Equation (3.5) and the a-priori
estimate in Theorem 2.3, the error bound

(3.9) ‖E[uε]− EM [uεl,FEM ]‖L2(U ;V ) ≤ C
( 1√

M
+
(
1 ∧ hl

εn(ε)

))
‖f‖L2(D).

Here, we used the (uniform with respect to ε and to l) L2(U ;V )-boundedness of the Finite
Element projection and Assumption 2.1. For two positive numbers a∧b denotes the minimum
of a and b.

From Equation (3.9), convergence can therefore only be expected if the mesh width hl
satisfies the scale-resolution requirement hl ≤ εn(ε).

Error bounds which are independent of ε can be obtained for the homogenized solution
in Equation (2.24) (which, however, is in general not explicitly available since the homoge-
nized tensor Ā(z;x) is not explicitly known). Its solution ū is still a random variable but
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is independent of ε. The FE approximation of the random, homogenized problem is to find
ūl,FEM ∈ L2(U ;Vl) such that there holds

(3.10) B̄(ūl,FEM , vl) = F (vl),

for all vl ∈ L2(U ;Vl), where the load functional F is given by Equation (2.16). Here, under
the assumption f ∈ L2(D) and ū ∈ L2(U ;H2(D)), we have the error bound

(3.11) ‖E[ū]− EM [ūl,FEM ]‖L2(U ;V ) ≤ C

(
1√
M

+ hl

)
‖f‖L2(D).

3.3. Multilevel Monte Carlo Finite Element method. For the MLMC FE method we
discretize the parametric, deterministic variational formulation, given by Equation (2.15), by
a Galerkin projection onto all subspaces (Vl, l = 1, . . . , L), for L ∈ N0. To derive the MLMC
FE estimator for E[v] for v ∈ L2(U ;V ), we denote by vl ∈ L2(U ;Vl) projections (such as,
e.g., FE projections) of v onto Vl. With the convention v−1 ≡ 0, we use the linearity of the
mathematical expectation to write for every L ∈ N0

(3.12) E[vL] = E
[ L∑

l=0

(vl − vl−1)
]
=

L∑

l=0

E[vl − vl−1].

The MLMC estimator for E[uεL,FEM ] is based on replacing the expectation in each term on
the right hand side of Equation (3.12) by its MC estimator EMl with Ml samples (possibly
different for each level l = 1, . . . , L). Thus, we obtain the MLMC FE estimator with L ∈ N0

levels of mesh-refinement and with level-dependent sample sizes Ml (with the convention that
uε−1,FEM ≡ 0), defined by

(3.13) EL[uεL,FEM ] :=
L∑

l=0

EMl

[
uεl,FEM − uεl−1,FEM

]
.

Here, the MC estimators (EMl , l ∈ N0) are defined as in Equation (3.1). The FE solutions in
two successive terms in the telescoping sum are required on the same refinement level l − 1,
but are sampled at Ml resp. Ml−1 independent realizations of the random coefficient. In [10,
Lemma 4.4], an a-priori error bound for the MLMC FE estimator for E[u] was proved. In our
setting this yields the following error bound.

Theorem 3.4. For L ∈ N0, under Assumption 2.5, the MLMC FE estimator, given in
Equation (3.13), of the expectation E[uε] of the solution uε ∈ L2(U ;W ) to the random,
elliptic, multiscale problem in Equation (2.13), in the polyhedral domain D ⊂ Rd admits the
error bound

‖E[uε]− EL[uεL,FEM ]‖L2(U ;V )

≤ C
((

1 ∧ hL
εn(ε)

)
+

1√
M0

+
L∑

l=1

(
1 ∧ hl

εn(ε)

) 1√
Ml

)
‖f‖L2(D).

(3.14)

Here, the constant C is independent of 0 < ε ≤ 1, Ml and hl, for 0 ≤ l ≤ L.
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Proof. The proof follows Lemma 4.4 in [10], but we track the dependence on ε of the constants
in the argument. With the convention that u−1,FEM ≡ 0, we write

‖E[uε]− EL[uεL,FEM ]‖L2(U ;V )

=‖E[uε]− E[uεL,FEM ] + E[uεL,FEM ]−
L∑

l=0

EMl [u
ε
l,FEM − uεl−1,FEM ]‖L2(U ;V )

≤‖E[uε]− E[uεL,FEM ]‖L2(U ;V ) + ‖
L∑

l=0

(
(E− EMl)[u

ε
l,FEM − uεl−1,FEM ]

)
‖L2(U ;V )

=:I + II.

As in standard FE theory, for every l ∈ N0 and z ∈ U , holds the following approximation
property for the FE solution

(3.15) ‖uε(z; ·)− uεl,FEM (z; ·)‖V ≤ C inf
vl∈Vl

‖vl − uε(z; ·)‖V .

From Assumption 2.1, we infer the mean-square stability of the Galerkin projection, i.e.

(3.16) sup
z∈U

‖uεl,FEM (z; ·)‖V ≤ Cα−1‖f‖V ∗

where the constant C > 0 depends on the parameter β in Assumption 2.1, but is independent
of ε and of l ∈ N0. We estimate the terms I and II separately, ignoring (to ease notation)
temporarily (3.16).

Term I: By Jensen’s and the Cauchy–Schwarz inequality, we get with Equation (3.15),
Equation (3.5) and by Equation (2.28)

I ≤ ‖uε − uεL,FEM‖L2(U ;V ) ≤ ChL‖uε‖L2(U ;W ) ≤ C
hL

εn(ε)
‖f‖L2(D).

For Term II we use the triangle inequality and Lemma 3.1 to get

II ≤
L∑

l=0

‖(E− EMl)[u
ε
l,FEM − uεl−1,FEM ]‖L2(U ;V )

≤
L∑

l=0

1√
Ml

‖uεl,FEM − uεl−1,FEM‖L2(U ;V ).

For the first term of the sum (l = 0) we have with Theorem 2.3, the stability of the Finite
Element approximation, and the convention uε−1,FEM ≡ 0 the bound

1√
M0

‖uε0,FEM‖L2(U ;V ) ≤
1√
M0

( 1
α
‖f‖L2(D)

)
≤ C

1√
M0

‖f‖L2(D).
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All the other terms in the sum (l = 1, . . . , L) we bound with the triangle inequality, Equa-
tion (3.15), and Equation (3.5) to obtain

1√
Ml

‖uεl,FEM − uεl−1,FEM‖L2(U ;V ) ≤
1√
Ml

(
‖uε − uεl,FEM‖L2(U ;V ) + ‖uε − uεl−1,FEM‖L2(U ;V )

)

≤ C
1√
Ml

(hl + hl−1)‖uε‖L2(U ;W )

≤ C
1√
Ml

(hl + hl−1)
1

εn(ε)
‖f‖L2(D)

≤ C
1√
Ml

hl
εn(ε)

‖f‖L2(D).

Summing this bound for l = 1, ..., L we find

‖E[uε]− EL[uεL,FEM ]‖L2(U ;V ) ≤ C
( hL
εn(ε)

+
1√
M0

+
L∑

l=1

1√
Ml

hl
εn(ε)

)
‖f‖L2(D).

Using Equation (3.16) we may replace in this bound the quotients hl/εn(ε) for l = 0, . . . , L
by 1 ∧ hl/εn(ε) which implies the assertion. !
Remark 3.5. Comparing the singlelevel MC and the multilevel MC mean-square error
bounds, i.e., Equation (3.9) and Equation (3.14), respectively, we observe that the discretiza-
tion error contributions from MLMC at under-resolved FE mesh levels (where hl > εn(ε))
still converge in mean square for large numbers of samples. This effect is not present in the
singlelevel MC FE method.

We gather from Theorem 3.4 that we have to distinguish two cases. Namely, the first,
where all levels are under-resolved, i.e., hL ≥ εn(ε) and the other where only the first levels
are under-resolved but at least the finest one is resolved, i.e., hL < εn(ε). In the first case the
sample number on the coarsest level M0 should be chosen as

M0 = O
((εn(ε))2

h2L

)
= O((εn(ε))

222L)

and for all other levels l = 1, . . . , L as

Ml = O
((εn(ε))2

h2L
l2(1+η)

)
= O((εn(ε))

222L l2(1+η)).

However, we can only expect convergence of the Monte Carlo part of the error contribution in
this case. In the case where we have under-resolved levels up to level l∗(εn), for 0 ≤ l∗(εn) < L,
meaning hl∗(εn) ≥ εn(ε) and hl∗(εn)+1 < εn(ε), we choose on the first level

M0 = O
((εn(ε))2

h2L

)
= O(22L(εn(ε))

2)

to equilibrate the statistical and the discretization error contributions. The MLMC sample
numbers Ml, for l = 1, . . . , l∗(εn), . . . , L, should be chosen according to

(3.17) Ml = O
(h2l ∧ (εn(ε))2

h2L
l2(1+η)

)
= O

(
22L l2(1+η)

(
2−2l ∧ (εn(ε))

2
))

,

for ν > 0. Comparing these sample numbers with the corresponding sample numbers in [10],
our analysis indicates that it suffices to sample less on under-resolved levels. The total work
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for this estimates is the number of samples multiplied by the work for one solve on each level,
summed over all levels. Therefore we achieve, for L ∈ N, a total work for the MLMC FE
method in the case that hL < εn(ε) of

W(L) =






O
(
N2

L(log2Nl∗(εn))
3+2η

)
for d = 1,

O
(
NL(log2NL)3+2η

)
for d = 2,

O
(
NL(log2NL)2+2η

)
for d = 3.

Here, NL denotes the degrees of freedom of the FE method on level L. For the corresponding
singlelevel Monte Carlo method (see Equation (3.9)) the total work at level L is bounded by

W(L) = O((εn(ε))2h
−(2+d)
L ) or equivalently by

W(L) =






O
(
εn(ε)2N3

L

)
for d = 1,

O
(
εn(ε)2N2

L

)
for d = 2,

O
(
εn(ε)2N

5/3
L

)
for d = 3.

We infer from the asymptotic error bound in Theorem 3.4 that convergence of discretization
errors of the FE method can only be expected if hL < εn(ε) holds. Since εn(ε) denotes the
smallest physical length scale (cf. Equation (2.9)), hL < εn(ε) is a scale-resolution requirement
for the FE method. Inspecting the singlelevel and the multilevel error bounds, Equation (3.9)
and Equation (3.14), respectively, we see that scale-resolution is necessary for achieving O(hL)
convergence rates. Further, Equation (3.14) indicates that ensemble averaging can, in part,
compensate for lack of scale resolution in the multilevel MC method. Avoiding the preasymp-
totic range altogether, however, will require modifications in the discretization. In this case,
i.e. when hL ≥ εn(ε), we introduce and analyze next (following [28, 10]) the multilevel Monte
Carlo Finite Element Heterogeneous Multiscale method.

4. Multilevel Monte Carlo Finite Element Heterogeneous Multiscale
method

From now on and throughout the remainder of the present paper, we confine our analysis
and development of the MLMC FE–HMM to problems with one microscopic spatial length
scale, i.e. to n = 1 in Equation (2.2). Accordingly, we write from now on ε in place of ε1(ε) for
the (nondimensional) physical length scale. We first give a short description of the FE–HMM
for deterministic, elliptic, multiscale problems based on [1, 24] to the extent necessary for the
exposition of the MLMC FE–HMM. The FE–HMM was introduced first in [23] and analyzed
for elliptic problems in [1, 24] – we refer to [3, 4] for a review. We confine the ensuing analysis
to first order FE–HMM but indicate that all results below have been established in recent
years for deterministic elliptic and parabolic multiscale problems for macro and micro FE
spaces of arbitrary order (see [4] for details).

To simplify the present exposition, we describe the method for piecewise linear FE spaces
both, in the macroscopic as well as in the microscopic variable.

4.1. FE–HMM. The FE–HMM is based on macro and micro FE spaces. Where the macro
problem is approximated with a hierarchy of macro FE methods, based on the family of
standard FE spaces V = (Vl = S1

0 (D, Tl), l ∈ N0) as introduced in Section 3. The term
“macro FE” is used here to underline that hl >> ε is allowed and no scale resolution is
imposed on these spaces.
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Micro finite element space. For each K ∈ Tl, l ∈ N0, we consider a node xK located
at the barycenter of the element K and a weight ωK = |K| (the volume of the element K).
Associated to each node xK we consider amicro domain Kδ = xK+δI, where I = (−1/2, 1/2)d

and, typically, hl >> δ ≥ ε.
For a coefficient Aε, given in Equation (2.11), which is periodic in the fast variable (with

period ε), we can choose δ = ε and denote Kδ = Kε. The method still applies for δ > ε – for
example in a situation where the period of the problem is a priori unknown– but a resonance
error, e.g. δ/ε, appears in the FE–HMM convergence rate estimates in [24, 4] if δ/ε /∈ N. For
simplicity we adopt the choice ε = δ in what follows.

On each micro domain Kε ⊂ K ∈ Tl, l ∈ N0, we consider a sequence (T̃l, l ∈ N0) of regular
simplicial meshes of quasi-uniform triangles or tetrahedra. For any l ∈ N0, we denote the
mesh width of T̃l by

h̃l = max
T∈T̃l

{diam(T )} =: max
T∈T̃l

{h̃T }.

Then, we define the micro FE spaces on a micro domain Kε by

(4.1) S1
#(Kε, T̃l) = {φ ∈ H1

#(Kε)/R; φ|T ,∈ P1(T ), T ∈ T̃l}.

Here, H1
#(Kε) denotes the set of all functions in H1

loc(R
d) which belong to H1(Kε) and are

ε-periodic. The space H1
#(Kε) sets the coupling condition between macro and micro functions

in the FE-HMM (see (4.2) below) 3. As we choose for the macro problem piecewise linear
functions for the FE spaces, it is natural (owing to the convergence rates in [1]) to choose
piecewise linear FEs for the micro problems as well.

Micro problems. Next, we determine for every element K ∈ Tl, l ∈ N0, the additive
contribution to the macro stiffness matrix by computing the solutions of the following micro
problem: For given z ∈ U and vl(z; ·) ∈ Vl = S1

0 (D, Tl), l ∈ N0, and Kε ⊂ K ∈ Tl, find
vl,Kε(z; ·) : Kε /→ R such that vl,Kε(z; ·)− vl(z; ·) ∈ S1

#(Kε, T̃l) and for all ϕl ∈ S1
#(Kε, T̃l)

(4.2)

∫

Kε

A(z;xK , x/ε)∇vl,Kε(z;x) ·∇ϕl(x)dx = 0.

We observe that Equation (4.2) can equivalently be formulated as: For a given vl(z; ·) ∈ Vl,
l ∈ N0, find φl̃(z; ·) ∈ S1

#(Kε, T̃l) such that for all ϕl ∈ S1
#(Kε, T̃l)

∫

Kε

A(z;xK , x/ε)∇φl̃(z; ·) ·∇ϕl(x)dx = −
∫

Kε

A(z;xK , x/ε)∇vl(z; ·) ·∇ϕl(x)dx,

which has a unique solution due to the Lax-Milgram Theorem (the above bilinear form is
coercive on S1

#(Kε, T̃l) ⊂ H1
#(Kε)/R if this space is equipped with the norm ‖∇v‖L2(Kε)).

The macroscopic solution of the FE–HMM which aims at approximating the homogenized
solution ū of Problem (2.24) is defined as follows: Find ul,HMM ∈ L2(U ;Vl) such that for all
vl ∈ L2(U ;Vl)

(4.3) Bε
l (ul,HMM , vl) = F (vl)

where Bε
l (·, ·) : L2(U ;Vl)× L2(U ;Vl) → R is, for 0 < ε ≤ 1 and vl, wl ∈ L2(U ;Vl), given by

(4.4) Bε
l (wl, vl) :=

∫

U
bl(ε, z;wl(z, ·), vl(z; ·))ρ(dz).

3Other boundary conditions based e.g. on homogeneous Dirichlet coupling could be chosen for appropriate
choices of the micro domain (e.g, Kδ instead of Kε with δ > ε) [24, 3].
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Here, we set

(4.5) bl(ε, z;wl, vl) :=
∑

K∈Tl

|K|
|Kε|

∫

Kε

A(z;xK , x/ε)∇wl,Kε(x) ·∇vl,Kε(x) dx,

where the factor 1/|Kε| ensures the correct upscaling of the integrals on the micro element
Kε to the macroscopic Finite Element K.

We shall also need the parametric, deterministic weak formulation corresponding to the
variational formulation in Equation (4.3): for z ∈ U , and for 0 < ε ≤ 1, find ul,HMM (z; ·) ∈ Vl,
l ∈ N0, such that for all vl ∈ Vl

(4.6) bl(ε, z;ul,HMM (z; ·), vl) =
∫

D
fvl dx.

Remark 4.1. Observe that in Equation (4.5) and in Equation (4.2) we have collocated the
slow variable x at the barycenters xK for K ∈ Tl, l ∈ N0. As noticed in [1] and [6] this leads
to robust convergence rates for the FE–HMM, i.e., convergence rates independent of ε.

To show that the problem in Equation (4.3) is well posed, we need the following lemma,
whose proof follows closely the proof for the deterministic FE–HMM (see [1, 24],[3, Sect.
3.3.1]).

Lemma 4.2. For ρ-a.e. z ∈ U and every 0 < ε ≤ 1 consider vl(z; ·) ∈ Vl, l ∈ N0 and its
corresponding micro solution vl,Kε(z; ·) ∈ S1

#(Kε, T̃l), defined in Equation (4.2), holds

(4.7) ‖∇vl(z; ·)‖L2(Kε) ≤ ‖∇vl,Kε(z; ·)‖L2(Kε) ≤
√

β

α
‖∇vl(z; ·)‖L2(Kε)

where α,β are independent of ε and were defined in Assumption 2.1.

We notice that Lemma 4.2 is valid for higher order micro FE spaces such as Sq
#(Kδ, T̃ ),

for q ≥ 1. We have the following well-posedness result.

Theorem 4.3. Under Assumption 2.1 and 2.2, for every f ∈ L2(D) the variational formu-
lation, Equation (4.3), admits ρ-a.s. a unique solution ul,HMM ∈ L2(U ;Vl), l ∈ N0. This
solution satisfies, for ρ-a.e. z ∈ U and for every l ∈ N0, the a-priori estimate

(4.8) ‖ul,HMM(z; ·)‖V ≤ C(D,β)

α
‖f‖L2(D).

Proof. Lemma 4.2 and the Cauchy–Schwarz inequality imply, that there exist constants
Ci(D,α,β) > 0, i = 1, 2, which are independent of ε and of l such that, for every vl, wl ∈
L2(U ;Vl) (see [1, 24],[3, Sect. 3.3.1])

(4.9) |Bε
l (vl, wl)| ≤ C2‖vl‖L2(U ;V )‖wl‖L2(U ;V ),

and such that for every vl ∈ L2(U ;Vl)

(4.10) Bε
l (vl, vl) ≥ C1‖vl‖2L2(U ;V ).

Moreover, for every wl ∈ L2(U ;Vl), F (wl) is bounded similarly as in Equation (2.21). The
assertion then follows from the Lax-Milgram Lemma. The explicit bound of order α−1 follows
by inspection. !
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For the error analysis of the FE–HMM, we also introduce the following variational formu-
lation (which will not be used for actual computations). We define ¯̄ul,FEM ∈ L2(U ;Vl), the
solution of the FE method with numerical quadrature for the homogenized problem, i.e., find
¯̄ul,FEM ∈ L2(U ;Vl) such that for all vl ∈ L2(U ;Vl)

B̄l(¯̄ul,FEM , vl) = F (vl),(4.11)

where the integrated bilinear form B̄l(·, ·) : L2(U ;Vl)× L2(U ;Vl) → R is given by

(4.12) B̄l(wl, vl) :=

∫

U
b̄l(z;wl(z, ·), vl(z, ·)) ρ(dz).

The parametric, bilinear form with numerical integration bl(z; ·, ·) is for vl, wl ∈ Vl defined by

(4.13) b̄l(z;wl, vl) :=
∑

K∈Tl

|K|Ā(z;xK)∇wl ·∇vl.

Here, Ā(z;x) denotes the parametric, deterministic homogenized tensor, |K| the measure of
the element K with barycenter xK .

As before, the solution ¯̄ul,FEM ∈ L2(U ;Vl) of Equation (4.11) coincides with the parametric,
deterministic multiscale solution, defined by: find ¯̄ul,FEM (z; ·) ∈ Vl such that (pointwise, for
ρ-a.e. z ∈ U) it holds that for all vl ∈ Vl

(4.14) b̄l(z; ¯̄ul,FEM (z; ·), vl) =
∫

D
fvldx.

Next, we establish error estimates for the FE–HMM.

Lemma 4.4. Under Assumption 2.1 and 2.2, for ρ-a.e. z ∈ U the solutions ū(z; ·) and
ul,HMM(z; ·), l ∈ N0, of the variational formulations given in Equation (2.23) and Equa-
tion (4.6), respectively, satisfy

‖ū(z; ·)− ul,HMM(z; ·)‖V

≤ ‖ū(z; ·)− ¯̄ul,FEM (z; ·)‖V + C sup
vl∈Vl

|bl(ε, z;ul,HMM, vl)− b̄l(z;ul,HMM, vl)|
‖vl‖V

,
(4.15)

where ¯̄ul,FEM (z; ·) is the solution of the variational formulation given in Equation (4.14) and
the constant C > 0 depends on α and β, but is independent of l ∈ N0 and ε.

Proof. The proof follows with the usual Strang-type argument from the triangle inequality

‖ū(z; ·)− ul,HMM (z; ·)‖V ≤ ‖ū(z; ·)− ¯̄ul,FEM (z; ·)‖V + ‖¯̄ul,FEM (z; ·)− ul,HMM (z; ·)‖V ,
and the inequality

‖¯̄ul,FEM (z; ·)− ul,HMM (z; ·)‖2V ≤ C
∣∣bl

(
ε, z;ul,HMM (z; ·), ¯̄ul,FEM (z; ·)− ul,HMM (z; ·)

)

− b̄l
(
z;ul,HMM (z; ·), ¯̄ul,FEM (z; ·)− ul,HMM (z; ·)

)∣∣.
!

To obtain convergence rates, we impose additional regularity assumptions on the homoge-
nized and the micro problems.

Assumption 4.5. The homogenized coefficients satisfy, for ρ-a.e. z ∈ U , Ā(z; ·) ∈ C1(D̄)d×d

and ‖Ā(z; ·)‖C1(D̄)d×d is uniformly bounded. Further, for ρ-a.e. z ∈ U , ū(z; ·) ∈ H2(D) and
‖ū(z; ·)‖H2(D) (see Remark 2.6) are uniformly bounded.
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We note that if we assume that the domain D is convex and that A(z;x,y) has strong
derivatives of order 2 with respect to x and yj that are uniformly bounded for all z ∈ U ,
Assumption 4.5 can be shown to hold [31, Proposition 4.2].

Regularity on the solution of the following cell problem is also needed: For z ∈ U and
0 < ε ≤ 1 find ψj

Kε
(z; ·) ∈ H1

#(Kε)/R, for j = 1, . . . , d such that for all ϕ ∈ H1
#(Kε)/R

(4.16)

∫

Kε

A(z;xK , x/ε)∇ψj
Kε

(x) ·∇ϕ(x) dx = −
∫

Kδ

A(z;xK , x/ε) ej(x) ·∇ϕ(x) dx,

where ej is the j-th vector of the canonical basis of Rd and xK ∈ K is a quadrature node

(located at the barycenter of K). The solution of Equation (4.16), ψj
Kε

(z;xK , x/ε), is given

by ε ψ̂j(z;xK , x/ε), where ψ̂j(z;xK , y) ∈ H1
#(Y )/R is the solution of the cell problem given

by

(4.17)

∫

Y
A(z;xK , y)∇ψ̂j(y) ·∇ϕ̂(y) dy = −

∫

Y
A(z;xK , y) ej(y) ·∇ϕ̂(y) dy,

for all ϕ̂ ∈ H1
#(Y )/R.

Assumption 4.6. Assume that, for ρ-a.e. z ∈ U , the solution ψj
Kε

(z; ·) of the variational

formulation given in Equation (4.16) satisfies ψj
Kε

(z; ·) ∈ H2(Kε), and that ‖ψj
Kε

(z; ·)‖H2(Kε)

is uniformly bounded and that

(4.18) |ψj
Kε

(z;xK , ·)|H2(Kε) ≤ Cε−1
√
|Kε|.

We note that if we assume that A(z;xK , ·) ∈ W 1,∞(Kε), then classical regularity results
ensure that Equation (4.18) holds (see [5, Remark 5.1]).

The following result has been obtained in [1] (see also [3]) for deterministic problems.

Theorem 4.7. Under Assumption 2.1, 2.2, 4.5 and 4.6 for ρ-a.e. z ∈ U the difference of the
solutions ū(z; ·), ul,HMM(z; ·), l ∈ N0, of the variational formulations given in Equation (2.23)
and Equation (4.6), respectively, satisfies

(4.19) ‖ū(z; ·)− ul,HMM(z; ·)‖V ≤ C



hl +

(
h̃l
ε

)2


 ‖f‖L2(D),

where the constant C is independent of hl, h̃l, ε.

Proof. We use Lemma 4.4 and estimate both term in the right-hand side of Equation (4.15).
Using Assumption 2.1, Assumption 4.5, and classical estimates for the FE method with
numerical quadrature (see [16]) we may write

(4.20) ‖ū(z; ·)− ¯̄ul,FEM (ε, z; ·)‖V ≤ Chl‖f‖L2(D).

for the first term. Following the proof of [1, Lemma 3.3] (see also [5, Lemma 5.2]), using As-
sumptions 2.1 and Assumption 4.6, the second term of the right-hand side of Equation (4.15)

is bounded by C
(
h̃l
ε

)2
. !
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We emphasize that h̃l
ε is independent of ε. Indeed, in terms of degrees of freedom of the

micro FE method Nl,mic we have h̃l =
ε

N
1/d
l,mic

and define

(4.21) ĥl :=
h̃l
ε

=
1

N1/d
l,mic

.

Of interest is also the following post-processing procedure to approximate the fine scale
solution uε. Let ul,HMM be the solution of Equation (4.3) and ul,Kε the solution of the
variational formulation of the microproblem, given in Equation (4.2). We then consider the
function (ul,HMM − ul,Kε)(z; ·) available on each micro domain Kε ⊂ K centered in xK , and
the gradient recovery approximation Rε

l of the solution ul,HMM defined, for all x ∈ K ∈ Tl, by

(4.22) Rε
l ul,HMM (z;x)|K := ul,HMM + (ul,HMM − ul,Kε)(z;x− [x]Kε),

where [x]Kε ∈ εZd is such that x− [x]Kε ∈ Kε. We note that

Rε
l ul,HMM ∈ L2(U ;H1(Tl)),

where H1(Tl) denotes the broken Sobolev space which is endowed with the norm

‖v‖H1(Tl) :=
(
‖v‖2L2(D)+

∑

K∈Tl

‖∇v‖2L2(K)

)1/2
.

Theorem 4.8. Let all assumptions of Theorem (4.7) be satisfied. Further, assume that
A ∈ L∞(U ;C1(D̄;C1

#(Y ))), ū ∈ L∞(U,H2(D)), and that the solution ψ̂j of Equation (4.17)

satisfies ψ̂j ∈ L∞(U ;C1(D̄;H2
#(Y ))) ∩ L∞(U × D̄;C1(Ȳ )). Then, for ρ-a.e. z ∈ U and

0 < ε ≤ 1 holds the error bound

‖uε(z; ·)−Rε
l ul,HMM(z; ·)‖H1(Tl) ≤ C

(
hl + ĥl +

√
ε
)
‖f‖L2(D),

where the constant C is independent of hl, h̃l, and ε.

Proof. The proof follows from [1, Corollary 3.7, Theorem 3.11] and [31, Proposition 5.1]. !

4.2. Monte Carlo Finite Element Heterogeneous Multiscale Method. We proceed
with an analysis of the rate of convergence of the Monte Carlo method for the solution of the
stochastic elliptic problem, given in Equation (2.16). The implementation of the estimator
EM [u] in Equation (3.1) requires a Finite Element approximation of the copies ui of u. We
choose the Finite Element approximation to be the FE–HMM and we establish a first error
estimate for the MC FE–HMM in the case when the same discretization Tl, for l ∈ N0, is
used for all samples. We estimate the expectation of the solution, E[ū], by

EM [ul,HMM ] :=
1

M

M∑

i=1

uil,HMM ,

where uil,HMM are independent copies of the random solution ul,HMM of Equation (4.3). We
further estimate E[uε] by

EM [Rε
l ul,HMM ] :=

1

M

M∑

i=1

Rε
l u

i
l,HMM ,
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where Rε
l u

i
l,HMM are independent copies of the random solution Rε

l ul,HMM defined in Equa-
tion (4.22).

Theorem 4.9. Let all assumptions of Theorem 4.7 be satisfied. Then, it holds, for any l ∈ N0

and M ∈ N, that

(4.23) ‖E[ū]− EM [ul,HMM]‖L2(U ;V ) ≤ C

(
1√
M

+ (hl + ĥ2l )

)
‖f‖L2(D).

If the assumptions of Theorem 4.8 are satisfied, it holds that

(4.24) ‖E[uε]− EM [Rε
l ul,HMM]‖L2(U ;H1(Tl)) ≤ C

(
1√
M

+ (hl + ĥl +
√
ε)

)
‖f‖L2(D).

In both estimates, the constant C is independent of hl, ĥl, M and ε (where ĥl is defined in
Equation (4.21)).

Proof. We first prove Equation (4.23). To this end, we split the left hand side into

‖E[ū]− EM [ul,HMM ]‖L2(U ;V ) ≤ ‖E[ū]− E[ul,HMM ]‖L2(U ;V )

+ ‖E[ul,HMM ]− EM [ul,HMM ]‖L2(U ;V ).

The first term on the right hand side is bounded by Theorem 4.7 (since the bound is indepen-
dent of z ∈ U). The assertion follows with Lemma 3.1 and Theorem 4.3 for the second term.
A similar argument shows the second assertion: by referring to Theorem 4.8 to bound the first
term on the right hand side of the corresponding inequality and, finally, using the rescaling
in Equation (4.21) for the error bound of Theorem 4.8, we obtain the stated result. !

We notice that in the proof above, we need a bound on ‖Rε
l ul,HMM ‖L2(U ;V ). This follows

from the representation

Rε
l ul,HMM (z; ·) = ul,HMM (z; ·) +

d∑

j=1

ψj
Kε

(z; ·)
∂ul,HMM

∂xj
(z; ·)

for Rε
l ul,HMM (see for example [3, Proposition 8]), the triangle inequality, Theorem 4.3 and

Assumption 4.6. The optimal choice of sample size versus grid size is reached when the
statistical and the discretization errors are equilibrated. Assume a uniform macro and micro
mesh refinement for the FE–HMM with mesh width hl = 2−lh0 (referred to as “macro mesh”)
and ĥl = 2−lĥ0 (referred to “micro mesh”) with h0, ĥ0 = O(1) (c.f. Equation (4.21)). In view
of Equation (3.8) and Equation (4.24) the optimal choice of sample size versus grid size is

given by M− 1
2 = O(hl) = O(2−l) and ĥl =

√
hl = O(2−l/2) for estimating the expectation of

the solution E[ū] and ĥl = hl = O(2−l) for estimating the expectation of the solution E[uε]
(in the case that

√
ε ≤ hl). In terms of the degrees of freedom of the FE–HMM, denoting by

Nl,mac the degrees of freedom of the macro FE space and by Nl,mic the degrees of freedom of
the micro FE space we obtain the basic relations

M− 1
2 = O(N

− 1
d

l,mac),(4.25)

and for the micro degrees of freedom Nl,mic

(4.26) Nl,mic =
√
Nl,mac,

for estimating E[ū] and

(4.27) Nl,mic = Nl,mac,
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for estimating E[uε]. The total computational cost (in terms of the macro degrees of freedom
and of the number of samples M) of the estimates EM [ul,HMM ] and EM [Rε

l ul,HMM ] is O(M ·
N3/2

l,mac) and O(M ·N2
l,mac).

With the previous calculation on the optimal sample size, i.e., Equation (4.25), Equa-

tion (4.26) and Equation (4.27), we may write for the computational cost O(2l(
3
2d+2)) and

O(2l(2d+2)), for computing EM [ul,HMM ] and EM [Rε
l ul,HMM ], respectively. We emphasize that

the work estimates are independent of ε while the error estimates hold for arbitrary mesh
sizes hl = 2−lh0 that do not need to resolve the fine scale ε. For computing EM [Rε

l ul,HMM ]
we notice however that the accuracy depends on ε (see Equation (4.24)).

We note at this point that MC FE–HMM with recovery is only applicable in the case where√
ε ≤ hl (for convergence of O(hl)), whereas the singlelevel Monte Carlo method requires scale

resolution, i.e., hl < ε. For a fixed ε the sets {hl : hl < ε} and {hl : hl ≥
√
ε} are disjoint and

therefore, a comparison of the singlelevel MC FE–HMM with recovery and the (scale resolved)
singlelevel Monte Carlo FE method is not viable. However, a Monte Carlo approximation with
standard FE methods, would require a total work of the order O(ε−d2l(2+d)) for an accuracy
of O(hl) (with the choice of hl = ε 2−l in Equation (3.9)). Subsequently we generalize these
calculations to the case of a multilevel Monte Carlo approximation of the expectation.

4.3. Multilevel Monte Carlo FE–HMM. In the MLMC FE–HMM, we consider the hi-
erarchic sequence V = (Vl = S1

0 (D, Tl), l ∈ N0) of finite dimensional sub–spaces of V with
V0 ⊂ V1 ⊂ . . . ⊂ Vl ⊂ . . . ⊂ V . With the convention u−1,HMM ≡ 0 we write for L ∈ N0

uL,HMM =
L∑

l=0

(ul,HMM − ul−1,HMM )

and, by linearity of the expectation,

(4.28) E[uL,HMM ] =
L∑

l=0

E[ul,HMM − ul−1,HMM ].

In the MLMC FE–HMM, we estimate E[ul,HMM − ul−1,HMM ] by a level dependent number
Ml of samples, which implies that we may estimate E[ū] by

(4.29) EL[uL,HMM ] :=
L∑

l=0

EMl [ul,HMM − ul−1,HMM ],

and E[uε] by the gradient recovered MLMC FE–HMM approximation defined by

(4.30) EL[Rε
LuL,HMM ] :=

L∑

l=0

EMl [R
ε
l ul,HMM −Rε

l−1ul−1,HMM ].

Here, the mesh- and ε-dependent recovery operators Rε
l , l ∈ N0, are defined in Equa-

tion (4.22).
The convergence of the MLMC–FE–HMM method is guaranteed by the following.

Lemma 4.10. Let the assumptions of Theorem 4.7 be satisfied. Then, the MLMC FE–HMM
approximations in Equation (4.29) of the expectation E[ū] of the solution ū to the stochastic
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elliptic boundary value problem, presented in Equation (2.23), admit, for L ∈ N0, the error
bound

‖E[ū]− EL[uL,HMM]‖L2(U ;V )

≤ C

(
hL + ĥ2L +M−1/2

0 +
L∑

l=1

(hl + ĥ2l )M
−1/2
l

)
‖f‖L2(D).

(4.31)

Likewise, if the assumptions of Theorem 4.8 are satisfied, then the MLMC–FE–HMM approx-
imations in Equation (4.30) of the expectation E[uε] of the solution uε presented in Equa-
tion (2.13) admits, for L ∈ N0, the error bound

‖E[uε]− EL[Rε
LuL,HMM]‖L2(U ;H1(TL))

≤ C

(
hL + ĥL +

√
ε+M−1/2

0 +
L∑

l=1

(hl + ĥl +
√
ε)M−1/2

l

)
‖f‖L2(D).

(4.32)

In either of the error bounds, the constant C is independent of hl, for l = 1, . . . , L, and ε.

Proof. We start by proving the first assertion and rewrite ‖E[ū]− EL[uL,HMM ]‖L2(U ;V ) as

‖E[ū]− EL[uL,HMM ]‖L2(U ;V )

= ‖E[ū]− E[uL,HMM ] + E[uL,HMM ]−
L∑

l=0

EMl [ul,HMM − ul−1,HMM ]‖L2(U ;V )

≤ ‖E[ū]− E[uL,HMM ]‖L2(U ;V )

+ ‖
L∑

l=0

(E[ul,HMM − ul−1,HMM ]− EMl [ul,HMM − ul−1,HMM ]) ‖L2(U ;V )

=: I + II.

Here, we adopted the convention that u−1,HMM ≡ 0. We calculate the error bounds for the
terms I and II separately.

Term I: By Jensen’s and the Cauchy-Schwarz inequality, for L ∈ N0, we get

I = ‖E[ū− uL,HMM ]‖L2(U ;V ) ≤ ‖ū− uL,HMM ‖L2(U ;V ) ≤ C (hL + ĥ2L)‖f‖L2(D),

where we used Theorem 4.7 (the bound is independent of z ∈ U) in the last inequality.
For Term II we use the triangle inequality and Lemma 3.1 to get

II ≤
L∑

l=0

‖(E− EMl)[ul,HMM − ul−1,HMM ]‖L2(U ;V )

≤
L∑

l=0

1√
Ml

‖ul,HMM − ul−1,HMM ‖L2(U ;V ).

For the first term of the sum (l = 0) we have with Theorem 4.3, and the convention u−1,HMM ≡
0 the bound

1√
M0

‖u0,HMM ‖L2(U ;V ) ≤ C
1√
M0

‖f‖L2(D).
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All the other terms in the sum (l = 1, . . . , L) we bound with the triangle inequality and
Theorem 4.7 as

1√
Ml

‖ul,HMM − ul−1,HMM ‖L2(U ;V ) ≤
1√
Ml

(
‖ul,HMM − ū‖L2(U ;V ) + ‖ū− ul−1,HMM ‖L2(U ;V )

)

≤ C
1√
Ml

(hl + ĥ2l + hl−1 + ĥ2l−1)‖f‖L2(D)

≤ C
1√
Ml

(hl + ĥ2l + 2hl + 4ĥ2l )‖f‖L2(D)

≤ C
1√
Ml

(hl + ĥ2l )‖f‖L2(D) .

Here, we used that hl = 2−1hl−1 = 2−lh0 and ĥl = 2−1ĥl−1 = 2−lĥ0 with h0, ĥ0 = O(1).
Summing these estimates from l = 1, ..., L and combining the bounds for term I and term II
completes the proof.

The second assertion can be obtained similarly using Theorem 4.8 instead of Theorem 4.7.
!

The preceding result gives an error bound for the MLMC FE–HMM approximation, for
any distribution of samples (Ml, l ∈ N0) over the mesh levels. Like in the singlelevel Monte
Carlo approximation one is interested in the optimal ratio of sample size versus grid size in
every level, i.e., how Ml relates to hl to achieve an overall convergence rate of O(hL), for
L ∈ N0 and l = 0, . . . , L.

Theorem 4.11. Assume that the spaces (Vl, l ∈ N0) have mesh width hl = 2−lh0, where h0
denotes the mesh width of the coarsest triangulation. Further, assume that the mesh width of
the micro FE spaces is ĥl =

√
hl, for all l ∈ N0. Then, for L ∈ N0, the MLMC FE–HMM

approximation given in Equation (4.29) of the expectation of the solution of the stochastic
elliptic boundary value problem given in Equation (2.23) with (Ml, l = 0, . . . , L) samples
given by

M0 = O(22Lh0) and Ml = O(22(L−l)h0 l
2+2η) for l = 1, 2, ..., L,

where η > 0 is arbitrarily small, admits the error bound

(4.33) ‖E[ū]− EL[uL,HMM]‖L2(U ;V ) ≤ ChL‖f‖L2(D).

If, at each level l = 0, . . . , L the equations for each sample of ul,HMM in the estimator
EM [ul,HMM] are solved approximately with a full Multigrid method to accuracy O(hl) in the
energy norm, the total work W(L) for computing E[ū] approximately to accuracy O(hL) is
bounded by

W(L) =

{
O
(
(NL,mac)2

)
for d = 1

O
(
(NL,mac)

3
2 (log2NL,mac/d)2+2η

)
for d = 2, 3,

where the constant C depends on η and on d but is independent of L and ε.

Proof. We fix L ∈ N0. All constants C in this proof are independent of ε and of L. With this
convention, with the choice M0 = O(h−2

L ) = O(22Lh0) and with the choice

(4.34) Ml = O((hl/hL)
2l2+2η) = O(22(L−l)l2+2η) for l = 1, . . . , L,

for some η > 0, we obtain from Equation (4.31), Equation (4.32) the asserted error bound in
Equation (4.33).
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Indeed, for η > 0, Equation (4.31) yields

L∑

l=0

(hl + ĥ2l )M
−1/2
l ≤ C

L∑

l=0

hlM
−1/2
l ≤ C

L∑

l=1

hl
hL
hl

l−(1+η) ≤ C(η)hL

and
M−1/2

0 ≤ ChL.

To estimate the work, we observe that the approximate solution of E[ū] given by the FE–

HMM at mesh level l = 0, . . . , L to accuracy hl is of complexity O(N3/2
l,mac), in the number of

degrees of freedom Nl,mac at mesh level l (since by ĥl =
√
hl we have Nl,mic = N1/2

l,mac). For

Ml samples (possibly in parallel) this requires a total of O(MlN
3/2
l,mac) computational work.

For the approximation of E[ū], this amounts to the following bound for the overall work for
the MLMC FE–HMM at level L

W(L) "
L∑

l=0

Ml(Nl,mac)
3/2 ≤ C

(
h−2
L +

L∑

l=1

(
hl
hL

)2l2+2ηh
− 3

2d
l

)

≤ C h−2
L

(
1 +

L∑

l=1

l2(1+η)h
2− 3

2d
l

)

In the case d = 1 the overall computational complexity is bounded by W(L) = O(N2
L,mac),

since then
∑L

l=1 l
2(1+η)h

1
2
l is bounded independently of L. In the case d = 2, 3 we have

W(L) ≤ C h−2
L

(
1 + h

2− 3
2d

L

L∑

l=1

l2(1+η)

(
hl
hL

)2− 3
2d
)

≤ C h
− 3

2d
L

(
1 + L2(1+η)

L∑

l=1

(
hL
hl

) 3
2d−2

)

≤ C h
− 3

2d
L L2(1+η),

where we used that the sum
∑L

l=1

(
hL
hl

) 3
2d−2

is bounded by 2
3
2d−2 for hL/hl = 2−(L−l). As

L = log2(NL,mac)/d we obtain for d = 1, 2, 3 the asserted work estimates.
!

We have a similar result for the approximation of E[uε].

Theorem 4.12. Let the assumptions of Theorem 4.11 be satisfied. Assume that the mesh
width of the micro FE spaces is ĥl = hl, for all l ∈ N0. Then, for L ∈ N0, the gradient
recovered MLMC FE–HMM approximation given in Equation (4.30) of the expectation of
the solution of the stochastic elliptic boundary value problem given in Equation (2.13) with
(Ml, l = 0, . . . , L) samples given by

M0 = O(22Lh0) and Ml = O(22(L−l)h0 l
2+2η) for l = 1, 2, ..., L,

where η > 0 is arbitrarily small, admit the error bound

(4.35) ‖E[uε]− EL[Rε
LuL,HMM]‖L2(U ;H1(TL)) ≤ C(hL +

√
ε)‖f‖L2(D).
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The total work W(L) for computing E[uε] approximately to accuracy O(hL) is bounded by

(4.36) W(L) =

{
O
(
(NL,mac)2(log2NL,mac)3+2η

)
for d = 1

O
(
(NL,mac)2(log2NL,mac/d)2+2η

)
for d = 2, 3,

where the constant C depends on η and d but is independent of L and ε.

Proof. The proof is nearly identical to the proof of Theorem 4.11. For η > 0, and with the
choice ĥl = hl, Equation (4.32) yields

L∑

l=0

(hl + ĥl +
√
ε)M−1/2

l ≤ C
( L∑

l=0

(hl +
√
ε)M−1/2

l

)

≤ C(η)
(√

ε+
L∑

l=1

hl
hL
hl

l−(1+η)
)
≤ C(η)(hL +

√
ε)

and

M−1/2
0 ≤ C(hL +

√
ε).

For the approximation of E[uε], this amounts to the following bound for the overall work for
the MLMC FE–HMM at level L

W(L) "
L∑

l=0

Ml(Nl,mac)
2 ≤ C

(
h−2
L +

L∑

l=1

(
hl
hL

)2l2+2ηh−2d
l

)

≤ C h−2
L

(
1 +

L∑

l=1

l2(1+η)h2−2d
l

)
.

In the case d = 1, we observe that
∑L

l=1 l
2(1+η) ≤ CL3+2η ≤ C log2(NL,mac)3+2η and the

overall computational complexity is bounded by W(L) = O(N2
L,mac log2(NL,mac)3+2η). In the

case d = 2, 3 similar calculation as in the proof of Theorem 4.11 yield

W(L) ≤ C h−(2d)
L L2(1+η),

with C independent of L and ε. Using again L = log2(NL,mac)/d we obtain the asserted work
estimates. !

We see in Theorem 4.11 and Theorem 4.12 that the work of the MLMC FE–HMM for the
approximation of E[uε] and E[ū] is independent of the scale parameter ε and equals, up to a
logarithmic term, the work for solving one deterministic elliptic multiscale problem with the
FE–HMM at the finest grid hL = O(2−L) (except for the approximation of E[ū] for d = 1).

Remark 4.13. We notice that for the approximation of E[uε], there is a lower bound on
the accuracy that can be obtained, namely O(

√
ε). This accuracy is reached with a “macro

mesh” of size hL = O(
√
ε). If an accuracy smaller than O(

√
ε) is needed, we switch to the

fine scale solver in the FE–HMM. We emphasize that in this setting, only the (few) solves on
the finest grid will be done with a resolved FE method.
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5. Numerical Experiments

In this section we present numerical simulations of the approximations of the expectation
of the solution of the elliptic equation with stochastic multiscale coefficient given by

(5.1) −div(Aε(ω, x)∇uε(ω, x)) = f(x),

for x in D = (0, 1). We choose a model problem in one space dimension and develop all
numerical experiments for the case of only one “fast” spatial length scale, i.e., we assume
that n = 1 in Equation (2.9). This is to be able to compute with reasonable effort “reference”
solutions for convergence tests, and also to be able to investigate the performance of the
methods in the so-called “resonance” cases, when the meshwidth either over- or under-resolves
the length-scale ε. Further, we impose Dirichlet boundary conditions and set f ≡ 1 for all
x ∈ D. For the stochastic multiscale coefficient we consider two choices: First, the modulating
tensor

(5.2) Aε(ω, x) = 1 + sin(πx) + sin(π(
x

ε
+ 1/2)) · (2 Y (ω)− 1),

and second the amplitude tensor

(5.3) Aε(ω, x) = 1 + sin(πx) + sin(π(
x

ε
+ 1/2)) · Y (ω).

For both choices Y is a uniformly distributed random variable taking values in [0, 1]. We
plotted the realization of each tensor for Y (ω) = 0.6 in Figure 1 as well as empirical expecta-
tions and variances over 10000 samples. We note that the variance of the modulating tensor
is higher than of the amplitude tensor. Whereas the mean of the modulating tensor exhibits
a smaller amplitude. With these choices of the coefficient the simulations are not exposed to
an additional error truncating the Karhunen–Loéve expansion.
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Figure 1. The realization for Y (ω) = 0.6 for the modulating and amplitude
tensor and empirical mean and variance.

In the simulation we compare the performance of the singlelevel Monte Carlo Finite El-
ement method with the multilevel Monte Carlo Finite Element method and the singlelevel
Monte Carlo Finite Element Heterogeneous Multiscale method with the multilevel Monte
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Carlo Finite Element Heterogeneous Multiscale method. As expected from the theoretical
results, the singlelevel and the multilevel Monte Carlo Finite Element methods are converg-
ing to the solution E(uε), whereas the singlelevel and multilevel Monte Carlo Finite Element
Heterogeneous Multiscale methods are converging to the solution E(ū).

For the convergence analysis, we calculate numerically an approximate reference solution
E(uε) through

E(uε(x)) =

∫

Ω
uε(ω, x) dP(ω) =

∫ 1

0
uε(z, x) dz.

This last integral is then approximated by a Gauss–Legendre quadrature with 50 quadrature
nodes. We note that this is only possible due to the model problem having only one term in the
Karhunen–Loève expansion; if we have a full Karhunen–Loève expansion, this approach is not
feasible. The quadrature weights and nodes were computed according to the function gauleg
in [40]. For a given y the integrand uε(y, x) is approximated by the Finite Element method
using a equidistant mesh with 8193 degrees of freedom (which corresponds to discretization
level L = 13). We denote this approximation

E(uε) ≈ GQ50[u
ε
13,FEM ] .

The same quadrature rule is used to calculate the reference solution E(ū). Then, for a given
y, the integrand ū(y, x) is approximated by the Finite Element Heterogeneous Multiscale
method applied to Equation (5.1) with ε = 10−8 on a equidistant grid with 8193 degrees of
freedom, i.e.,

E(ū) ≈ GQ50[u
10−8

13,HMM ].

So we use so-called “overkill” reference solutions in the domain D, (nearly) exactly integrated
in the stochastic domain to approximate the expectation.

For the numerical simulation the Finite Element method implemented uses a hat basis and
the 8-point Gauss–Legendre quadrature rule to integrate the stiffness matrix. The quadrature
weights and nodes are computed according to [40].

For the convergence analysis we consider all levels up to L = 10. In all simulations we set
ε = 2−5. With this choice we have hl ≥ ε for l = 0, . . . , 5 and hl < ε for l = 6, . . . , L. For the
singlelevel Monte Carlo methods we have NL = 2L + 1 degrees of freedom (including the 2
boundary points). The number of samples is chosen asML = 22L, according to Equation (3.9)
(in the case of scale resolution) and Equation (3.11). The multilevel Monte Carlo methods
with levels l = Lmin, . . . , L, where Lmin ∈ {0, . . . , L}, use Nl = 2l + 1 degrees of freedom
and sample numbers according to the preceding sections. The parameter η in the number of
samples is chosen to be η = 0.001 (see Equation (3.17), Theorem 4.11 and Theorem 4.12).
The Finite Element Heterogeneous Multiscale method uses Nmic = 10 degrees of freedom of
the micro problem and δ = 2ε.

We calculate the mean square error for the singlelevel Monte Carlo Finite Element and the
multilevel Monte Carlo Finite Element method by

‖E(uε)− EL(uεL,FEM )‖L2(Ω;L2(D)) ≈
1

S

( S∑

s=1

(hRef

2

NRef∑

i=1

1

3
∆EL(xi)

2

+
4

3

(
∆EL(xi) +∆EL(xi+1)

2

)2

+
1

3
∆EL(xi+1)

2
)) 1

2
,
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where ∆EL := E(uε) − PLEL(uε,kL ) and PL is the exact prolongation to the grid on which
the reference solution was computed. Here, hRef is the meshwidth of the grid of the reference
solution and NRef its degrees of freedom. The variance of the multilevel Monte Carlo method
is approximated by a Monte Carlo method with S samples. In all simulations we chose
S = 30. The L2-error for the singlelevel Monte Carlo Finite Element Heterogeneous Multiscale
and multilevel Monte Carlo Finite Element Heterogeneous Multiscale method is computed
similarly.

The error in the V -norm is calculated by

‖E(uε)− EL(uεL)‖L2(Ω;V ) ≈
1

S

( S∑

s=1

hRef

NRef∑

i=1

(
∆EL(xi+1)−∆EL(xi)

hRef

)2) 1
2

.

The H1(D)-error is the approximation of

‖E(uε)−EL(uεL)‖L2(Ω;H1(D)) =
(
‖E(uε)− EL(uεL)‖2L2(Ω;L2(D)) + ‖E(uε)− EL(uεL)‖2L2(Ω;V )

) 1
2
.

The computations were carried out on an AMD 8x16 Opteron, and used less than 1GB of
memory per core. The wall-clock time used for all experiments (at a fixed value of ε) ranged
form 723 – 739 minutes per each of the tensors Aε. We use a C++-implementation with
some C inserts for MPI-related code, as a vector type we use Eigen 3 (3.0.4). The sparse
linear system is solved with UMFPACK from SuiteSparse (V3.7.0) (see [22, 20, 21]), called
through the package Eigen. OpenMPI (1.4.5) (see [25]) was used to parallelize over samples.
The work was distributed among processors using a greedy algorithm under the assumption
that the runtime of Finite Element and Heterogeneous Multiscale methods scale linearly in
the number of degrees of freedom. More precisely, we predict the runtime per core and assign
as many samples of the largest level as possible without exceeding the projected runtime per
core, successively fill up with smaller levels, so that the last processor handles the remainder.
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Figure 2. Estimated L2(Ω;L2(D))-errors and L2(Ω;V )-errors of Finite Ele-
ment based methods for the modulating and the amplitude tensor.
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In Figure 2 and Figure 3 we see the L2(D)- and V -norms of the Finite Element based
methods. Figure 4 shows the convergence of the Heterogeneous Multiscale based methods to
E[ū].

In Figure 2 we observe convergence of the singlelevel Monte Carlo Finite Element approxi-
mation, multilevel Monte Carlo Finite Element approximation and a multilevel Monte Carlo
Finite Element approximation starting at level 6 (Lmin = 6) to the reference solution approx-
imating E[uε] with respect to hl. The level 6 multilevel Monte Carlo Finite Element method
has resolved solutions on all its levels, whereas the multilevel Monte Carlo method has under-
resolved samples on the first levels. We observe convergence of order hl in the resolved region
for all methods. However, in the under-resolved region, where we have no convergence of the
Finite Element error, we have convergence of order 1/2, due to the convergence of the Monte
Carlo error. Further, both tensors give similar results. The differences in the convergence
for the under-resolved levels, however, are probably due to the difference in the variances
of the two tensors (see Figure 1(b)). In Figure 2 we see further the effect of the choice of
samples for the multilevel method on under-resolved levels. We chose here less samples than
in the analysis in [10], because of the dependence on ε in Theorem 3.4. For the multilevel
Monte Carlo Finite Element method the many under-resolved samples do not seem to affect
the convergence as soon as the finest level of the method is resolved. The number of samples
on the under-resolved levels seem to outweigh the error of the Finite Element method in the
space domain of each sample.
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Figure 3. Estimated L2(Ω;L2(D))-errors and L2(Ω;V )-errors with respect
to the homogenized solution E[ū] of Finite Element based methods for the
modulating and the amplitude tensor.

Figure 3 shows the convergence of the singlelevel Monte Carlo Finite Element approxi-
mation, multilevel Monte Carlo Finite Element approximation and again a multilevel Monte
Carlo Finite Element approximation starting at level 6 to the expectation of the homogenized
solution E[ū]. For under-resolved levels we have convergence of order 1/2. Convergence is in
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this case bounded by

E‖EL[uεL,FEM ]− E[ū]‖2V ≤ E‖EL[uεL,FEM ]− E[uε]‖2V + E‖E[uε − ū]‖2V .

The first term on the right hand side converges with Theorem 3.4 with rate 1/2 for the
under-resolved levels if the numbers of samples are chosen accordingly. The second term
is constant, depending on the choice of Aε. In Figure 3 we display the difference in these
constants. The expectation of the modulating tensor seems to be closer to the expectation
of the homogenized solution than for the amplitude tensor, presumably due to the smaller
amplitude of the expectation of the tensor (see Figure 1(b)). Depending on this constant,
this method could be appropriate to sample the expectation of the homogenized solution just
by a multilevel Monte Carlo Finite Element approximation.

In Figure 4 convergence of the singlelevel Monte Carlo Finite Element Heterogeneous Mul-
tiscale method, the multilevel Monte Carlo Finite Element Heterogeneous Multiscale method
and the level 6 multilevel Monte Carlo Finite Element Heterogeneous Multiscale method in
the L2(D)-norm is depicted. The methods approximate E[ū]. Therefore, a comparison with
the singlelevel and multilevel Monte Carlo Finite Element methods is not viable. However,
we observe that the Heterogeneous Multiscale method does not introduce a bias in the con-
vergence of rate O(hl) for under-resolved levels. The numerical experiments are in agreement
with the theoretical findings. Further, if we compare the error for the first levels in Figure 3
with the first levels in Figure 4 we have similar qualitative behavior of the errors.
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(a) Modulating tensor (Equation (5.2))
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(b) Amplitude tensor (Equation (5.3))

Figure 4. Estimated L2(Ω;L2(D))-errors of Heterogeneous Multiscale based
methods for the modulating and the amplitude tensor.

6. Conclusions

We presented a theory and algorithms for the efficient approximation of a class of elliptic
boundary value problems with random diffusion coefficients. The random coefficients were
assumed to exhibit multiple, separated spatial length scales, and were assumed to be P-a.s.
coercive and continuous. Based on the theoretical results in [31], we introduced a class of
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multilevel Monte Carlo Finite Element methods for the efficient numerical computation of
the expectation of the solution at small, positive values of the scale parameter εn(ε).

The principal conclusions are, that the multilevel Monte Carlo approach with a Finite
Element approximation ensures the full convergence rate if the finest Finite Element mesh
used in the multilevel Monte Carlo Finite Element simulation does resolve all physical length
scales. However, the multilevel Monte Carlo Finite Element approach, on the other hand,
allows for mean square convergence of under-resolved physical solutions in the preasymptotic
regime. The under-resolved physical length scales of (the large number of) samples on coarse
grids do not pollute the multilevel Monte Carlo estimate of the expected value of the solution,
provided that the finest mesh in the hierarchy of discretizations does resolve the length scales.
In addition, our analysis revealed reduced sample numbers Ml on discretization levels without
scale resolution (i.e., for mesh levels l such that hl > εn(ε)).

Further, a combination of a multilevel Monte Carlo method with the recently developed
Finite Element Hierarchic Multiscale method results in a discretization scheme which allows
the efficient numerical estimation of the ensemble average of the solution, even if the physical
length scales are not resolved on the finest mesh of the hierarchy. The multilevel Monte
Carlo Finite Element Heterogeneous Multiscale method can generate, in stochastic elliptic
PDE problems with two separated length scales, numerical approximations to the unknown
solution’s mean field with work versus accuracy independent of the physical scale parameter
ε. The complexity of the multilevel Monte Carlo Finite Element Heterogeneous Multiscale
method is proved to be proportional to the complexity of the Finite Element Heterogeneous
Multiscale method applied to one single, deterministic elliptic multiscale problem (similar to
the multilevel Monte Carlo method based on a standard Finite Element method).

In the present paper, we reformulated the stochastic multiscale problem by means of a
parametric Karhunen–Loève expansion to an infinite-dimensional, parametric, deterministic
problem, given in Equation (2.15). This was done here solely for purposes of numerical
analysis (to derive the random homogenized limiting problem, among others). However, the
parametric, deterministic formulation in Equation (2.15) may also be used as starting point
for an approximation based on Quasi Monte-Carlo methods along the lines of [34].

In the present work and complexity analysis, we assumed that approximate samples of
the random, multiscale coefficient could be drawn at cost O(1). The results in this paper
cover, therefore, in particular the case of “finite-dimensional” noise. They can be extended
straightforwardly to the case when the Karhunen–Loève expansion is truncated at a level-
dependent truncation dimension.

The formalism in the present paper and the analysis in [31] allows for generalizations to
random coefficients which are not uniformly elliptic, but rather are only elliptic P-a.s., with
ellipticity constants which degenerate with small probability. This occurs, for example, in
inputs with so-called lognormal probability laws.

Appendix A. Multiscale Karhunen–Loève expansion

For numerical simulations as well as for the analytical developments in the present paper,
the random field A in Equation (2.10) must be represented parametrically. Here, we briefly
present the Karhunen–Loève expansion of A from [31]. We give a particular example of a
parametric expansion (2.4), the Karhunen–Loève expansion of a random matrix function
A(·;x,y). We give, in particular, sufficient conditions in order for Assumption 2.2 to hold.
We formulate these conditions in terms of the smoothness of the covariance of the matrix
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function A(·;x,y), which is given by the fourth order tensor

Cov[A]iji′j′(x,y, x
′,y′) =

∫

Ω
(Aij(ω;x,y)− µij(x,y))(Ai′j′(ω;x

′,y′)− µi′j′(x
′,y′))dP,

for i, j, i′, j′ = 1, . . . , d. Then we haveCov[A]iji′j′ ∈ L∞((D×Y)×(D×Y),R), for all i, j, i′, j′.
We also define the corresponding covariance operator QA : L2(D ×Y)d×d

sym → L2(D ×Y)d×d
sym

as

(QAΦ)ij(x,y) :=

∫

D

∫

Y
Cov[A]iji′j′(x,y, x

′,y′)Φi′j′(x
′,y′)dy′dx′.

Let λ1 ≥ λ2 ≥ . . . ≥ 0 denote the eigenvalues of the operator QA and let Φk ∈ L2(D×Y)d×d

denote the corresponding eigenvectors. We assume that ‖Φk‖L2(D×Y)d×d = 1 for all k ∈
N. Any random field A ∈ L2(Ω;L2(D × Y)d×d

sym) can be represented by a Karhunen–Loève
expansion

(A.1) A(ω;x,y) = µ(x,y) +
∞∑

k=1

√
λkΦk(x,y)Zk(ω),

where Zk are pairwise uncorrelated random variables that satisfy

Zk(ω) =
1√
λk

∫

D×Y
(Aij − µij)(Φk)ijdydx.

By Assumption 2.2, the random coefficients Zk in (A.1) are uniformly bounded, P-a.s. for
all k ∈ N. Note also that, due to the normalization assumption ‖Φk‖L2(D×Y)d×d = 1 the
probability densities of the random variables Zk are not necessarily supported in [−1, 1]. We
will use the following Propositions whose proof can be found in [31].

Proposition A.1. Assume that the random diffusion matrix A in (2.1) satisfies

(A.2) A ∈ L2(Ω;Ht
mix(D ×Y))

where, for t ≥ 0, the space Ht
mix(D×Y) is defined by Ht

mix(D×Y) = Ht(D)⊗Ht
#(Y1)⊗ . . .⊗

Ht
#(Yn) with ⊗ denoting the tensor product of separable Hilbert spaces and with Ht denoting,

for noninteger values of t, the fractional order Sobolev space (see, e.g, [42]).
Then it holds that Cov[A] ∈ (Ht

mix(D × Y) ⊗ Ht
mix(D × Y)). Moreover, for all ε > 0,

there exists a constant c = c(ε) > 0 such that for all k ≥ 1 holds λk ≤ c(ε)k−t/d+ε.

Proposition A.2. Assume that the random coefficient A in Equation (2.1) satisfies Equa-
tion (A.2) for some t > d/2. Then for every d/2 < t∗ < t there is a constant c > 0
independent of k such that

d∑

i,j=1

‖(Φk)ij‖2L∞(D×Y) ≤ cλ−2t∗/t
k .

In the expansion (A.1), let Ψk =
√
λkΦk. We then find that there exists a constant c > 0

(depending on t, t∗ and on d) such that for all k

d∑

i,j=1

‖(Ψk)ij‖2L∞(D×Y) ≤ cλ1−2t∗/t
k .
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From Proposition A.1, we find that

d∑

i,j=1

‖(Ψk)ij‖2L∞(D×Y ) ≤ ck(−t/d+ε)(1−2t∗/t).

For each vector ξ ∈ Rd, we have

|(Ψk)ij(x,y)ξiξj |2 ≤ (
d∑

i,j=1

‖(Ψk)ij‖2L∞(D×Y))(
d∑

i,j=1

ξ2i ξ
2
j ) ≤ ck(−t/d+ε)(1−2t∗/t)|ξ|4.

Therefore we may choose

(A.3) βk = ck(−t/d+ε)(1/2−t∗/t).

When t is sufficiently large, e.g., (t/d−ε)(1/2− t∗/t) > 1, this implies that β = {βk}k≥1 ∈ '1.
Assuming that the random variables Zk in the expansion (A.1) are uniformly bounded, we can
assume that they are rescaled so that the support of their laws equals [−1, 1]. Assumption 2.2
holds when the constant α0 is sufficiently large.
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[12] A. Bourgeat, A. Mikelić, and S. Wright, Stochastic two-scale convergence in the mean and applica-
tions, J. Reine Angew. Math., 456 (1994), pp. 19–51.

[13] D. Braess, Finite Elemente, Springer, Berlin, 3rd ed., 2002.
[14] S. C. Brenner and L. R. Scott, The Mathematical Theory of Finite Element Methods, Springer, Berlin,

2nd ed., 2002.
[15] P. Ciarlet, The finite element method for elliptic problems., vol. 40 of Classics Appl. Math., SIAM,

Philadelphia, 2002.
[16] P. Ciarlet and P. Raviart, The combined effect of curved boundaries and numerical integration in

isoparametric finite element methods, Math. Foundation of the FEM with Applications to PDE, (1972),
pp. 409–474.

[17] A. Cohen, R. DeVore, and C. Schwab, Convergence rates of best N-term Galerkin approximations
for a class of elliptic spdes, Found. Comp. Math., 10 (2010), pp. 615–646.



MLMC FOR STOCHASTIC ELLIPTIC PDES 37

[18] , Analytic regularity and polynomial approximation of parametric and stochastic elliptic PDEs, to
appear J. Analysis and Applications, (2011).

[19] G. Da Prato and J. Zabczyk, Stochastic equations in infinite dimensions, vol. 44 of Encyclopedia of
Mathematics and its Applications, Cambridge University Press, Cambridge, 1992.

[20] T. A. Davis, Algorithm 832: UMFPACK V4.3—an unsymmetric-pattern multifrontal method, ACM
Trans. Math. Software, 30 (2004), pp. 196–199.

[21] , A column pre-ordering strategy for the unsymmetric-pattern multifrontal method, ACM Trans.
Math. Software, 30 (2004), pp. 167–195.

[22] T. A. Davis and I. S. Duff, A combined unifrontal/multifrontal method for unsymmetric sparse matrices,
ACM Trans. Math. Software, 25 (1999), pp. 1–20.

[23] W. E and B. Engquist, The heterogeneous multiscale methods, Commun. Math. Sci., 1 (2003), pp. 87–
132.

[24] W. E, P. Ming, and P. Zhang, Analysis of the heterogeneous multiscale method for elliptic homogeniza-
tion problems, J. Amer. Math. Soc., 18 (2005), pp. 121–156.

[25] E. Gabriel, G. E. Fagg, G. Bosilca, T. Angskun, J. J. Dongarra, J. M. Squyres, V. Sahay,
P. Kambadur, B. Barrett, A. Lumsdaine, R. H. Castain, D. J. Daniel, R. L. Graham, and
T. S. Woodall, Open MPI: Goals, concept, and design of a next generation MPI implementation, in
Proceedings, 11th European PVM/MPI Users’ Group Meeting, Budapest, Hungary, September 2004,
pp. 97–104.

[26] M. Geissert, M. Kovács, and S. Larsson, Rate of weak convergence of the Finite Element Method for
the stochastic heat equation with additive noise, BIT Numerical Mathematics, 49 (2009), pp. 343–356.

[27] M. B. Giles, Improved multilevel Monte Carlo convergence using the Milstein scheme, Preprints NA-
06/22, Oxford University Computing Laboratory, Parks Road, Oxford, U.K., 2006.

[28] , Multilevel Monte Carlo path simulation, Oper. Res., 56 (2008), pp. 607–617.
[29] P. Grisvard, Elliptic problems in nonsmooth domains, vol. 24 of Monographs and Studies in Mathematics,

Pitman (Advanced Publishing Program), Boston, MA, 1985.
[30] S. Heinrich, Multilevel Monte Carlo Methods, in Large-Scale Scientific Computing, Third International

Conference, LSSC 2001, Sozopol, Bulgaria, June 6-10, 2001, Revised Papers, S. Margenov, J. Wasniewski,
and P. Y. Yalamov, eds., vol. 2179 of Lecture Notes in Computer Science, Springer, 2001, pp. 58–67.

[31] V.-H. Hoang and C. Schwab, Analytic regularity and polynomial approximation of stochastic, parametric
elliptic multiscale pdes, Analysis and Applications (Singapore) (to appear), (2012).
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