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#### Abstract

We present a preconditioning method for the linear systems arising from the boundary element discretization of the Laplace hypersingular equation on a 2-dimensional triangulated surface $\Gamma$ in $\mathbb{R}^{3}$. We allow $\Gamma$ to belong to a large class of geometries that we call polygonal multiscreens, which can be non-manifold. After introducing a new, simple conforming Galerkin discretization, we analyze a substructuring domain-decomposition preconditioner based on ideas originally developed for the Finite Element Method. The surface $\Gamma$ is subdivided into non-overlapping regions, and the application of the preconditioner is obtained via the solution of the hypersingular equation on each patch, plus a coarse subspace correction. We prove that the condition number of the preconditioned linear system grows poly-logarithmically with $H / h$, the ratio of the coarse mesh and fine mesh size, and our numerical results indicate that this bound is sharp. This domain-decomposition algorithm therefore guarantees significant speedups for iterative solvers, even when a large number of subdomains is used.


1. Introduction. The problem that we study arises in the numerical computation, via the Boundary Element Method (BEM), of the solution $\mathcal{U}$ to the exterior Neumann boundary value problem

$$
\left\{\begin{align*}
\Delta \mathcal{U} & =0 & & \text { in } \mathbb{R}^{3} \backslash \Gamma,  \tag{1.1}\\
\mathcal{U} & =O\left(\|x\|^{-1}\right) & & \text { uniformly for }\|x\| \rightarrow \infty, \\
\nabla \mathcal{U} \cdot \boldsymbol{n} & =\boldsymbol{g} \cdot \boldsymbol{n} & & \text { on } \Gamma .
\end{align*}\right.
$$

Here, $\boldsymbol{n}$ is a normal vector field on $\Gamma, \boldsymbol{g}$ is a continuous vector field in $\mathbb{R}^{3}$, and $\Gamma$ is a "polygonal multi-screen", that is a 2-dimensional surface in $\mathbb{R}^{3}$ made of various flat panels allowed to intersect at non-manifold junction points and lines (a more precise definition of the allowed geometries is given below). An example of such a geometry is displayed in Figure 1.1 (left). The ideas that we present can likely be adapted to other constant-coefficient elliptic partial differential equations (PDEs). To keep the presentation focused, we restrict our analysis to the model problem (1.1) for the time being.

Both for the continuous and the discrete analysis, the challenge in solving eq. (1.1) lies in the singular nature of the geometry on which the boundary condition is imposed. Such singular geometric models occur regularly in engineering applications, see, e.g., $[1,9,15,16,24,35,40,5]$.

The first difficulty for the BEM is that, for general polygonal multi-screens $\Gamma$, a reformulation of eq. (1.1) as a boundary integral equation involving a coercive bilinear form acting on densities on $\Gamma$ has been analyzed only recently [12], and a conforming and converging Galerkin discretization of this variational problem has remained elusive. So far, all proposed methods involved a non-definite variational form on the finite-dimensional subspaces, and a "quotient-space" iterative resolution see $[11,13,14]$.

Secondly, for such irregular surfaces $\Gamma$, reformulations of the PDE (1.1) as a second-kind integral equation - which are often preferred to first-kind alternatives due to their inherent good conditioning

[^0]

Figure 1.1. Example of a 3-dimensional multi-screen (left) and plane-wave scattering by this non-manifold obstacle with incidence along the $(-1,-1,-1)$ direction. This computation has been performed using the Galerkin method described in this paper.

- do not seem to be known, and hence, preconditioning becomes a crucial issue. This has been the main focus of the recent works $[13,14]$ of Cools and Urzúa-Torres for acoustic and electromagnetic scattering ${ }^{1}$, using the idea of operator preconditioning [10, 21, 36].

The present contribution addresses both difficulties, with a focus on rigorous numerical analysis. The first part of this work describes a reformulation of the PDE (1.1) into a coercive variational problem, and proposes a conforming and converging Galerkin discretization, also covering key aspects of the implementation. The second part is concerned with preconditioning; here we opt for a domain-decomposition strategy. More precisely, we introduce a preconditioner in the form of a two-level additive Schwarz subspace decomposition via substructuring. Although these tools were originally developed for Finite Element Methods (FEM) (this was started in [6] by Bramble Pasciak and Schatz, see [37, Chap. 5] for a comprehensive presentation), their use in BEM has received some attention in the past 30 years, see e.g. [17, 38, 18, 19, 20, 26, 25, 27] and references therein.

We generalize this type of methods to multiscreen geometries. Our approach is original concerning the analysis of the splitting of the discretized space of jumps. Instead of relying on "almost local" properties of the $H^{1 / 2}$ norm, we harness stability results that are known for volume splittings in FEM, and transfer them to $\Gamma$ by applying the jump operator $[\cdot]_{\Gamma}$. We show that stability is preserved by this operation under a set of conditions related to the existence of stable extension operators from the trace space back to the volume, see also [23, Thm 2.2]. By checking that these conditions hold, we obtain an upper bound on the condition number of the preconditioned BEM linear system which is polylogarithmic in the ratio of the coarse and fine mesh size, see Theorem 2.1. This bound holds for all polygonal multi-screens, even those excluded from the analysis of [13] (such as the one represented in Figure 1.1).

The outline is as follows. We state the main result and illustrate it with numerical experiments in Section 2. In Section 3, we recast the PDE (1.1) into a coercive variational problem, and present a conforming Galerkin discretization method in Section 4. Section 5 deals with the stability of

[^1]induced splittings on quotient spaces. We formulate the splitting of the jump space required to define our preconditioner in Section 6 and then prove the condition number estimate. We also collect in the appendix proofs of some useful results previously stated in the multi-screen literature (see Theorems 3.8 and B.2).

A full Matlab/C++ prototype of the algorithm described in this paper is freely available and includes the scripts to reproduce the numerical results presented below. ${ }^{2}$

## 2. Main result and numerical experiments.

2.1. Main result. We compute the solution $\mathcal{U}$ to (1.1) as a suitable double-layer potential on $\Gamma$ (see Definition 3.3) where the unknown density $\varphi \in \widetilde{H}^{1 / 2}([\Gamma])$ is the unique solution of a variational problem of the form

$$
\begin{equation*}
a(\varphi, \psi)=l_{g}(\psi) \quad \forall \psi \in \widetilde{H}^{1 / 2}([\Gamma]) \tag{2.1}
\end{equation*}
$$

The Hilbert space $\widetilde{H}^{1 / 2}([\Gamma])$ models Dirichlet jumps across $\Gamma$. Its precise definition is recalled in Section 3; we will show that the symmetric bilinear form $a$ of (3.5) induces an equivalent norm on this space, and that $l_{g}: \widetilde{H}^{1 / 2}([\Gamma]) \rightarrow \mathbb{R}$ defined by (3.12) is a continuous linear form. Introducing a family of nested, shape-regular and quasi-uniform triangulations $\left(\mathcal{T}_{h}\right)_{h>0}$ of $\Gamma$, indexed by an upper bound $h>0$ on the maximal element diameter, we build an asymptotically dense sequence of subspaces $\widetilde{V}_{h}([\Gamma]) \subset \widetilde{H}^{1 / 2}([\Gamma])$, which correspond to jumps of continuous piecewise linear functions on $\Gamma$, and define a converging sequence of approximations $\varphi_{h}$ of $\varphi$ via the Galerkin method

$$
\begin{equation*}
a\left(\varphi_{h}, \psi_{h}\right)=l_{g}\left(\psi_{h}\right) \quad \forall \psi_{h} \in \tilde{V}_{h}([\Gamma]) \tag{2.2}
\end{equation*}
$$

Given two triangulations, $\mathcal{T}_{h}, \mathcal{T}_{H}$, with $h<H$, we define an additive Schwarz preconditioner based on a subspace splitting [37, Chap. 2]

$$
\begin{equation*}
\widetilde{V}_{h}(\Gamma)=\left(\sum_{\mathcal{F} \text { element of } \mathcal{T}_{H}} \widetilde{V}_{\mathcal{F}}\right)+\widetilde{V}_{\mathcal{W}}+\widetilde{V}_{H} \tag{2.3}
\end{equation*}
$$

The definition of the "face spaces" $\left\{\widetilde{V}_{\mathcal{F}}\right\}_{\mathcal{F}}$ and the "wire-basket" space $\widetilde{V}_{\mathcal{W}}$ is based on a decomposition of the vertex set of $\mathcal{T}_{h}$ into the vertices lying in the interior of a triangular element $\mathcal{F}$ of $\mathcal{T}_{H}$, and those lying on edges or vertices of $\mathcal{T}_{H}$, respectively. In addition, $\widetilde{V}_{H}:=\widetilde{V}_{H}([\Gamma]) \subset \widetilde{V}_{h}([\Gamma])$ defines a coarse space for the splitting. The precise definitions of the subspaces are given in Definition 6.6 and a sketch in Figure 2.1 visualizes the elements of the subspaces. Additive Schwarz preconditioning based on this splitting turns the discrete variational problem (2.2) into an equation where the operator $P_{\text {ad }}: \widetilde{V}_{h}([\Gamma]) \rightarrow \widetilde{V}_{h}([\Gamma])$ to be evaluated is defined by

$$
P_{\mathrm{ad}}(H ; h):=\sum_{\mathcal{F} \text { face of } \Gamma} P_{\mathcal{F}}+P_{\mathcal{W}}+P_{H}
$$

with $P_{X}$ the $a(\cdot, \cdot)$ orthogonal projection of $\widetilde{V}_{h}([\Gamma])$ onto the subspace $\widetilde{V}_{X}$. The main result of this paper is the following bound on the spectral condition number $\kappa\left(P_{\mathrm{ad}}(H ; h)\right)$ of this operator.

Theorem 2.1. There exists $C>0$ such that for all $0<h<H$,

$$
\kappa\left(P_{\mathrm{ad}}(H ; h)\right) \leq C\left(1+\log (H / h)^{2}\right)
$$

[^2]Numerical results in Subsection 2.2 show that this bound is sharp, and in particular that the logarithmic term cannot be removed. The method presented here and the condition number estimate in Theorem 2.1 are very similar to the ones obtained in [20, Theorem 1] [19, Theorem 1] for planar surfaces in dimension 3 .


Figure 2.1. For a simple multiscreen $\Gamma$ composed of 3 coarse triangles and for piecewise-linear $\widetilde{H}^{1 / 2}(\Gamma)$ conforming boundary element spaces, sketch of the boundary values of the basis functions belonging to each of the three types of sets in the splitting (6.5). Left: a coarse basis function. Middle: a face basis function. Right: two wire-basket basis functions. In this example, there are three face spaces, one associated to each coarse triangle. The vertices corresponding to the right-most face space are highlighted as green triangles in the middle figure. Similarly, the vertices corresponding to the wire-basket space are highlighted as orange squares in the third figure, and the vertices associated to the coarse space, as red circles in the first figure.

Remark 2.2 (Bound on the number of Preconditioned Conjugate Gradient iterations). Let $A_{h}$ : $\widetilde{V}_{h}([\Gamma]) \rightarrow \widetilde{V}_{h}([\Gamma])^{\prime}$ be the operator defined by

$$
\left\langle A_{h} u_{h}, v_{h}\right\rangle:=a\left(u_{h}, v_{h}\right), \quad \forall u_{h}, v_{h} \in \widetilde{V}_{h}([\Gamma])
$$

Then one can check that the variational problem (2.2) is equivalent to

$$
\begin{equation*}
P_{\mathrm{ad}}(H ; h) \varphi=M(H ; h) l_{g} . \tag{2.4}
\end{equation*}
$$

with $M(H ; h): \widetilde{V}_{h}([\Gamma])^{\prime} \rightarrow \widetilde{V}_{h}([\Gamma])$ defined by

$$
\widetilde{V}_{h}([\Gamma])^{\prime} \ni l \mapsto \sum_{\mathcal{F} \text { face of } \Gamma} \phi_{\mathcal{F}}+\phi_{\mathcal{W}}+\phi_{H}
$$

and where $\phi_{X} \in \widetilde{V}_{X}$ is the unique solution of the variational problem

$$
\text { Find } \phi_{X} \in \widetilde{V}_{X} \text { s.t. } a\left(\phi_{X}, v_{X}\right)=l\left(v_{X}\right) \quad \forall v_{X} \in \tilde{V}_{X}
$$

Note that $P_{\mathrm{ad}}(H ; h)=M(H ; h) A_{h}$ and that $M(H ; h)$ - hence also $P_{\mathrm{ad}}(H ; h)$ - can be evaluated in parallel. The quantity $\kappa=\kappa\left(P_{\mathrm{ad}}(H ; h)\right)$ controls the rate of convergence, in the $a(\cdot, \cdot)^{1 / 2}$ norm, of the preconditioned conjugate gradient method for the resolution of (2.4) in the sense that the error $e_{n}=\varphi_{n}-\varphi$ after $n$ iterations satisfies $a\left(e_{n}, e_{n}\right)^{1 / 2} \leq 2 \rho^{n} a\left(e_{0}, e_{0}\right)^{1 / 2}$, where $\rho=\frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}$, see e.g. [30, p.163].

Remark 2.3 (Approximate solvers). It is possible to extend the theory to accommodate for "approximate solvers" on the subspaces, which amounts to defining the operators $P_{X}$ in eq. (2.3)
as $\widetilde{a}_{X}(\cdot, \cdot)$-orthogonal projections onto $\widetilde{V}_{X}$, for some suitable choice of the local bilinear form $\widetilde{a}_{X}(\cdot, \cdot)$ on the considered subspace $\widetilde{V}_{X}$. For instance, using the quasi-uniformity assumption of the mesh, it is possible to prove that the condition number bound of Theorem 2.1 still holds when replacing the exact bilinear form on the wire-basket by a cheaper, pointwise scalar product, much in the spirit of [6, Remark 4.3]. Similarly, it is a natural idea to consider approximate solvers on the faces using for instance Calderón preconditioning (this is essentially the central idea of [13]), or other approximations of the Laplace layer potentials on screens [22, 3], but tracking the dependence with respect to the coarse mesh parameter $H$ seems more delicate in this case; we leave that question to future work.

Remark 2.4 (Provenance of the logarithmic factor). The logarithmic factor comes from the use of a decomposition of $\Gamma$ into panels with no overlap, and, in the analysis, from discrete trace inequalities for edges in $\mathbb{R}^{3}$ [37, Lemma 4.16]. The work [13], in which a similar condition number estimate is proved for a BEM preconditioner on multi-screens, can be thought of as using panels with generous overlap, a situation which in principle (in view of the corresponding properties for substructuring algorithms in FEM) should lead to the complete removal of the logarithmic factors. However, in that reference, approximate solvers are used on the face spaces, given by the standard Calderón preconditioners. This re-introduces the logarithmic factor, but from a somewhat different source, namely the so-called "duality mismatch" between the spaces $H^{ \pm 1 / 2}(S)$ when $S$ is a smooth manifold with boundary.

Remark 2.5 (Case where $\Gamma$ is a manifold). All the material discussed in this paper also applies to the case where $\Gamma$ is a regular manifold with or without boundary. The Galerkin method then reduces to the standard boundary element method for the hypersingular equation on $\Gamma$. In this regard, our presentation differs from other works on BEM for multiscreens [11, 13, 14]; the difference comes from the fact that we remove the kernel from the hypersingular operator, cf. Definition 3.5.

### 2.2. Motivating numerical experiments.

Experiment 1. Failure of "naive" BEM with multiscreens. We consider a "plus-shaped" geometry $\Gamma=[-1,1] \times\{0\} \cup\{0\} \times[-1,1]$ and let

$$
\mathcal{U}\left(x_{1}, x_{2}\right)=\operatorname{Re}\left(\frac{-1}{2 i w}\right)
$$

where $z=x_{1}+i x_{2}$ and $w$ is defined by the conformal mapping $z=\frac{1}{2}\left(w+\frac{1}{w}\right)$ from the region $|z|>1$ to the region $\mathbb{C} \backslash[-1,1]$ (see [28, Exercise 8.16]). Note that $\mathcal{U}$ is the potential generated by a dipole distribution of density $\varphi\left(x_{1}, x_{2}\right)=\sqrt{1-x_{1}^{2}}$ on $\Gamma$. One can check that $\mathcal{U}$ is harmonic on $\mathbb{R}^{2} \backslash \Gamma$ (it is even harmonic on $\left.\mathbb{R}^{2} \backslash([-1,1] \times\{0\})\right)$ and satisfies an appropriate decay condition at infinity. This explicit solution to the Laplace equation in the complement of $\Gamma$ can thus be used to test a boundary element method. Taking the cue from the hypersingular boundary integral equation on screens, a naive approach is to discretize $\Gamma$ using an edge mesh with 4 coarse elements corresponding to the 4 arms of the cross, and subdividing each element into a finite number of segments, giving a mesh $\mathcal{M}_{\Gamma, h}$. The surface is not orientable, but in principle, one can attempt to pick an arbitrary choice of a normal vector field $\boldsymbol{n}$ on each element and solve for the surface density $\varphi_{h, \text { naive }} \in V_{h}(\Gamma)$ such that

$$
\begin{equation*}
\frac{-1}{2 \pi} \iint_{\Gamma \times \Gamma} \boldsymbol{n}_{x} \times \nabla_{\Gamma} \varphi_{h, \text { naive }}(x) \cdot \boldsymbol{n}_{y} \times \nabla_{\Gamma} \psi(y) \ln (\|x-y\|) d x d y=\int_{\Gamma} \boldsymbol{n}_{x} \cdot \nabla \mathcal{U}(x) \psi(x) d x \tag{2.5}
\end{equation*}
$$



Figure 2.2. Left: multi-screen $\Gamma$ with a non-uniform mesh, and choice of normal vector $\boldsymbol{n}$ for the computation of $\mathcal{D}$. Right: discrete $\ell^{2}$ error for the "naive method" (blue curves) for the uniform (solid line) and non-uniform mesh (dashed line). Comparison with the "new method", the Galerkin method presented in this paper (red curves)
for all $\psi \in V_{h}(\Gamma)$. Here, $V_{h}(\Gamma)$ is the set of continuous piecewise linear functions on the mesh $\mathcal{M}_{\Gamma, h}$, with a Dirichlet condition on $\partial \Gamma$, and $\nabla_{\Gamma}$ is the tangential gradient on $\Gamma$. The corresponding potential $\mathcal{U}_{h}$ is given by the formula

$$
\mathcal{U}_{h}(x):=\frac{-1}{2 \pi} \int_{\Gamma} \frac{\boldsymbol{n}_{y} \cdot(y-x)}{\|x-y\|^{2}} \varphi_{h, \text { naive }}(y) d y
$$

This would be the standard boundary element methodology, albeit applied to a non-manifold mesh $\mathcal{M}_{\Gamma, h}$. However, as is obvious in Figure 2.3, the solution $\mathcal{U}_{h}$ obtained in this way is incorrect. We examine this problem further by computing the discrete $\ell^{2}$ norm of $\mathcal{U}_{h}^{(i)}-\mathcal{U}$ on a Cartesian grid in a square box surrounding $\Gamma$, for two families $\left(\mathcal{U}_{h}^{(i)}\right)_{h>0}, i=1,2$, of "naive approximations", indexed by the average mesh size $h$, where the mesh of $\Gamma$ is uniform $(i=1)$ or quadratically refined near the 4 vertices of $\partial \Gamma(i=2)$. The results are plotted as the solid and dashed blue curves in Figure 2.2 , respectively. In both cases, they show a slow decrease of this error as $h \rightarrow 0$. We compare those convergence curves ("naive method") to the ones obtained when the approximation of $\mathcal{U}$ is computed via the conforming Galerkin method described in this paper ("new method"). In this case, we observe convergence orders of $O(h)$ for the uniform mesh and $O\left(h^{2}\right)$ for the quadratically refined mesh (solid and dashed red curves, respectively).

In the example above, the true solution has a single-valued jump on the multi-screen, hence one may expect that some better choice of normal vector might still allow the naive BEM to find the right solution. In the next example, we change the Neumann condition in a way that makes the solution truly 4 -valued at the cross-point. In this case, the exact solution is not known analytically, but it is clear that the naive BEM cannot converge to the right solution, since it can only have up to 2 different limits at the cross-point. Figure 2.5 shows a comparison between the two methods in such a case.

Experiment 2. Condition numbers for a $2 D$ multi-screen. We now illustrate our main result about the substructuring preconditioner, first for a $2 D$ setting (our presentation is restricted to


Figure 2.3. Left: solution $\mathcal{U}_{h}$ computed via the "naive" method involving the variational problem (2.5), with a mesh size of with a uniform mesh, $h=0.025$. Middle: exact solution. Right: error in base 10 logarithmic scale. The "naive" method produces a qualitatively wrong solution, with the error concentrated at the cross-point.


Figure 2.4. Left: solution $\mathcal{D}$ computed via the new method described in this paper, with a uniform mesh of size $h=0.05$. Middle: exact solution. Right: error in base 10 logarithmic scale. The "new" method produces the correct solution, up to a small error concentrated near the edge singularities of the exact solution $\mathcal{U}$.


Figure 2.5. Approximate solutions of Problem (1.1) with a Neumann condition given by the constant vector field $\boldsymbol{g}=(1,2)^{T}$. Left: "naive" method, Right: "new" method. The solutions produced by the two methods are conspicuously different at the center of the cross.
dimension 3, but the analysis carries over in the easier case of dimension 2). The multi-screen used in this example is a "threefold junction", that is, a set of three line segments joining the center of gravity of an equilateral triangle to its vertices. We compare in Figure 2.6 the spectral condition number for the linear system when no preconditioner is used, to the condition number $\kappa\left(P_{\text {ad }}(H ; h)\right)$ of the preconditioned linear system using our substructuring domain decomposition method. As expected from results available for regular geometries, see [33, Section 4.5], we observe a condition number of the linear system without preconditioner behaving like $O\left(h^{-1}\right)$. The growth of the spectral condition number for the preconditioned linear system is in agreement with Theorem 2.1.


Figure 2.6. Condition number $\kappa$ (in log-scale) of the preconditioned linear system, as a function of $H$ and $h$, and comparison with the condition number when no preconditioner is used. Top: 2D problem (threefold junction). Bottom: 3D problem ("bow-tie" multiscreen depicted in Figure 2.7).


Figure 2.7. Left: the polygonal multiscreen used in the experiments of Figure 2.6 (bottom panel). It is composed of two equal-sized and perpendicularly arranged equilateral triangles, intersecting along a common median (highlighted in red). Right: some isosurfaces of the numerical approximation of the field $\mathcal{U}$ solving the problem (1.1) with a constant vector $\boldsymbol{g}=(1,0.5,0.25)^{T}$.

Experiment 3. Condition numbers for a 3D multi-screen. We include analogous experimental results in a $3 D$ setting in Figure 2.6, bottom panel, using the multi-screen geometry in Figure 2.7. The results are qualitatively similar to those in $2 D$, and illustrate the sharpness of Theorem 2.1, in particular with respect to the power of the logarithmic factor in the estimate.

We now continue with the definition and analysis of the additive Schwarz preconditioner, and the proof of Theorem 2.1.
3. Laplace hypersingular Boundary Integral Equation on Multiscreens. In this section, we formulate a precise boundary value problem for the Laplace equation in $\mathbb{R}^{3} \backslash \Gamma$ with Neumann conditions on the multiscreen. We give an equivalent reformulation of this problem a boundary integral equation. Most of the material is recalled from [12]. For conciseness, and with our boundary element application in mind, we restrict the presentation to polygonal multiscreens.
3.1. Polygonal multi-screens. We use the same notation as in [4]. An $n$-simplex $S$, for $n \in\{0,1,2,3\}$, is a set of $n+1$ affinely independent points in $\mathbb{R}^{3}$, called the vertices of $S$. The closed convex hull of the vertices of $S$ is denoted by $|S|$. The simplex $S$ is a vertex, edge, triangle, and tetrahedron when $n=0,1,2$, and 3 , respectively. For $n \geq 1$, the facets of $S$ are the ( $n-1$ )-simplices $S^{\prime}$ such that $S^{\prime} \subset S$; the set of all facets of $S$ is denoted by $\mathcal{F}(S)$.

Definition 3.1 (Simplicial mesh). An $n$-dimensional mesh $\mathcal{M}$ is a finite set of $n$-simplices satisfying the condition

$$
\forall\left(S, S^{\prime}\right) \in \mathcal{M} \times \mathcal{M}, \quad\left|S \cap S^{\prime}\right|=|S| \cap\left|S^{\prime}\right| .
$$

Given an n-dimensional mesh $\mathcal{M}$, let

$$
\mathcal{F}(\mathcal{M}):=\bigcup_{S \in \mathcal{M}} \mathcal{F}(S)
$$

For $n \geq 1$, the boundary $\partial \mathcal{M} \subset \mathcal{F}(\mathcal{M})$ is the $(n-1)$-dimensional mesh defined as the set of faces that occur in exactly one simplex of $\mathcal{M}$, that is,

$$
\partial \mathcal{M}:=\{F \in \mathcal{F}(\mathcal{M}) \mid \exists!S \in \mathcal{M} \text { s.t. } F \in \mathcal{F}(S)\}
$$

The geometry of a mesh $\mathcal{M}$ is defined by

$$
|\mathcal{M}|:=\bigcup_{S \in \mathcal{M}}|S|
$$

The n-dimensional mesh $\mathcal{M}$ is regular if its geometry is a manifold. If $n \geq 1$, then $\partial \mathcal{M}$ is also $a$ regular mesh, and there holds $|\partial \mathcal{M}|=\partial|\mathcal{M}|$.

Definition 3.2 (Polygonal multi-screen). A set $\Gamma$ is a polygonal multi-screen, if there exists a regular tetrahedral mesh $\mathcal{M}_{\Omega}$ of a sufficiently large open cube $\Omega=[-l, l]^{3} \subset \mathbb{R}^{3}, l>0$, and a triangular mesh $\mathcal{M}_{\Gamma} \subset \mathcal{F}\left(\mathcal{M}_{\Omega}\right) \backslash \partial \mathcal{M}_{\Omega}$ such that

$$
\Gamma=\left|\mathcal{M}_{\Gamma}\right|
$$

The mesh $\mathcal{M}_{\Omega}$ is further assumed to be partitioned into a collection of regular tetrahedral meshes $\mathcal{M}_{\Omega_{1}}, \ldots, \mathcal{M}_{\Omega_{J}}$, in such a way that $\mathcal{M}_{\Gamma} \subset \partial \mathcal{M}_{\Omega_{1}} \cup \ldots \cup \partial \mathcal{M}_{\Omega_{J}}$ and, for each $j \in\{1, \ldots, J\}$, the intersection $\Gamma \cap \partial \Omega_{j}$ is a Lipschitz screen (i.e. a Lipschitz manifold with Lipschitz boundary) where $\Omega_{j}=\operatorname{int}\left(\left|\mathcal{M}_{\Omega_{j}}\right|\right)$.
It follows from the definition that a multi-screen $\Gamma$ is a compact set. Setting in addition $\Omega_{0}:=\mathbb{R}^{3} \backslash \bar{\Omega}$, the sets $\Omega_{0}, \ldots, \Omega_{J}$ then define a Lipschitz partition of $\mathbb{R}^{3}$, in the sense of [12, Definition 2.2]. A polygonal multi-screen is thus a particular case of a multi-screen in the sense of [12, Definition 2.3]. The mesh $\mathcal{M}_{\Omega}$ is merely used for theoretical analysis and is not needed in our algorithm.

In the remainder of this work, we fix a polygonal multi-screen $\Gamma$. For convenience, we further assume that $\mathbb{R}^{3} \backslash \Gamma$ is connected. ${ }^{3}$ We denote by $\gamma_{j}: H^{1}\left(\Omega_{j}\right) \rightarrow L^{2}\left(\partial \Omega_{j}\right)$ the pointwise trace operator [28, p. 100]. In Section 6, we require that all $\Omega_{j}$ for $j \neq 0$ be tetrahedra of diameter bounded by some constant $H>0$, thus providing a coarse mesh of $\mathcal{M}_{\Omega}$. This can be achieved, if necessary, by redefining the sets $\Omega_{j}$. For now, we impose no restrictions on the size of the domains $\Omega_{j}$ and the constants in the estimates proved in the next section are thus independent of $H$.
3.2. Quotient trace spaces. For an open set $U \subset \mathbb{R}^{3}$, let $C_{c}^{\infty}(U)$ be the set of real-valued functions $u$ that are infinitely differentiable and compactly supported on $U$. Let $L^{2}(U)$ be the set of real-valued square-integrable functions on $U$. We denote by $H^{1}(U)$ the Sobolev space of functions $u \in L^{2}(U)$ such that there exists a square-integrable vector field $\boldsymbol{p} \in\left(L^{2}(U)\right)^{3}$ satisfying

$$
\int_{U} u \operatorname{div} \phi d x=-\int_{U} \boldsymbol{p} \cdot \boldsymbol{\phi} d x \quad \forall \phi \in\left(C_{c}^{\infty}(U)\right)^{3}
$$

Writing $\nabla u:=\boldsymbol{p}$ for the weak gradient of $u$ on $U$, a Hilbert structure is defined on $H^{1}(U)$ by

$$
\|u\|_{H^{1}(U)}^{2}:=\|u\|_{L^{2}(U)}^{2}+\|\nabla u\|_{L^{2}(U)}^{2} \cdot{ }^{4}
$$

[^3]Let $H_{0, \Gamma}^{1}\left(\mathbb{R}^{3}\right)$ be the closure of $C_{c}^{\infty}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ in $H^{1}\left(\mathbb{R}^{3}\right)$. The multi-trace space $\mathbb{H}^{1 / 2}(\Gamma)$ is the Hilbert space defined by the quotient [12, eq. (5.1)]

$$
\mathbb{H}^{1 / 2}(\Gamma):=H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right) / H_{0, \Gamma}^{1}\left(\mathbb{R}^{3}\right)
$$

The (Dirichlet) multi-trace operator is defined as the canonical surjection

$$
\begin{equation*}
\gamma: H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right) \rightarrow \mathbb{H}^{1 / 2}(\Gamma) \tag{3.1}
\end{equation*}
$$

associated to this quotient space. By definition of quotients of Hilbert spaces,

$$
\begin{aligned}
\|u\|_{\mathbb{H}^{1 / 2}(\Gamma)} & =\min \left\{\|V\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)} \mid \gamma V=u, \quad V \in H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)\right\} \\
& =\min \left\{\left\|U+U_{0}\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)} \mid U_{0} \in H_{0, \Gamma}^{1}\left(\mathbb{R}^{3}\right)\right\} \quad \forall U \in H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right) \text { s.t. } \gamma U=u
\end{aligned}
$$

Let $H^{1 / 2}([\Gamma])$ be the single-trace space, which is the closed subspace of $\mathbb{H}^{1 / 2}(\Gamma)$ defined by

$$
H^{1 / 2}([\Gamma]):=\gamma\left(H^{1}\left(\mathbb{R}^{3}\right)\right)
$$

In turn, the jump space $\widetilde{H}^{1 / 2}(\Gamma)$ is the Hilbert space defined by the quotient [12, Proposition 6.8]

$$
\widetilde{H}^{1 / 2}([\Gamma]):=\mathbb{H}^{1 / 2}(\Gamma) / H^{1 / 2}([\Gamma])
$$

and the jump operator $[\cdot]_{\Gamma}$ is defined as the corresponding canonical surjection. We will also conveniently write $[u]_{\Gamma}$ as short for $[\gamma(u)]_{\Gamma}$ when $u \in H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$.

With a similar construction, where the role of the gradient is played by the divergence, one defines $H\left(\operatorname{div}, \mathbb{R}^{3}\right), H_{0, \Gamma}\left(\operatorname{div}, \mathbb{R}^{3}\right)$ and the quotient space

$$
\mathbb{H}^{-1 / 2}(\Gamma):=H\left(\operatorname{div}, \mathbb{R}^{3} \backslash \Gamma\right) / H_{0, \Gamma}\left(\operatorname{div}, \mathbb{R}^{3}\right)
$$

and $\pi_{n}$ refers to the associated canonical surjection. Again, $H^{-1 / 2}([\Gamma])$ is the single-trace space of $\mathbb{H}^{-1 / 2}(\Gamma)$, defined by

$$
H^{-1 / 2}([\Gamma]):=\pi_{n}\left(H\left(\operatorname{div}, \mathbb{R}^{3}\right)\right)
$$

A well-defined bilinear form is obtained by [12, eq. (5.2)]

$$
\forall(u, v) \in \mathbb{H}^{1 / 2}(\Gamma) \times \mathbb{H}^{-1 / 2}(\Gamma), \quad\langle\langle u, v\rangle\rangle:=\sum_{j=1}^{J} \int_{\Omega_{j}} \nabla f(x) \cdot \boldsymbol{p}(x)+f(x) \operatorname{div} \boldsymbol{p}(x) d x
$$

where $f$ and $\boldsymbol{p}$ are arbitrary representatives of $u$ and $v$, i.e., $u=\gamma(f), v=\pi_{n}(\boldsymbol{p})$. This realizes an isometric duality pairing in the sense that [12, Prop. 5.1]

$$
\begin{equation*}
\|u\|_{\mathbb{H}^{1 / 2}(\Gamma)}=\sup _{\varphi \in \mathbb{H}^{-1 / 2}(\Gamma)} \frac{\langle\langle u, \varphi\rangle\rangle}{\|\varphi\|_{\mathbb{H}^{-1 / 2}(\Gamma)}}, \quad\|v\|_{\mathbb{H}^{-1 / 2}(\Gamma)}=\sup _{\psi \in \mathbb{H}^{1 / 2}(\Gamma)} \frac{\langle u, \psi\rangle}{\|\psi\|_{\mathbb{H}^{1 / 2}(\Gamma)}} \tag{3.2}
\end{equation*}
$$

Moreover, the single-trace spaces $H^{ \pm 1 / 2}([\Gamma])$ are each other's polar under this bilinear form [12, Proposition 6.3], i.e.,

$$
\begin{equation*}
H^{1 / 2}([\Gamma])=\left\{u \in \mathbb{H}^{1 / 2}(\Gamma)|\langle u u, v\rangle\rangle=0, \forall v \in H^{-1 / 2}([\Gamma])\right\} \tag{3.3}
\end{equation*}
$$

$$
\begin{equation*}
H^{-1 / 2}([\Gamma])=\left\{v \in \mathbb{H}^{-1 / 2}(\Gamma)|\langle u, v\rangle\rangle=0, \forall u \in H^{1 / 2}([\Gamma])\right\} . \tag{3.4}
\end{equation*}
$$

We further introduce the Hilbert space

$$
H^{1}(\Delta, U):=\left\{u \in H^{1}(U) \mid \nabla u \in H(\operatorname{div}, U)\right\},
$$

with the norm $\|u\|_{H^{1}(\Delta, U)}^{2}:=\|u\|_{H^{1}(U)}^{2}+\|\nabla u\|_{H(\text { div }, U)}^{2}$, and let $H_{\text {loc }}^{1}(\Delta, U)$ be the space of functions $u$ such that $\chi u \in H^{1}(\Delta, U)$ for any smooth compactly supported functions $\chi$.
3.3. Exterior Neumann boundary value problem. We seek the solution $\mathcal{U}$ of the solution of the Boundary Value Problem (BVP)

$$
\begin{equation*}
\Delta \mathcal{U}=0 \quad \text { in } \mathbb{R}^{3} \backslash \Gamma \tag{3.5}
\end{equation*}
$$

with a prescribed normal derivative on $\Gamma$, and the decay condition

$$
\begin{equation*}
\mathcal{U}(x)=O\left(\frac{1}{\|x\|}\right), \tag{3.6}
\end{equation*}
$$

uniformly as $x \rightarrow \infty$, where $\|x\|$ is the Euclidean norm of $x$. To prescribe the boundary condition, we supply a sufficiently regular vector field $\boldsymbol{g}$ on $\mathbb{R}^{3}$ such that the normal component of $\nabla \mathcal{U}$ agrees with $\boldsymbol{g}$ on $\Gamma$. More formally, we impose that

$$
\begin{equation*}
\pi_{n}(\nabla \mathcal{U})=\pi_{n}(\boldsymbol{g}) \quad \text { in } \mathbb{H}^{-1 / 2}(\Gamma) \tag{3.7}
\end{equation*}
$$

where $\boldsymbol{g} \in H\left(\right.$ div, $\left.\mathbb{R}^{3}\right)$. In particular, this requires the normal derivative of $\mathcal{U}$ to be "continuous" across $\Gamma$, i.e., to be an element of the single-trace space $H^{-1 / 2}([\Gamma])$.
3.4. Variational hypersingular boundary integral equation. We seek the solution $\mathcal{U}$ of the Neumann boundary value problem in the form of a double-layer potential.

Definition 3.3 (Double-Layer potential). For $u \in \mathbb{H}^{1 / 2}(\Gamma)$, the double-layer potential DL $u$ is defined by

$$
\forall x \in \mathbb{R}^{3} \backslash \Gamma, \quad \operatorname{DL} u(x):=x \mapsto\left\langle\left\langle u, \pi_{n}\left(\nabla \mathcal{G}_{x}\right)\right\rangle,\right.
$$

where

$$
\forall y \in \mathbb{R}^{3}, \quad \mathcal{G}_{x}(y):= \begin{cases}0 & \text { if } y=x \\ \frac{\chi_{x}(y)}{4 \pi\|x-y\|} & \text { otherwise }\end{cases}
$$

and $\chi_{x}$ is any smooth compactly supported function equal to 0 in a neighborhood of $x$, and 1 in a neighborhood of $\Gamma$.
The value of $\mathrm{DL} u(x)$ is independent of the particular choice of cutoff function, and Lemma 3.11 gives a concrete integral representation of this operator which generalizes the commonly known formula. Furthermore, DL maps $\mathbb{H}^{1 / 2}(\Gamma)$ to $H_{\text {loc }}^{1}\left(\Delta, \mathbb{R}^{3} \backslash \Gamma\right)$ continuously, satisfies the property

$$
\begin{equation*}
\operatorname{DL} u=0 \quad \forall u \in H^{1 / 2}([\Gamma]), \tag{3.8}
\end{equation*}
$$

and the jump relation [12, Prop. 8.5]

$$
\begin{equation*}
[\mathrm{DL} u]_{\Gamma}=[u]_{\Gamma} \quad \forall u \in \mathbb{H}^{1 / 2}(\Gamma) . \tag{3.9}
\end{equation*}
$$

Finally, note that by the property (3.8), DL induces a linear continuous map on $\widetilde{H}^{1 / 2}([\Gamma])$, again denoted by DL. For $u \in \widetilde{H}^{1 / 2}(\Gamma)$ and $U \subset \mathbb{R}^{3} \backslash \Gamma$ an open set, $(\mathrm{DL} u)_{\mid U} \in C^{\infty}(U)$ and $\Delta(\mathrm{DL} u)=0$ on $U$. Moreover, DL $u$ satisfies the decay condition (3.6).

Proposition 3.4 (Hypersingular operator [12, Section 8]). The hypersingular operator $\mathrm{W}:=$ $\pi_{n} \circ \nabla \circ \mathrm{DL}$ is well-defined and continuous from $\mathbb{H}^{1 / 2}(\Gamma) \rightarrow H^{-1 / 2}([\Gamma])$.

Let $b: \mathbb{H}^{1 / 2}(\Gamma) \times \mathbb{H}^{1 / 2}(\Gamma) \rightarrow \mathbb{R}$ be the bilinear form defined by

$$
\begin{equation*}
b(u, v):=\langle\langle v, \mathrm{~W} u\rangle\rangle, \quad \forall u, v \in \mathbb{H}^{1 / 2}(\Gamma) \tag{3.10}
\end{equation*}
$$

Then, by Lemma C.2, the bilinear form $b$ is symmetric and positive, but it is only semi-definite; due to the relation (3.8), it satisfies $b(u, \cdot)=0$ for all $u \in H^{1 / 2}([\Gamma])$. However, we may define a new bilinear form $a: \widetilde{H}^{1 / 2}([\Gamma]) \times \widetilde{H}^{1 / 2}([\Gamma]) \rightarrow \mathbb{R}$ by quotienting $b$ with respect to $H^{1 / 2}(\Gamma)$, as follows.

Definition 3.5 (The hypersingular bilinear form). For any $\varphi, \psi \in \widetilde{H}^{1 / 2}([\Gamma])$, we define

$$
\begin{equation*}
a(\varphi, \psi):=b(u, v) \quad \text { where } u, v \in \mathbb{H}^{1 / 2}(\Gamma) \text { satisfy }[u]_{\Gamma}=\varphi, \quad[v]_{\Gamma}=\psi \tag{3.11}
\end{equation*}
$$

This definition is valid (i.e., it does not depend on the choice of $u$ and $v$ ) since $H^{1 / 2}([\Gamma])$, which is the kernel of $[\cdot]_{\Gamma}$ in $\mathbb{H}^{1 / 2}(\Gamma)$, is also in the kernel of $b$. From the mapping properties of $W$ and Theorem C.3, we immediately obtain the following result.

THEOREM 3.6 (Coercivity of the hypersingular bilinear form). The hypersingular bilinear form $a$ is continuous, positive definite and bounded from below. It induces an equivalent inner product on $\widetilde{H}^{1 / 2}(\Gamma)$, i.e. there exist constants $c_{W}, C_{W}>0$ such that

$$
\forall \varphi \in \widetilde{H}^{1 / 2}([\Gamma]), \quad c_{W}\|\varphi\|_{\widetilde{H}^{1 / 2}([\Gamma])}^{2} \leq a(\varphi, \varphi) \leq C_{W}\|\varphi\|_{\widetilde{H}^{1 / 2}([\Gamma])}^{2}
$$

We introduce the linear form

$$
\begin{equation*}
l_{g}: \widetilde{H}^{1 / 2}(\Gamma) \ni[u]_{\Gamma} \mapsto\left\langle\left\langle\gamma u, \pi_{n}(\boldsymbol{g})\right\rangle\right\rangle \tag{3.12}
\end{equation*}
$$

This is a well-defined continuous linear form by the polarity property (3.3).
Theorem 3.7 (Variational formulation of the the Laplace Neumann boundary value problem). The variational problem

$$
\begin{equation*}
\text { Find } \varphi \in \widetilde{H}^{1 / 2}([\Gamma]) \text { such that } a(\varphi, \psi)=l_{g}(\psi) \text { for all } \psi \in \widetilde{H}^{1 / 2}([\Gamma]) \tag{3.13}
\end{equation*}
$$

has a unique solution $\varphi^{*}$, and $\mathcal{U}=\operatorname{DL} \varphi^{*}$ is the unique solution of the $B V P$

$$
\begin{cases}\Delta \mathcal{U}=0 & \text { in } \mathbb{R}^{3} \backslash \Gamma  \tag{3.14}\\ \mathcal{U}=O\left(\frac{1}{\|x\|}\right) & \text { uniformly for } x \rightarrow \infty \\ \pi_{n}(\nabla \mathcal{U})=\pi_{n}(\boldsymbol{g}) & \text { in } \mathbb{H}^{-1 / 2}(\Gamma)\end{cases}
$$

The proof is given in Appendix C.
3.5. Weakly singular integral representations. We denote by $u_{j}:=u_{\mid \Omega_{j}}$ the restriction of $u$ to $\Omega_{j}$. Let $\boldsymbol{n}_{j}$ be the outward pointing unit normal vector of $\partial \Omega_{j}$ and $d \sigma_{j}$ the surface measure on $\partial \Omega_{j}$. Recall that $\gamma_{j}: H^{1}\left(\Omega_{j}\right) \rightarrow L^{2}\left(\partial \Omega_{j}\right)$ is the point trace operator. Let $\nabla_{j}$ be the tangential gradient on $\partial \Omega_{j}$, and $\operatorname{curl}_{j}:=\boldsymbol{n}_{j} \times \nabla_{j}$ the surface curl on $\partial \Omega_{j}$.

On the boundaries $\partial \Omega_{j}$ of the Lipschitz domains $\Omega_{j}$, the spaces $H^{1}\left(\partial \Omega_{j}\right)$ are defined with the help of coordinate charts, see e.g. [28, p. 96]. The tangential gradient $\nabla_{j}$ on $\partial \Omega_{j}$ extends uniquely to a continuous map $H^{1}\left(\partial \Omega_{j}\right) \rightarrow\left(L^{2}\left(\partial \Omega_{j}\right)\right)^{3}$. We denote by $\operatorname{curl}_{j}: H^{1}\left(\partial \Omega_{j}\right) \rightarrow\left(L^{2}\left(\partial \Omega_{j}\right)\right)^{3}$ the operator defined by $\operatorname{curl}_{j} u:=\boldsymbol{n}_{j} \times \nabla_{j} u$.

Theorem 3.8 (Weakly singular representation of the hypersingular operator). Let $u, v \in$ $H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ and suppose that $\gamma_{j} u_{j}, \gamma_{j} v_{j}$ belong to $H^{1}\left(\partial \Omega_{j}\right)$. Then there holds

$$
a\left([u]_{\Gamma},[v]_{\Gamma}\right)=\sum_{j=1}^{J} \sum_{k=1}^{J} \iint_{\Gamma_{j} \times \Gamma_{k}} \frac{\operatorname{curl}_{j} \gamma_{j} u_{j}(x) \cdot \operatorname{curl}_{k} \gamma_{k} u_{k}\left(x^{\prime}\right)}{4 \pi\left\|x-x^{\prime}\right\|} d \sigma_{j}(x) d \sigma_{k}\left(x^{\prime}\right)
$$

with $\Gamma_{j}:=\partial \Omega_{j} \cap \Gamma$ as in Definition 3.2.
The proof is given in Appendix C. In practice, it is useful to rewrite the above expression in terms of weakly singular integrals over pairs of triangles. To this end, a key ingredient is the so-called "virtually inflated mesh" introduced in [11, Section 4] and studied in more depth in [4].

Definition 3.9 (Inflated mesh). Assume that $\mathcal{M}_{\Gamma, h}$ and $\mathcal{M}_{\Omega, h}$ are "compatible" mesh refinements of $\mathcal{M}_{\Gamma}$ and $\mathcal{M}_{\Omega}$, in the sense that $\mathcal{M}_{\Gamma, h} \subset \mathcal{F}\left(\mathcal{M}_{\Omega, h}\right) \backslash \partial \mathcal{M}{ }_{\Omega, h}$. The inflated mesh $\mathcal{M}_{\Gamma, h}^{*}$ is defined by

$$
\begin{equation*}
\mathcal{M}_{\Gamma, h}^{*}:=\left\{\mathbf{t}=(T, K) \in \mathcal{M}_{\Gamma, h} \times \mathcal{M}_{\Omega, h} \mid T \in \mathcal{F}(K)\right\} \tag{3.15}
\end{equation*}
$$

The elements $\boldsymbol{t}=(T, K) \in \mathcal{M}_{\Gamma, h}^{*}$ model the triangles $T$ of $\mathcal{M}_{\Gamma}$ attached to a "side" of the surface $\Gamma$ (the side determined by the position of the tetrahedron $K$ ). The inflated mesh thus contains twice as many elements as $\mathcal{M}_{\Gamma, h}$ : each triangle $T \in \mathcal{M}_{\Gamma}$ occurs exactly in two pairs $\left(T, K^{+}\right)$and $\left(T, K^{-}\right)$. The inflated mesh $\mathcal{M}_{\Gamma, h}^{*}$ can be equivalently represented as a set of oriented triangles, by associating to $\boldsymbol{t}=(T, K) \in \mathcal{M}_{\Gamma}^{*}$ the triangle $T$ oriented by the normal vector pointing inside $|K|$ (recall that $|S|$ is the convex hull of the simplex $S$ ). We denote this normal vector by $\boldsymbol{n}_{\boldsymbol{t}}$. We also write $|\boldsymbol{t}|$ as short for $|T|$. Let $\gamma_{\boldsymbol{t}}$ be the trace operator from the tetrahedron $|K|$ to its face $|T|, \nabla_{\boldsymbol{t}}$ the tangential gradient on $|\boldsymbol{t}|, \operatorname{curl}_{\boldsymbol{t}}:=\boldsymbol{n}_{\boldsymbol{t}} \times \nabla_{\boldsymbol{t}}$, and $\sigma_{\boldsymbol{t}}$ the surface measure on $|\boldsymbol{t}|$.

Corollary 3.10. Under the same assumptions as in Theorem 3.8, there holds

$$
a\left([u]_{\Gamma},[v]_{\Gamma}\right)=\sum_{\boldsymbol{t}, \boldsymbol{t}^{\prime} \in \mathcal{M}_{\Gamma, h}^{*}} \iint_{|\boldsymbol{t}| \times\left|\boldsymbol{t}^{\prime}\right|} \frac{\operatorname{curl}_{\boldsymbol{t}} \gamma_{\boldsymbol{t}} u(x) \cdot \mathbf{c u r l}_{\boldsymbol{t}^{\prime}} \gamma_{\boldsymbol{t}^{\prime}} v\left(x^{\prime}\right)}{4 \pi\left\|x-x^{\prime}\right\|} d \sigma_{\boldsymbol{t}}(x) d \sigma_{\boldsymbol{t}^{\prime}}\left(x^{\prime}\right)
$$

From the proofs in Appendix C, we also record the following expression for the double-layer potential.

Lemma 3.11 (Representation of the double-layer potential). For all $u \in H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$,

$$
\begin{align*}
\forall x \in \mathbb{R}^{3} \backslash \Gamma, \quad \operatorname{DL} \gamma u(x) & =\sum_{j=1}^{J} \int_{\Gamma_{j}} \frac{\boldsymbol{n}_{j}(y) \cdot(y-x)}{4 \pi\|x-y\|^{3}} \gamma_{j} u_{j}(y) d \sigma_{j}(y)  \tag{3.16}\\
& =\sum_{\boldsymbol{t} \in \mathcal{M}_{\Gamma, h}^{*}} \int_{|\boldsymbol{t}|} \frac{\boldsymbol{n}_{\boldsymbol{t}} \cdot(y-x)}{4 \pi\|x-y\|^{3}} \gamma_{\boldsymbol{t}} u(y) d \sigma_{\boldsymbol{t}}(y)
\end{align*}
$$

4. Galerkin Boundary Element Method. Theorem 3.7 immediately suggests a method for the numerical resolution of the BVP in (3.14). Namely, we find an approximation $\varphi_{h}^{*}$ of the solution $\varphi^{*}$ of the variational problem (3.13) in a subspace $\widetilde{V}_{h}(\Gamma) \subset \widetilde{H}^{1 / 2}([\Gamma])$ by the Galerkin method. We then compute $\mathcal{U}_{h}=\operatorname{DL} \varphi_{h}^{*}$, with $\mathcal{U}_{h}$ being the proposed approximation of $\mathcal{U}$.

### 4.1. Convergent Galerkin approximation.

Definition 4.1 (Families of subspaces of $H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right), \mathbb{H}^{1 / 2}(\Gamma)$ and $\left.\widetilde{H}^{1 / 2}([\Gamma])\right)$. Given a uniformly shape-regular family $\left(\mathcal{M}_{\Omega, h}\right)_{h>0}$ of refinements of the mesh $\mathcal{M}_{\Omega}$ introduced in Subsection 3.1, such that, for each $h>0$, the length of the longest edge in $\mathcal{M}_{\Omega, h}$ is bounded by $h$, and

$$
\forall h>0, \quad \mathcal{M}_{\Gamma, h} \subset \mathcal{F}\left(\mathcal{M}_{\Omega, h}\right) \backslash \partial \mathcal{M}_{\Omega, h}
$$

let

$$
\begin{align*}
V_{h}(\Omega \backslash \Gamma):= & \left\{u \in H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right) \mid u=0 \text { on } \Omega_{0} \text { and } u_{\mid K} \text { is linear } \forall K \in \mathcal{M}_{\Omega, h}\right\},  \tag{4.1}\\
& \mathbb{V}_{h}(\Gamma):=\gamma\left(V_{h}(\Omega \backslash \Gamma)\right), \quad \widetilde{V}_{h}([\Gamma]):=\left[V_{h}(\Omega \backslash \Gamma)\right]_{\Gamma} \tag{4.2}
\end{align*}
$$

We call $\mathbb{V}_{h}(\Gamma) \subset \mathbb{H}^{1 / 2}(\Gamma)$ the discrete multi-trace space and $\widetilde{V}_{h}([\Gamma]) \subset \widetilde{H}^{1 / 2}([\Gamma])$ the discrete jump space.
We define the approximation $\varphi_{h}^{*} \in \widetilde{V}_{h}([\Gamma])$ of $\varphi^{*}$ as the solution of the variational problem

$$
\begin{equation*}
a\left(\varphi_{h}^{*}, \psi_{h}\right)=l_{g}\left(\psi_{h}\right) \quad \forall \psi_{h} \in \widetilde{V}_{h}([\Gamma]) \tag{4.3}
\end{equation*}
$$

Since the bilinear form $a$ is positive definite, by Céa's lemma, $\varphi_{h}^{*}$ is a quasi-optimal approximation of $\varphi^{*}$, in the sense that there exists a constant $C>0$ such that for all $h>0$,

$$
\begin{equation*}
\left\|\varphi^{*}-\varphi_{h}^{*}\right\|_{\widetilde{H}^{1 / 2}([\Gamma])} \leq C \inf _{\psi_{h} \in \widetilde{V}_{h}([\Gamma])}\left\|\varphi^{*}-\psi_{h}\right\|_{\widetilde{H}^{1 / 2}([\Gamma])} \tag{4.4}
\end{equation*}
$$

Theorem 4.2 (Convergence of $\varphi_{h}^{*}$ to $\varphi^{*}$ ). The Galerkin method is convergent, i.e., the approximations $\left(\varphi_{h}^{*}\right)_{h>0}$ of $\varphi^{*}$ satisfy

$$
\lim _{h \rightarrow 0} \varphi_{h}^{*}=\varphi^{*} \quad \text { in } \widetilde{H}^{1 / 2}([\Gamma])
$$

The proof is given in Appendix D. In turn, let $\mathcal{U}_{h}:=\mathrm{DL} \varphi_{h}^{*}$. From the convergence of $\varphi_{h}^{*}$ and the mapping properties of DL, we deduce immediately the convergence of $\mathcal{U}_{h}$ in an appropriate sense given below.

Corollary 4.3. For every compact set $K$ of $\mathbb{R}^{3}$, there holds

$$
\lim _{h \rightarrow 0}\left\|\mathcal{U}_{h}-\mathcal{U}\right\|_{H^{1}\left(K \cap\left(\mathbb{R}^{3} \backslash \Gamma\right)\right)}=0
$$

In the rest of this section, we address the practical computation of $\mathcal{U}_{h}$. We rely on the construction of a basis $\left\{\widetilde{\phi}_{\nu}\right\}_{1 \leq \nu \leq \widetilde{N}_{h}}$ of the space $\widetilde{V}_{h}(\Gamma)$, in such a way that the quantities

$$
\begin{equation*}
a\left(\widetilde{\phi}_{\nu}, \widetilde{\phi}_{\nu^{\prime}}\right), \quad l_{g}\left(\widetilde{\phi}_{\nu}\right), \quad \text { and } \quad \mathrm{DL} \widetilde{\phi}_{\nu} \tag{4.5}
\end{equation*}
$$

can be evaluated algorithmically. Thus, we can build the linear system

$$
\mathbf{W} \Phi=L
$$

where $\mathbf{W}$ is the $\widetilde{N}_{h} \times \widetilde{N}_{h}$ square matrix with entries $\mathbf{W}_{i, j}=a\left(\widetilde{\phi}_{\nu}, \widetilde{\phi}_{\nu^{\prime}}\right)$, and $L$ is the column vector with entries $L_{\nu}=l_{g}\left(\widetilde{\phi}_{\nu}\right)$. The approximation $\mathcal{U}_{h}$ is then given by

$$
\mathcal{U}_{h}=\operatorname{DL}\left(\sum_{i=1}^{\widetilde{N}_{h}} \Phi_{i} \widetilde{\phi}_{\nu}\right)
$$

The definition of the local shape functions $\left\{\widetilde{\phi}_{\nu}\right\}_{1 \leq \nu \leq \widetilde{N}_{h}}$ is also required for discussing the domaindecomposition preconditioner in Section 6.
4.2. Local shape functions. The overall idea is to define $\widetilde{\phi}_{\nu}:=\left[\psi_{\nu}\right]_{\Gamma}$, where $\left\{\psi_{\nu}\right\}_{1 \leq \nu \leq \widetilde{N}_{h}}$ is a basis of a subspace $\Psi_{h}(\Omega \backslash \Gamma) \subset V_{h}(\Omega \backslash \Gamma)$ chosen such that the jump operator induces a bijection

$$
\begin{equation*}
[\cdot]_{\Gamma}: \Psi_{h}(\Omega \backslash \Gamma) \rightarrow \widetilde{V}_{h}([\Gamma]) \tag{4.6}
\end{equation*}
$$

To proceed, let us denote by $\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{N}\right\}$ the ordered set of vertices of $\mathcal{M}_{\Omega, h}$, with the common vertices of $\mathcal{M}_{\Omega, h}$ and $\mathcal{M}_{\Gamma, h}$ given by $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}, M<N$. Let $V_{h}(\Omega)$ be the space of functions in $V_{h}(\Omega \backslash \Gamma)$ which are continuous across $\Gamma$; notice that

$$
V_{h}(\Omega)=H^{1}\left(\mathbb{R}^{3}\right) \cap V_{h}(\Omega \backslash \Gamma)
$$

Let $\left\{\phi_{i}\right\}_{1 \leq i \leq N}$ be the nodal basis of $V_{h}(\Omega)$, that is, the set of elements of $V_{h}(\Omega)$ defined by

$$
\phi_{i}\left(\boldsymbol{x}_{i^{\prime}}\right)=\delta_{i, i^{\prime}}, \quad 1 \leq i, i^{\prime} \leq N
$$

For each $i \in\{1, \ldots, N\}$, the star of $\boldsymbol{x}_{i}$, denoted by $\operatorname{st}\left(\boldsymbol{x}_{i}, \mathcal{M}_{\Omega, h}\right)$, is the set of tetrahedra $K \in \mathcal{M}_{\Omega, h}$ containing $\boldsymbol{x}_{i}$ as a vertex. We define a graph $\mathcal{G}\left(\boldsymbol{x}_{i}\right)$ with

- Nodes: The elements of $\operatorname{st}\left(\boldsymbol{x}_{i}, \mathcal{M}_{\Omega, h}\right)$
- Edges: The pairs $\left\{K, K^{\prime}\right\} \subset \operatorname{st}\left(\boldsymbol{x}_{i}, \mathcal{M}_{\Omega}\right)$ such that $K \cap K^{\prime} \in \mathcal{F}\left(\mathcal{M}_{\Omega, h}\right) \backslash \mathcal{M}_{\Gamma, h}$.

We denote by $\Delta_{i, 1}, \ldots, \Delta_{i, q_{i}}$ the connected components of $\mathcal{G}\left(\boldsymbol{x}_{i}\right)$. Each $\Delta_{i, j}$ is thus a group of tetrahedra that can be linked by face-connected paths avoiding the faces in $\mathcal{M}_{\Gamma}$. The connected components of $\mathcal{G}\left(\boldsymbol{x}_{i}\right)$ model the different connected sectors locally near $\boldsymbol{x}_{i}$ in $\mathbb{R}^{3} \backslash \Gamma$. Define the sets

$$
\begin{gather*}
\mathcal{H}(\Omega \backslash \Gamma):=\left\{(i, j) \in \mathbb{N}^{2} \mid 1 \leq i \leq N, 1 \leq j \leq q_{i}\right\}, \quad \text { and }  \tag{4.7}\\
\mathcal{H}(\Gamma):=\{(i, j) \in \mathcal{H}(\Omega \backslash \Gamma) \mid i \leq M\} \tag{4.8}
\end{gather*}
$$

For all $(i, j) \in \mathcal{H}(\Omega \backslash \Gamma)$, we define $\boldsymbol{x}_{i, j}$ as the pair $\left(\boldsymbol{x}_{i}, \Delta_{i, j}\right)$, i.e. a vertex $\boldsymbol{x}_{i}$ "labeled" by one of the connected components of $\mathcal{G}\left(\boldsymbol{x}_{i}\right)$. We call $\left\{\boldsymbol{x}_{i, j}\right\}_{1 \leq j \leq q_{i}}$ the set of generalized vertices attached to $\boldsymbol{x}_{i}$ (see also [4, Definition 2.11]). For $(i, j) \in \mathcal{H}(\Omega \backslash \Gamma)$, let

$$
\left|\Delta_{i, j}\right|:=\bigcup_{K \in \Delta_{i, j}} \bar{K}
$$

and denote by $\phi_{i, j}$ the split basis function of $V_{h}(\Omega \backslash \Gamma)$ associated to the generalized vertex $\boldsymbol{x}_{i, j}$, which is defined by

$$
\phi_{i, j}(\boldsymbol{x}):= \begin{cases}\phi_{i}(\boldsymbol{x}) & \text { for } \boldsymbol{x} \in \operatorname{int}\left(\left|\Delta_{i, j}\right|\right) \\ 0 & \text { otherwise }\end{cases}
$$

Split basis functions span $V_{h}(\Omega \backslash \Gamma)$, as seen with the following result.

Lemma 4.4 (See [2, Lemma 4.1]). The split basis functions $\left\{\phi_{i, j}\right\}_{(i, j) \in \mathcal{H}(\Omega \backslash \Gamma)}$ form a basis of $V_{h}(\Omega \backslash \Gamma)$.
For $u_{h} \in V_{h}(\Omega \backslash \Gamma)$, we denote by $u_{h}\left(\boldsymbol{x}_{i, j}\right)$ the coefficient of $u_{h}$ on the split basis function $\phi_{i, j}$, so that

$$
\begin{equation*}
\forall u_{h} \in V_{h}(\Omega \backslash \Gamma), \quad \exists u_{n}\left(\boldsymbol{x}_{i, j}\right) \in \mathbb{R}: \quad u_{h}=\sum_{(i, j) \in \mathcal{H}(\Omega \backslash \Gamma)} u_{h}\left(\boldsymbol{x}_{i, j}\right) \phi_{i, j} . \tag{4.9}
\end{equation*}
$$

We introduce the following coefficient-wise scalar product

$$
\forall\left(u_{h}, v_{h}\right) \in V_{h}(\Omega \backslash \Gamma) \times V_{h}(\Omega \backslash \Gamma), \quad\left[u_{h}, v_{h}\right]_{l^{2}}:=\sum_{(i, j) \in \mathcal{H}(\Omega \backslash \Gamma)} u_{h}\left(\boldsymbol{x}_{i, j}\right) v_{h}\left(\boldsymbol{x}_{i, j}\right),
$$

The space $\Psi_{h}(\Omega \backslash \Gamma)$ is then defined as the $[\cdot, \cdot]_{l^{2}}$ orthogonal complement of $V_{h}(\Omega)$ in $V_{h}(\Omega \backslash \Gamma)$, so that

$$
\begin{equation*}
V_{h}(\Omega \backslash \Gamma)=V_{h}(\Omega) \stackrel{\perp}{\oplus} \Psi_{h}(\Omega \backslash \Gamma) . \tag{4.10}
\end{equation*}
$$

Those definitions readily imply:
Corollary 4.5 (Parametrization of the jump space). The jump operator []$_{\Gamma}$ induces a bijection

$$
[\cdot]_{\Gamma}: \Psi_{h}(\Omega \backslash \Gamma) \rightarrow \widetilde{V}_{h}([\Gamma]) .
$$

Let

$$
\begin{equation*}
\widetilde{\mathcal{H}}([\Gamma]):=\left\{(i, j) \in \mathcal{H}(\Omega \backslash \Gamma) \mid q_{i}>1 \text { and } j \leq q_{i}-1\right\}, \tag{4.11}
\end{equation*}
$$

and for $(i, j) \in \widetilde{\mathcal{H}}([\Gamma])$ define

$$
\begin{equation*}
\psi_{i, j}:=\phi_{i, j}-\phi_{i, q_{i}} . \tag{4.12}
\end{equation*}
$$

Using that $\left\{\phi_{i}\right\}_{1 \leq i \leq N}$ is a basis of $V_{h}(\Omega)$, together with the property

$$
\phi_{i}=\sum_{j=1}^{q_{i}} \phi_{i, j}
$$

and Lemma 4.4, a simple algebraic reasoning shows that $\left\{\psi_{i, j}\right\}_{(i, j) \in \widetilde{\mathcal{H}}([\Gamma])}$ is a basis of $\Psi_{h}(\Omega \backslash \Gamma)$. Defining

$$
\begin{equation*}
\forall(i, j) \in \widetilde{\mathcal{H}}([\Gamma]), \quad \widetilde{\phi}_{i, j}:=\left[\psi_{i, j}\right]_{\Gamma} \tag{4.13}
\end{equation*}
$$

we deduce the following result.
Corollary 4.6 (Basis of the jump space). The set $\left\{\widetilde{\phi}_{i, j}\right\}_{(i, j) \in \tilde{\mathcal{H}}([\Gamma])}$ is a basis of $\widetilde{V}_{h}([\Gamma])$.
4.3. Algorithm for the computation of the quantities in (4.5). We first remark that computing $a\left(\widetilde{\phi}_{i, j}, \widetilde{\phi}_{i^{\prime}, j^{\prime}}\right)$, for $(i, j)$ and $\left(i^{\prime}, j^{\prime}\right)$ in $\widetilde{H}([\Gamma])$, only requires the evaluation of a linear combination of the quantities $a\left(\left[\phi_{k, \ell}\right]_{\Gamma},\left[\phi_{k^{\prime}, \ell^{\prime}}\right]_{\Gamma}\right)$, for $(k, \ell),\left(k^{\prime}, \ell^{\prime}\right) \in \mathcal{H}(\Gamma)$. Those quantities are given by Theorem 3.8 in terms of the traces of $\phi_{k, \ell}$ and $\phi_{k^{\prime}, \ell^{\prime}}$ on the boundaries $\partial \Omega_{j}$, but since those functions are defined in terms of connected components of the vertex stars of $\mathcal{M}_{\Omega, h}$, it is not a priori obvious how to perform those computations without relying on the external, tetrahedral mesh. To avoid this, the key idea is to introduce, for each $(k, \ell) \in \mathcal{H}(\Gamma)$, the set

$$
\begin{equation*}
\alpha_{k, \ell}:=\left\{\boldsymbol{t}=(T, K) \in \mathcal{M}_{\Gamma, h}^{*} \mid K \in \Delta_{k, \ell}\right\} \tag{4.14}
\end{equation*}
$$

with $\mathcal{M}_{\Gamma, h}^{*}$ as in Definition 3.9. Upon viewing the pairs $(T, K)$ as oriented triangles, the sets $\alpha_{k, \ell}$ can be computed without the need for the external mesh, using the so-called intrinsic inflation algorithm [4, Def. 4.1]. Once $\mathcal{M}_{\Gamma, h}^{*}$ is endowed with a "generalized mesh" structure, and if we assume that $\Gamma$ has no "point contacts", those sets are immediately obtained from the generalized vertices of $\mathcal{M}_{\Gamma}^{*}$, computed via [4, Algorithms 1 and 2$] .{ }^{5}$

One has, by Corollary 3.10:

$$
\begin{equation*}
a\left(\left[\phi_{k, \ell}\right]_{\Gamma},\left[\phi_{k^{\prime}, \ell^{\prime}}\right]_{\Gamma}\right)=\sum_{\boldsymbol{t}, \boldsymbol{t}^{\prime} \in \mathcal{M}_{\Gamma, h}^{*}} \iint_{|\boldsymbol{t}| \times\left|\boldsymbol{t}^{\prime}\right|} \frac{\operatorname{curl}_{\boldsymbol{t}} \varphi_{k, \ell}^{\boldsymbol{t}}(x) \cdot \operatorname{curl}_{\boldsymbol{t}^{\prime}} \varphi_{k^{\prime}, \ell^{\prime}}^{t^{\prime}}\left(x^{\prime}\right)}{4 \pi\left\|x-x^{\prime}\right\|} d \sigma_{\boldsymbol{t}}(x) d \sigma_{\boldsymbol{t}^{\prime}}\left(x^{\prime}\right) \tag{4.15}
\end{equation*}
$$

where $\left\{\varphi_{k, \ell}^{\boldsymbol{t}}\right\}_{\boldsymbol{t} \in \mathcal{M}_{\Gamma, h}^{*}}$ is defined by

$$
\forall \boldsymbol{t} \in \mathcal{M}_{\Gamma, h}^{*}, \forall x \in|\boldsymbol{t}|, \quad \varphi_{k, \ell}^{\boldsymbol{t}}(x):= \begin{cases}\phi_{k}(x) & \text { if } \boldsymbol{t} \in \alpha_{k, \ell}  \tag{4.16}\\ 0 & \text { otherwise }\end{cases}
$$

for all $\boldsymbol{t} \in \mathcal{M}_{\Gamma}^{*}$ and $(k, \ell) \in \mathcal{H}(\Gamma)$, where $\gamma_{\boldsymbol{t}}$ is defined in the paragraph below Definition 3.9. Using (4.16), the right-hand side of (4.15) can be evaluated without resorting to the external mesh $\mathcal{M}_{\Omega, h}$. The computation of $l_{g}\left(\widetilde{\varphi}_{i, j}\right)$ is performed similarly, using that

$$
l_{g}\left(\left[\phi_{k, \ell}\right]_{\Gamma}\right)=\left\langle\left\langle\gamma\left(\phi_{k, \ell}\right), \pi_{n}(\boldsymbol{g})\right\rangle\right\rangle=\sum_{\boldsymbol{t} \in \mathcal{M}_{\Gamma, h}^{*}} \int_{|\boldsymbol{t}|} \boldsymbol{g}(x) \cdot \boldsymbol{n}_{\boldsymbol{t}}(x) \varphi_{k, \ell}^{\boldsymbol{t}}(x) d \sigma_{\boldsymbol{t}}(x)
$$

by definition of $l_{g}$, of the duality product $\langle\langle\cdot, \cdot\rangle\rangle$ and integration by parts on each domain $\Omega_{j}$. The same ideas apply straightforwardly to $\mathrm{DL} \widetilde{\phi}_{i, j}$.
5. Induced decompositions of quotient spaces. We now recall a standard condition number estimate from the theory of additive Schwarz preconditioners involving the concept of "stable subspace decompositions", and, based on ideas from [23], we identify two abstract conditions under which an initially stable splitting remains stable after passing to the quotient.

[^4]5.1. Abstract condition number estimate for subspace splitting. Let $\left(\mathbb{V},\|\cdot\|_{\mathbb{V}}\right)$ be a Hilbert space, and let $V_{h, 1}, \ldots, V_{h, n} \subset \mathbb{V}$ be finite dimensional subspaces of $\mathbb{V}$ and
$$
V_{h}:=V_{h, 1}+\ldots+V_{h, n} .
$$

Let $P_{i}: V_{h} \rightarrow V_{h}$ be the $(\cdot, \cdot)_{\mathrm{v}}$-orthogonal projection onto $V_{h, i}$ and $P_{\mathrm{ad}}:=\sum_{i=1}^{n} P_{i}$. Introduce the norm

$$
\left\|u_{h}\right\|_{\mathbb{V}}^{2}:=\inf \left\{\sum_{i=1}^{n}\left\|u_{h, i}\right\|_{\mathbb{V}}^{2} \mid \sum_{i=1}^{n} u_{h, i}=u_{h}, u_{h, i} \in V_{h, i}\right\} .
$$

Theorem 5.1 (cf. [29, Thm. 16]). Suppose that there exists $\lambda_{h}, \Lambda_{h}>0$ such that

$$
\forall u_{h} \in V_{h}, \quad \lambda_{h}\left\|u_{h}\right\|_{\mathbb{V}}^{2} \leq\| \| u_{h}\left\|_{\mathbb{V}}^{2} \leq \Lambda_{h}\right\| u_{h} \|_{\mathbb{V}}^{2} .
$$

Then the spectral condition number of $P_{\mathrm{ad}}$ satisfies $\kappa\left(P_{\mathrm{ad}}\right) \leq \frac{\Lambda_{h}}{\lambda_{h}}$.
5.2. Stability of induced quotient splitting. Suppose that $\mathbb{V}_{0} \subset \mathbb{V}$ is a closed subspace and let $\mathbb{X}$ be the quotient space

$$
\mathbb{X}=\mathbb{V} / \mathbb{V}_{0}
$$

Let $T: \mathbb{V} \rightarrow \mathbb{X}$ be the canonical surjection associated to this quotient, and $\|\cdot\|_{\mathbb{X}}$ the quotient norm

$$
\|x\|_{\mathbb{X}}:=\inf _{v \in T^{-1}(x)}\|v\|_{\mathbb{V}} .
$$

Recall that this makes $\mathbb{X}$ a Hilbert space with the inner product

$$
\left(x, x^{\prime}\right)_{\mathbb{X}}:=\left((\operatorname{Id}-P) v,(\operatorname{Id}-P) v^{\prime}\right)_{\mathbb{V}},
$$

where $P: \mathbb{V} \rightarrow \mathbb{V}$ is the $(\cdot, \cdot)_{\mathbb{V}}$-orthogonal projection onto $\mathbb{V}_{0}$ and $v\left(\right.$ resp. $v^{\prime}$ ) is an arbitrary element of $T^{-1}(x)\left(\right.$ resp. $\left.T^{-1}\left(x^{\prime}\right)\right)$. With $X_{h}:=T\left(V_{h}\right)$, we write

$$
\begin{gathered}
X_{h}=X_{h, 1}+\ldots+X_{h, n}, \quad X_{h, i}:=T\left(V_{h, i}\right) . \\
\forall f_{h} \in X_{h}, \quad \mid\left\|f_{h}\right\|_{\mathbb{X}}^{2}:=\inf \left\{\sum_{i=1}^{n}\left\|f_{h, i}\right\|_{\mathbb{X}}^{2} \mid \sum_{i=1}^{n} f_{h, i}=f_{h}, f_{h, i} \in X_{h, i}\right\} .
\end{gathered}
$$

Introduce the following assumptions
(A) There exists an operator

$$
\Pi_{h}: \mathbb{V} \rightarrow \mathbb{V}
$$

which is a projection onto $V_{h}$ (i.e., satisfying $\Pi_{h} u_{h}=u_{h}$ for $u_{h} \in V_{h}$ ) and which preserves $\mathbb{V}_{0}$ (in the sense that if $v \in \mathbb{V}_{0}$, then $\Pi_{h} v \in \mathbb{V}_{0}$ ). Denote by $\left\|\Pi_{h}\right\|_{\mathcal{L}(\mathbb{V})}$ its operator norm.
(B) There exist constants $\kappa_{1}, \ldots, \kappa_{n}>0$ such that for all $u_{h, i} \in V_{h, i}$,

$$
\min \left\{\left\|u_{h, i}-u_{h, i, 0}\right\|_{\mathbb{V}} \mid u_{i, h, 0} \in \mathbb{V}_{0} \cap V_{h, i}\right\} \leq \kappa_{i} \min \left\{\left\|u_{h, i}-u_{h, 0}\right\|_{\mathbb{V}} \mid u_{h, 0} \in \mathbb{V}_{0} \cap V_{h}\right\} .
$$

Theorem 5.2 (Stability of the quotient splitting). Let $\alpha_{h}, A_{h}>0$ be such that

$$
\forall u_{h} \in V_{h}, \quad \alpha_{h}\left\|u_{h}\right\|_{\mathbb{V}}^{2} \leq\left\|u_{h}\right\|_{\mathbb{V}}^{2} \leq A_{h}\left\|u_{h}\right\|_{\mathbb{V}}^{2}
$$

and assume (A) and (B). Then,

$$
\begin{equation*}
\forall f_{h} \in X_{h}, \quad \beta_{h}\left\|f_{h}\right\|_{\mathbb{X}}^{2} \leq\| \| f_{h}\left\|_{\mathbb{X}}^{2} \leq B_{h}\right\| f_{h} \|_{\mathbb{X}}^{2} \tag{5.1}
\end{equation*}
$$

$$
\text { with } \quad \beta_{h}:=\frac{\alpha_{h}}{\left(\max _{1 \leq i \leq n} \kappa_{i}\right)^{2}\left\|\Pi_{h}\right\|_{\mathcal{L}(\mathbb{V})}^{2}}, \quad B_{h}:=\left\|\Pi_{h}\right\|_{\mathcal{L}(\mathbb{V})}^{2} A_{h}
$$

We use a variant of the previous result in which the condition (B) is relaxed for one of the subspaces (i.e., no estimate is required for one of the constants $\kappa_{i}$ ):

Lemma 5.3 (Weakening condition (B)). With the same assumptions as in Theorem 5.2, the estimate (5.1) also holds with

$$
\beta_{h}=\frac{\alpha_{h}}{2 \max \left\{\left\|\Pi_{h}\right\|_{\mathcal{L}(\mathbb{V})}, \kappa_{2}, \ldots, \kappa_{n}\right\}^{2}\left\|\Pi_{h}\right\|_{\mathcal{L}(\mathbb{V})}^{2}}
$$

The proofs are given in Appendix E.
6. Stable splitting of boundary element spaces on multiscreens. We now construct the splitting used to define our additive Schwarz operator $P_{\mathrm{ad}}(H ; h)$ introduced in Section 2. We start by defining spaces of so-called discrete-harmonics (see e.g. [37, Section 4.4]). We then define a splitting of $V_{h}(\Omega \backslash \Gamma)$, and deduce a splitting of $\widetilde{V}_{h}([\Gamma])$ by application of the jump operator, for which we estimate the stability constants to prove Theorem 2.1.
6.1. Coarse mesh. From now on, we assume that the sets $\Omega_{j}$ defined in Subsection 3.1 are (coarse) tetrahedra, providing a quasi-uniform and shape-regular coarse triangulation of $\Omega$ (and in turn, of $\Gamma$ ), with diameters bounded by a coarse mesh parameter $H$, such that $0<h<H<C$ where $C>0$ is a constant depending only on $\Gamma$. In the following analysis, we also assume that for each $h>0$, the mesh $\mathcal{M}_{\Omega, h}$ is uniformly shape-regular and quasi-uniform, with elements of diameter uniformly comparable to $h$.
6.2. Discrete harmonic functions in the volume. For each $j$, let us introduce the subspace of discrete functions that are localised in the subdomain $\Omega_{j}$ and vanishes beyond the boundary of $\Omega_{j}$, which we denote

$$
V_{h, 0}\left(\Omega_{j}\right):=\left\{u \in V_{h}(\Omega \backslash \Gamma) \mid u=0 \text { on } \Omega \backslash \Omega_{j}\right\}
$$

For $j=1, \ldots, J$, this forms a collection of subspaces of $V_{h}(\Omega \backslash \Gamma)$ that are pairwise orthogonal in the $H^{1}(\Omega \backslash \Gamma)$-scalar product. Then we can define $\mathbf{V}_{h}(\Omega \backslash \Gamma)$ as the orthogonal complement to $V_{h, 0}\left(\Omega_{1}\right) \oplus \cdots \oplus V_{h, 0}\left(\Omega_{J}\right)$ with respect to this scalar product. As a consequence we have

$$
\begin{equation*}
V_{h}(\Omega \backslash \Gamma)=\mathbf{V}_{h}(\Omega \backslash \Gamma) \oplus V_{h, 0}\left(\Omega_{1}\right) \oplus \cdots \oplus V_{h, 0}\left(\Omega_{J}\right) \tag{6.1}
\end{equation*}
$$

and this sum is $H^{1}(\Omega \backslash \Gamma)$-orthogonal by construction. In words, $\mathbf{V}_{h}(\Omega \backslash \Gamma)$ is the set of elements of $V_{h}(\Omega \backslash \Gamma)$ which are discrete harmonics in each $\Omega_{j}$. The space $\mathbf{V}_{h}(\Omega \backslash \Gamma)$ is not the $H^{1}(\Omega \backslash \Gamma)$ orthogonal complement of $V_{h}(\Omega \backslash \Gamma) \cap H_{0, \Gamma}^{1}(\Omega)$ in $V_{h}(\Omega \backslash \Gamma)$, i.e. it is not a set of global discrete harmonics. The motivation for choosing piecewise harmonics instead of global harmonics is to make it easier to define a decomposition satisfying an explicit strengthened Cauchy-Schwarz inequalities in the additive Schwarz framework.

Definition 6.1 (Basis of the discrete harmonic space). Let

$$
\begin{equation*}
\mathcal{H}(\Sigma):=\left\{(i, j) \in \mathcal{H}(\Omega \backslash \Gamma) \mid \boldsymbol{x}_{i} \in \Sigma\right\} \tag{6.2}
\end{equation*}
$$

where $\mathcal{H}(\Omega \backslash \Gamma)$ is defined in eq. (4.7) and $\Sigma=\partial \Omega_{0} \cap \ldots \cap \partial \Omega_{J}$ is the skeleton of the Lipschitz partition. For $(i, j) \in \mathcal{H}(\Sigma)$ and $k \in\{1 \ldots, J\}$, we define $\varepsilon_{i, j}^{k} \in V_{h, 0}\left(\Omega_{k}\right)$ by the variational problem

$$
\int_{\Omega_{k}} \varepsilon_{i, j}^{k}(x) v_{h}(x)+\nabla \varepsilon_{i, j}^{k}(x) \cdot \nabla v_{h}(x) d x=\int_{\Omega_{k}} \phi_{i, j}(x) v_{h}(x)+\nabla \phi_{i, j}(x) \cdot \nabla v_{h}(x) d x
$$

for all $v_{h} \in V_{h, 0}\left(\Omega_{k}\right)$. Let

$$
\begin{equation*}
\omega_{i, j}:=\phi_{i, j}-\sum_{k=1}^{J} \varepsilon_{i, j}^{k} \tag{6.3}
\end{equation*}
$$

This definition readily implies that $\omega_{i, j} \in \mathbf{V}_{h}(\Omega \backslash \Gamma)$ and satisfies $\gamma\left(\omega_{i, j}\right)=\gamma\left(\phi_{i, j}\right)$.
Lemma 6.2. The family $\left\{\omega_{i, j}\right\}_{(i, j) \in \mathcal{H}(\Sigma)}$ is a basis of $\mathbf{V}_{h}(\Omega \backslash \Gamma)$ and

$$
\forall u_{h} \in \mathbf{V}_{h}(\Omega \backslash \Gamma), \quad u_{h}=\sum_{(i, j) \in \mathcal{H}(\Sigma)} u_{h}\left(\boldsymbol{x}_{i, j}\right) \omega_{i, j}
$$

Proof. Assume that there exist coefficients $\left\{\lambda_{i, j}\right\}_{(i, j) \in \mathcal{H}(\Sigma)}$ such that

$$
\begin{equation*}
\sum_{(i, j) \in \mathcal{H}(\Sigma)} \lambda_{i, j} \omega_{i, j}=0 \tag{6.4}
\end{equation*}
$$

Let $\left(i_{0}, j_{0}\right) \in \mathcal{H}(\Sigma)$ and, given $K \in \Delta_{i_{0}, j_{0}}$, consider a sequence $\left(y_{n}\right)_{n \in \mathbb{N}}$ of points in int $(|K|)$ converging to $\boldsymbol{x}_{i_{0}}$. Note that since $\epsilon_{i, j}^{k} \in V_{h, 0}\left(\Omega_{k}\right), \omega_{i, j}$ differs from $\phi_{i, j}$ only by a continuous function which vanishes at every node of $\Sigma$. Therefore, one has

$$
\lim _{n \rightarrow \infty} \omega_{i, j}\left(y_{n}\right)=\lim _{n \rightarrow \infty} \phi_{i, j}\left(y_{n}\right)
$$

Furthermore, one can check (see e.g. the proof of [2, Lemma 4.1]) that

$$
\lim _{n \rightarrow \infty} \phi_{i, j}\left(y_{n}\right)=\delta_{i, i_{0}} \delta_{j, j_{0}}
$$

Combining this with eq. (6.4), it follows that $\lambda_{i_{0}, j_{0}}=0$. Hence $\left\{\omega_{i, j}\right\}_{(i, j) \in \mathcal{H}(\Sigma)}$ is a free family.
On the other hand, let $u_{h} \in \mathbf{V}_{h}(\Omega \backslash \Gamma)$ and set $v_{h}=\sum_{(i, j) \in \mathcal{H}(\Sigma)} u_{h}\left(\boldsymbol{x}_{i, j}\right) \omega_{i, j}$. Each $\omega_{i, j}$ belongs to $\mathbf{V}_{h}(\Omega \backslash \Gamma)$ so we conclude that $u_{h}-v_{h} \in \mathbf{V}_{h}(\Omega \backslash \Gamma)$. Next, by definition of $\omega_{i, j}$, we have

$$
u_{h}-v_{h}=\sum_{(i, j) \in \mathcal{H}(\Sigma)} u_{h}\left(\boldsymbol{x}_{i, j}\right) \sum_{k=1}^{J} \varepsilon_{i, j}^{k} \in V_{h, 0}\left(\Omega_{1}\right) \oplus \cdots \oplus V_{h, 0}\left(\Omega_{J}\right)
$$

Since $\left(V_{h, 0}\left(\Omega_{1}\right) \oplus \cdots \oplus V_{h, 0}\left(\Omega_{J}\right)\right) \cap \mathbf{V}_{h}(\Omega \backslash \Gamma)=\{0\}$ according to (6.1), we deduce that $u_{h}-v_{h}=0$, which concludes the proof.

The main property of discrete harmonics is that their $H^{1}$ norm can be estimated by a suitable norm of their boundary values, (this is classical, see also see e.g. [37, Lemma 4.10]). For a Lipschitz domain $\mathcal{D}$, let $\gamma_{\mathcal{D}}: H^{1}(\mathcal{D}) \rightarrow L^{2}(\partial \mathcal{D})$ be the pointwise trace operator, and let $H^{1 / 2}(\partial \mathcal{D}) \subset L^{2}(\partial \mathcal{D})$ be the image of $H^{1}(\mathcal{D})$ by the trace operator $\gamma_{\mathcal{D}}$.

Definition 6.3 (Quotient $H^{1 / 2}$ semi-norm). We define the $H^{1 / 2}$ semi-norm as

$$
|u|_{H^{1 / 2}(\partial \mathcal{D})}:=\min _{\gamma_{\mathcal{D}} U=u}\|\nabla u\|_{L^{2}(\mathcal{D})} .
$$

Other equivalent norms are often used for this space, see e.g. [28, Chap. 3], but this definition is convenient here because of scale-invariance results from [32], which play a role in the proof of Lemma 6.11 below.
6.3. Stable volume splitting. We now define a subspace splitting of $V_{h}(\Omega \backslash \Gamma)$ which relies on a partition of the generalized vertices $\boldsymbol{x}_{i, j}$ with $(i, j) \in \mathcal{H}(\Sigma)$, according to the coarse mesh $\Omega_{1}, \ldots, \Omega_{J}$. After removing the interior degrees of freedom (i.e. the spaces $\left.V_{h, 0}\left(\Omega_{j}\right)\right)$, it remains to decompose the space $\mathbf{V}_{h}(\Omega \backslash \Gamma)$. The goal is to construct a decomposition of the type of [37, Algorithm 5.5], but the difference is that here, we need to account for the jumps of the functions in $\mathbf{V}_{h}(\Omega \backslash \Gamma)$ across $\Gamma$, due to the different "sides" of the faces, edges and vertices located on $\Gamma$.

Definition 6.4 (Subspace generated by an index subset of $\mathcal{H}(\Sigma)$ ). Given a subset $\mathcal{H}_{k} \subset \mathcal{H}(\Sigma)$, the subspace $\mathbf{V}_{h}\left(\mathcal{H}_{k}\right) \subset \mathbf{V}_{h}(\Omega \backslash \Gamma)$ generated by $\mathcal{H}_{k}$ is defined by

$$
\mathbf{V}_{h}\left(\mathcal{H}_{k}\right):=\operatorname{Span}\left(\left\{\omega_{i, j}\right\}_{(i, j) \in \mathcal{H}_{k}}\right), \quad \omega_{i, j} \text { defined as in (6.3). }
$$

We denote by $\mathcal{F}^{k}$ a face of the coarse triangulation (i.e., a triangular face of one of the tetrahedra $\Omega_{k}$ ), and first assume that $\mathcal{F}^{k} \notin \mathcal{M}_{\Gamma}$. In this case, define $\mathcal{F}_{h}^{k}$ as the set of pairs $(i, j)$ such that $\boldsymbol{x}_{i}$ belongs to the relative interior of $\mathcal{F}^{k}$ (note that, since $\mathcal{F}^{k}$ is not in $\Gamma, \mathcal{F}_{h}^{k}$ only contains pairs of the form $(i, 1)$ ) and let $\mathbf{V}_{\mathcal{F}^{k}}:=\mathbf{V}_{h}\left(\mathcal{F}_{h}^{k}\right)$.

On the other hand, if the face $\mathcal{F}^{k}$ shared by the coarse tetrahedra $\Omega_{\ell}$ and $\Omega_{m}$ belongs to $\mathcal{M}_{\Gamma}$, then for each vertex $\boldsymbol{x}_{i} \in \operatorname{int}\left(\mathcal{F}^{k}\right)$, there are two generalized vertices $\boldsymbol{x}_{i, 1}$ and $\boldsymbol{x}_{i, 2}$ associated to $\boldsymbol{x}_{i}$, corresponding to either $\Omega_{\ell}$ or $\Omega_{m}$. We then define two spaces $\mathbf{V}_{\mathcal{F}^{k}, \nu}=\mathbf{V}_{h}\left(\mathcal{F}_{h, \nu}^{k}\right), \nu=1,2$, where

$$
\begin{aligned}
& \mathcal{F}_{h, 1}^{k}:=\left\{(i, j) \in \mathcal{H}(\Omega \backslash \Gamma)\left|x_{i} \in \operatorname{int}\left(\mathcal{F}^{k}\right), \Omega_{\ell} \cap\right| \Delta_{i, j} \mid \neq \emptyset\right\} \\
& \mathcal{F}_{h, 2}^{k}:=\left\{(i, j) \in \mathcal{H}(\Omega \backslash \Gamma)\left|\boldsymbol{x}_{i} \in \operatorname{int}\left(\mathcal{F}^{k}\right), \Omega_{m} \cap\right| \Delta_{i, j} \mid \neq \emptyset\right\}
\end{aligned}
$$

The set of remaining pairs $(i, j)$, i.e. those such that $\boldsymbol{x}_{i}$ belongs to the boundary of a coarse face $\mathcal{F}^{k}$, is denoted by $\mathcal{W}_{h}$, and we define the wire-basket space $\mathbf{V}_{\mathcal{W}}:=\mathbf{V}_{h}\left(\mathcal{W}_{h}\right)$. The proposed splitting of $V_{h}(\Omega \backslash \Gamma)$ is then

$$
\begin{equation*}
V_{h}(\Omega \backslash \Gamma)=\sum_{j=1}^{J} V_{h, 0}\left(\Omega_{j}\right)+\sum_{\mathcal{F}^{k} \cap \Gamma=\emptyset} \mathbf{V}_{\mathcal{F}^{k}}+\sum_{\mathcal{F}^{k} \subset \Gamma} \sum_{\nu=1}^{2} \mathbf{V}_{\mathcal{F}^{k}, \nu}+\mathbf{V}_{\mathcal{W}}+V_{H}(\Omega \backslash \Gamma) \tag{6.5}
\end{equation*}
$$

where $V_{H}(\Omega \backslash \Gamma)$ is the "coarse space" of the decomposition, which is the set of elements of $V_{h}(\Omega \backslash \Gamma)$ whose restriction to each $\Omega_{j}$ is affine. For notational convenience, we label the subsets of the splitting as $V_{0}, \ldots, V_{L}$ with $V_{0}=V_{H}(\Omega \backslash \Gamma), V_{1}=\mathbf{V}_{\mathcal{W}}$, and $V_{2}, \ldots, V_{L}$ equal to the remaining spaces, in some arbitrary order. For $u_{h} \in V_{h}(\Omega \backslash \Gamma)$, define

$$
\begin{equation*}
\left\|\left|u_{h}\right|\right\|_{\mathrm{split}}^{2}:=\inf \left\{\sum_{i=0}^{L}\left\|u_{h, i}\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2} \mid \sum_{i=0}^{L} u_{h, i}=u_{h}, u_{h, i} \in V_{i}\right\} \tag{6.6}
\end{equation*}
$$

Theorem 6.5. The splitting in eq. (6.5) is ( $\alpha_{h}, A_{h}$ )-stable with respect to the $H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ norm, in the sense that

$$
\begin{equation*}
\forall u_{h} \in V_{h}(\Omega \backslash \Gamma), \quad \alpha_{h}\left\|u_{h}\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2} \leq\| \| u_{h}\left\|_{\text {split }}^{2} \leq A_{h}\right\| u_{h} \|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2}, \tag{6.7}
\end{equation*}
$$

where,

$$
\alpha_{h} \geq c(1+\log H / h)^{-2}, \quad A_{h} \leq C .
$$

with $c, C>0$ independent of $h$ and $H$.
The proof is given in Appendix F.
6.4. Stable splitting of the jump space. We now define a splitting of $\widetilde{V}_{h}([\Gamma])$ by applying the operator $[\cdot]_{\Gamma}$ on both sides of eq. (6.5). Note that $\left[V_{h, 0}\left(\Omega_{j}\right)\right]=\{0\}$ for all $j=1, \ldots, J$. Moreover,

$$
\left[V_{H}(\Omega \backslash \Gamma)\right]_{\Gamma}=\widetilde{V}_{H}([\Gamma])
$$

where $\widetilde{V}_{H}([\Gamma])$ is defined just as $\widetilde{V}_{h}([\Gamma])$ but using the coarse mesh instead of the fine mesh.
Definition 6.6 (Proposed splitting of the jump space). We define the additive Schwarz operator $P_{\mathrm{ad}}(H ; h)$ according to the splitting

$$
\begin{equation*}
\widetilde{V}_{h}([\Gamma])=\sum_{\mathcal{F}^{k} \subset \Gamma} \sum_{\nu=1}^{2} \widetilde{V}_{\mathcal{F}^{k}, \nu}+\widetilde{V}_{\mathcal{W}}+\widetilde{V}_{H}([\Gamma]), \tag{6.8}
\end{equation*}
$$

where $\widetilde{V}_{\mathcal{F}^{k}, \nu}:=\left[\mathbf{V}_{\mathcal{F}^{k}, \nu}\right]_{\Gamma}$ and $\widetilde{V}_{\mathcal{W}}:=\left[\mathbf{V}_{\mathcal{W}}\right]_{\Gamma}$.
Remark 6.7. We point out that in (6.8), we have $\widetilde{V}_{\mathcal{F}^{k}, 1}=\widetilde{V}_{\mathcal{F}^{k}, 2}$. Therefore, one of the two copies can be removed from the decomposition, without worsening the final stability result. Indeed, one can see that if Theorem 5.1 holds for the full decomposition, then it holds for the decomposition with just one copy of each face jump spaces with the same $\lambda_{h}$, and with $\Lambda_{h}^{\prime}=2 \Lambda_{h}$.
6.5. Proof of Theorem 2.1. We now complete the proof of Theorem 2.1. We bound the condition number $\kappa\left(P_{\text {ad }}\right)$ using Theorem 5.1, where the stability constants $\lambda_{h}, \Lambda_{h}$ are estimated using the concept of induced splittings discussed in Section 5. The initial splitting is given by eq. (6.5), with stability constants given by Theorem 6.5 , and the operator $T$ mapping this initial splitting to the one given in eq. (6.5) is given by the jump operator $[\cdot]_{\Gamma}$. According to Theorem 6.5, it remains to check that the stability conditions of Lemma 5.3 hold. In this context, they take the following form
(A) There exists an $h$-uniformly bounded projection $\Pi_{h}: H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right) \rightarrow H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ onto $V_{h}(\Omega \backslash \Gamma)$ preserving $H^{1}\left(\mathbb{R}^{3}\right)$.
(B) For all but one subspace $V_{n}$ in the decomposition (6.5), there exists $\kappa_{n}>0$ independent of $h$ such that

$$
\forall u \in V_{n}, \quad \min _{v_{0, n} \in V_{n} \cap H^{1}\left(\mathbb{R}^{3}\right)}\left\|u-v_{0, n}\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)} \leq \kappa_{n} \min _{v_{0} \in V_{h}(\Omega \backslash \Gamma) \cap H^{1}\left(\mathbb{R}^{3}\right)}\left\|u-v_{0}\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)} .
$$

By Corollary 6.10 below, (A) holds with $\left\|\Pi_{h}\right\|_{\mathcal{L}\left(H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)\right.}=O(1)$ (with respect to the parameters $h$ and $H$ ). On the other hand, by Lemma 6.11 below, (B) holds with $\kappa_{n}=O(1)$ for each subspace $V_{n}$, with the exception of the wire-basket (this space being the exception permitted by Lemma 5.3).

Proof of (A). We construct the operator $\Pi_{h}$ by combining two quasi-interpolants. The first one is (up to minor modifications) given by the classical Scott-Zhang quasi-interpolant acting on functions in the volume. The second one is the analog of that operator but acting on multi-traces i.e. on the surface of the multi-screen rather than the volume. Note that the extra property that the operator $\Pi_{h}$ of Corollary 6.10 has compared to the classical Scott-Zhang interpolant $\Psi_{h}$ of Proposition 6.8 is that it preserves a larger space (namely $H^{1}\left(\mathbb{R}^{3}\right)$, instead of just $H_{0, \Gamma}^{1}\left(\mathbb{R}^{3}\right)$ ).

Proposition 6.8 (Scott-Zhang quasi-interpolant on $H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ ). There exists a constant $C>0$ such that, for each $h>0$, there exists a projection $\mathscr{Z}_{h}: H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right) \rightarrow H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ onto $V_{h}(\Omega \backslash \Gamma)$ which preserves $H_{0, \Gamma}^{1}\left(\mathbb{R}^{3}\right)$ and satisfies

$$
\left\|\mathscr{Z}_{h} u\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)} \leq C\|u\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)} \quad \forall u \in H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)
$$

One can construct $\mathscr{Z}_{h}$ as in [34]. The analysis extends with only minor adaptations to deal with the more complex domain $\mathbb{R}^{3} \backslash \Gamma$. Note that, by applying to $\mathscr{Z}_{h}$ the same reasoning as to $\Pi_{h}$ in the proof of Corollary 6.10 below, one can show that the combination of the projection property and the stability of the space $H_{0, \Gamma}^{1}\left(\mathbb{R}^{3}\right)$ implies that $\mathscr{Z}_{h}$ preserves piecewise linear point traces, in other words, $\gamma \mathscr{Z}_{h} u=\gamma u$ if $\gamma u \in \mathbb{V}_{h}(\Gamma)$.

Proposition 6.9 (Jump aware quasi-interpolant on $\mathbb{H}^{1 / 2}(\Gamma)$ ). There exists a constant $C>0$ such that, for each $h>0$, there exists a projection $\Phi_{h}: \mathbb{H}^{1 / 2}(\Gamma) \rightarrow \mathbb{H}^{1 / 2}(\Gamma)$ onto $\mathbb{V}_{h}(\Gamma)$ which preserves $H^{1 / 2}([\Gamma])$ and satisfies

$$
\left\|\Phi_{h} u\right\|_{\mathbb{H}^{1 / 2}(\Gamma)} \leq C\|u\|_{\mathbb{H}^{1 / 2}(\Gamma)} \quad \forall u \in \mathbb{H}^{1 / 2}(\Gamma)
$$

The construction can be found in [2].
Corollary 6.10 (Condition (A)). There exists a constant $C>0$ such that, for each $h>0$, there exists a projection $\Pi_{h}: H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right) \rightarrow H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ onto $V_{h}(\Omega \backslash \Gamma)$ which preserves $H^{1}\left(\mathbb{R}^{3}\right)$ and satisfies

$$
\left\|\Pi_{h} u\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)} \leq C\|u\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)} \quad \forall u \in H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)
$$

Proof of Corollary 6.10. Given $u \in H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$, we define $\Pi_{h} u$ as follows. Let $v_{h}=\Phi_{h}(\gamma u)$, and let $V$ be the harmonic lifting of $v_{h}$, i.e. the element of $H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ with minimal $H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ norm such that $\gamma V=v_{h}$. Finally, let

$$
\Pi_{h} u:=\mathscr{Z}_{h}(V) .
$$

It is clear that $\Pi_{h}$ satisfies the required stability, since all operations used to define it are continuous uniformly in $h$. To prove that it is a projection, it is convenient to write

$$
\Pi_{h}=\mathscr{Z}_{h} \circ \mathcal{L} \circ \Phi_{h} \circ \gamma
$$

where $\mathcal{L}: \mathbb{H}^{1 / 2}(\Gamma) \rightarrow H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ is the harmonic lifting operator. We claim that

$$
\begin{equation*}
\gamma \circ \mathscr{Z}_{h} \circ \mathcal{L} \circ \Phi_{h}=\Phi_{h} \tag{6.9}
\end{equation*}
$$

If this holds, then one deduces easily that $\Pi_{h}$ is a projection writing

$$
\Pi_{h}^{2}=\mathscr{Z}_{h} \circ \mathcal{L} \circ \Phi_{h} \circ\left(\gamma \circ \mathscr{Z}_{h} \circ \mathcal{L} \circ \Phi_{h}\right) \circ \gamma=\mathscr{Z}_{h} \circ \mathcal{L} \circ \Phi_{h} \circ \Phi_{h} \circ \gamma=\Pi_{h}
$$

since $\Phi_{h}$ is a projection. To prove eq. (6.9), we fix $\varphi \in \mathbb{H}^{1 / 2}(\Gamma)$ and let $\varphi_{h}=\Phi_{h}(\varphi)$. Then, by Lemma E.1, one has

$$
\gamma\left(\mathscr{Z}_{h} \mathcal{L}\left(\varphi_{h}\right)\right)=\varphi_{h}
$$

Since this holds for all $\varphi \in \mathbb{H}^{1 / 2}(\Gamma)$, the claim in eq. (6.9) follows.
Finally, let us show that $\Pi_{h}$ preserves $H^{1}\left(\mathbb{R}^{3}\right)$. Assume that $u \in H^{1}\left(\mathbb{R}^{3}\right)$, let $v_{h}=\Phi_{h}(\gamma u)$ and $V=\mathcal{L} v_{h}$ the harmonic lifting of $v_{h}$ as before. Note that $v_{h} \in H^{1 / 2}([\Gamma])$ since $\Phi_{h}$ preserves this space and $\gamma u \in H^{1 / 2}([\Gamma])$. Let $w_{h} \in V_{h}(\Omega \backslash \Gamma)$ be such that $\gamma w_{h}=v_{h}$ (the existence of $w_{h}$ is guaranteed by the fact that $v_{h} \in \mathbb{V}_{h}(\Gamma)=\gamma\left(V_{h}(\Omega \backslash \Gamma)\right)$. Then we have

$$
\gamma\left(V-w_{h}\right)=v_{h}-v_{h}=0
$$

i.e. $V-w_{h} \in H_{0, \Gamma}^{1}\left(\mathbb{R}^{3}\right)$. Therefore, since $\mathscr{Z}_{h}$ preserves $H_{0, \Gamma}^{1}\left(\mathbb{R}^{3}\right)$, we conclude

$$
0=\gamma\left(\mathscr{Z}_{h}\left(V-w_{h}\right)\right)=\gamma \Pi_{h} u-\gamma \mathscr{Z}_{h} w_{h}=\gamma \Pi_{h} u-\gamma w_{h}=\gamma \Pi_{h} u-v_{h}
$$

recalling that $\mathscr{Z}_{h} V=\mathscr{Z}_{h} \mathcal{L} \Phi_{h} \gamma u=\Pi_{h} u$ by definition of $\Pi_{h}$, and using that $\mathscr{Z}_{h} w_{h}=w_{h}$. In other words, $\gamma \Pi_{h} u=v_{h} \in H^{1 / 2}([\Gamma])$, i.e. $\Pi_{h} u \in H^{1}\left(\mathbb{R}^{3}\right)$. This concludes the proof.

Proof of (B). We show that the condition (B) holds in the following lemma.
Lemma 6.11 (Condition (B)). The condition (B) is satisfied by every space $V_{n}$ except the wire-basket space $\mathbf{V}_{\mathcal{W}}$ in the splitting (6.5), with a constant $\kappa_{n}=O(1)$.

Proof. The condition is vacuous for the subspaces $\mathbf{V}_{\mathcal{F}^{k}}$ with $\mathcal{F}^{k} \cap \Gamma=\emptyset$, because in this case, $\mathbf{V}_{\mathcal{F}^{k}} \subset H^{1}\left(\mathbb{R}^{3}\right)$, hence the left-hand side of the inequality is 0 . For the same reason, the condition is satisfied for the spaces $V_{h, 0}\left(\Omega_{j}\right)$.

- For the space $V_{H}(\Omega \backslash \Gamma)$, we have by Lemma E. 2 and Corollary 6.10

$$
\min _{v_{H, 0} \in V_{H}(\Omega \backslash \Gamma) \cap H^{1}(\Omega)}\left\|u-v_{H, 0}\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)} \leq\left\|\Pi_{H}\right\|_{\mathcal{L}\left(H^{1}(\Omega \backslash \Gamma)\right)}\left\|[u]_{\Gamma}\right\|_{\widetilde{H}^{1 / 2}([\Gamma])} \quad \forall u \in \mathbb{H}^{1 / 2}(\Gamma)
$$

This implies condition (B) for this space by the quotient definition of the $\widetilde{H}^{1 / 2}([\Gamma])$ norm.

- If $\mathcal{F}^{k} \subset \Gamma$, then we have $\mathbf{V}_{\mathcal{F}^{k}, \nu} \cap H^{1}\left(\mathbb{R}^{3}\right)=\{0\}$, for $\nu=1,2$, so it suffices to show

$$
\left\|u_{h}\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)} \leq C\left\|\left[u_{h}\right]_{\Gamma}\right\|_{\tilde{H}^{1 / 2}([\Gamma])}, \quad \forall u_{h} \in \mathbf{V}_{\mathcal{F}^{k}, \nu}
$$

Let $u_{h} \in \mathbf{V}_{\mathcal{F}^{k}, \nu}$ and $\varphi_{h}=\gamma_{\ell} u_{h}$, where $\ell$ is the index such that $\operatorname{supp} u_{h} \subset \Omega_{\ell}$. Let $U \in H^{1}\left(\Omega_{\ell}\right)$ be the unique element of $H^{1}\left(\Omega_{\ell}\right)$ with $\gamma_{\ell} U=\varphi_{h}$ and

$$
\|\nabla U\|_{L^{2}\left(\Omega_{\ell}\right)}^{2}=\left|\varphi_{h}\right|_{H^{1 / 2}\left(\partial \Omega_{\ell}\right)}^{2}
$$

in view of Definition 6.3. With $\mathscr{Z}_{\ell}$ a Scott-Zhang interpolant onto $V_{h}\left(\Omega_{\ell}\right)$, let $U_{h}=\mathscr{Z}_{\ell} U$. One has, on the one hand,

$$
\left\|U_{h}\right\|_{H^{1}\left(\Omega_{\ell}\right)}^{2} \leq C\|U\|_{H^{1}\left(\Omega_{\ell}\right)}^{2}
$$

by the mapping properties of $\mathscr{Z}_{\ell}$, and, on the other hand,

$$
\left\|u_{h}\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2}=\left\|u_{h}\right\|_{H^{1}\left(\Omega_{\ell}\right)}^{2} \leq\left\|U_{h}\right\|_{H^{1}\left(\Omega_{\ell}\right)}^{2}
$$

Here we used the minimizing property of discrete harmonics, and the fact that $\gamma_{\ell}\left(U_{h}\right)=\varphi_{h}$, since $\mathscr{Z}_{\ell}$ preserves piecewise linear boundary values. Since $\varphi_{h}$ vanishes on the faces of $\Omega_{\ell}$
distinct from $\mathcal{F}^{k}$, we can find a face $\mathcal{F}$ of $\Omega_{\ell}$ such that $U_{h}$ vanishes on $\mathcal{F}$, hence, by [31, Lemma 2.57],

$$
\|U\|_{L^{2}\left(\Omega_{\ell}\right)}^{2} \leq C H^{2}\|\nabla U\|_{L^{2}\left(\Omega_{\ell}\right)}^{2} \leq C\|\nabla U\|_{L^{2}\left(\Omega_{\ell}\right)}^{2}
$$

since $H$ is bounded. Combining these estimates, we arrive at

$$
\left\|u_{h}\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2} \leq C\left|\varphi_{h}\right|_{H^{1 / 2}(\Gamma)}^{2}
$$

By [32, Lemma 6.5], there holds

$$
\left|\varphi_{h}\right|_{H^{1 / 2}\left(\partial \Omega_{\ell}\right)}^{2} \leq c_{\ell}\left(W_{\ell} \varphi_{h}, \varphi_{h}\right)_{L^{2}\left(\partial \Omega_{\ell}\right)}
$$

where $W_{\ell}$ is the classical hypersingular operator on $\partial \Omega_{\ell}$, and where the constant $c_{\ell}$ is uniformly bounded, due the shape-regularity of the coarse mesh. Since $u_{h}$ vanishes on all $\Omega_{m}$ for $m \neq \ell$, by Theorem 3.8, we have

$$
a\left(\left[u_{h}\right]_{\Gamma},\left[u_{h}\right]_{\Gamma}\right)=\iint_{\partial \Omega_{\ell} \times \partial \Omega_{\ell}} \frac{\operatorname{curl}_{\ell} \varphi_{h}(x) \cdot \operatorname{curl}_{\ell} \varphi_{h}(y)}{4 \pi\|x-y\|}=\left(W_{\ell} \varphi_{h}, \varphi_{h}\right)_{L^{2}\left(\partial \Omega_{\ell}\right)}
$$

Therefore,

$$
\left\|u_{h}\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2} \leq C a\left(\left[u_{h}\right]_{\Gamma},\left[u_{h}\right]_{\Gamma}\right) \leq C_{W}\left\|\left[u_{h}\right]_{\Gamma}\right\|_{\widetilde{H}^{1 / 2}([\Gamma])}^{2}
$$

which implies condition (B) for the face space $\mathbf{V}_{\mathcal{F}^{k}, \nu}$.
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## Appendix A. Proof of Theorem 3.7.

Proof. The existence and uniqueness of $\varphi^{*}$ follows from the Riesz representation theorem since $a(\cdot, \cdot)$ defines a scalar product on $\widetilde{H}^{1 / 2}(\Gamma)$. In turn, the properties of the double-layer potential
stated below Definition 3.3 imply that $\mathcal{U}=\operatorname{DL} \varphi^{*}$ satisfies $\Delta \mathcal{U}=0$ on $\mathbb{R}^{3} \backslash \Gamma$ and $\mathcal{U}=O\left(\frac{1}{\|x\|}\right)$. Moreover, by definition of the bilinear form $a(\cdot, \cdot)$ and using the jump relation [DL $\left.\varphi^{*}\right]=\left[\varphi^{*}\right]$,

$$
a\left([v]_{\Gamma}, \varphi^{*}\right)=\left\langle\left\langle v, \pi_{n}(\nabla \mathcal{U})\right\rangle\right\rangle \quad \forall v \in \mathbb{H}^{1 / 2}(\Gamma)
$$

Notice that for all $v \in \mathbb{H}^{1 / 2}(\Gamma)$, one has $a\left(\varphi^{*},[v]_{\Gamma}\right)=l_{g}\left([v]_{\Gamma}\right)=\langle\langle v, \mathbf{g}\rangle\rangle$ by definition of $\varphi^{*}$ and $l_{g}$ and using that $a(\cdot, \cdot)$ is symmetric. Therefore,

$$
\left\langle\left\langle v, \pi_{n}(\mathbf{g})-\pi_{n}(\nabla \mathcal{U})\right\rangle\right\rangle=0 \quad \forall v \in \mathbb{H}^{1 / 2}(\Gamma),
$$

implying that $\pi_{n}(\mathbf{g})=\pi_{n}(\nabla \mathcal{U})$ in $\mathbb{H}^{-1 / 2}(\Gamma)$ by eq. (3.2). It remains to prove the uniqueness of the solution $\mathcal{U}$. Let $\mathcal{U}$ be a solution of the PDE with $\mathbf{g}=0$. The boundary condition $\pi_{n}(\nabla \mathcal{U})$ can then be rephrased as $\nabla \mathcal{U} \in H_{0, \Gamma}\left(\operatorname{div}, \mathbb{R}^{3}\right)$. Let $\rho_{0}>0$ be sufficiently large so that $\Gamma$ is contained in a ball $\subset B_{\rho_{0}}:=\left\{x \in \mathbb{R}^{3} \mid\|x\|<\rho_{0}\right\}$. Observe that by the representation theorem, there holds

$$
\begin{equation*}
\mathcal{U}(x)=\int_{\partial B_{\rho}} \frac{\boldsymbol{n}_{\rho}(y) \cdot(x-y)}{4 \pi\|x-y\|^{3}} \mu(y) d y-\int_{\partial B_{\rho}} \frac{1}{4 \pi\|x-y\|} \lambda(y) d y \quad \forall x \in\left(\overline{B_{\rho}}\right)^{c} \tag{A.1}
\end{equation*}
$$

where $\mu(y)=\mathcal{U}(y) \in H^{1 / 2}\left(\partial B_{\rho}\right)$ and $\lambda(y)=\frac{y}{\|y\|} \cdot \nabla \mathcal{U}(y) \in H^{-1 / 2}\left(\partial B_{\rho}\right)$. In particular, one has $\nabla \mathcal{U}=O\left(\frac{1}{\|x\|^{2}}\right)$ uniformly as $x \rightarrow \infty$. Given $\rho \geq \rho_{0}$, integrating by parts on $B_{\rho} \cap\left(\mathbb{R}^{3} \backslash \Gamma\right)$ and using that $\Delta \mathcal{U}=0$ on each $\mathbb{R}^{3} \backslash \Gamma$ and $\nabla \mathcal{U} \in H_{0, \Gamma}\left(\operatorname{div}, \mathbb{R}^{3}\right)$, we obtain

$$
\begin{equation*}
\int_{B_{\rho} \cap\left(\mathbb{R}^{3} \backslash \Gamma\right)}|\nabla \mathcal{U}|^{2}=\int_{\partial B_{\rho}} \mathcal{U}\left(\frac{x}{\|x\|} \cdot \nabla \mathcal{U}\right) d x \tag{A.2}
\end{equation*}
$$

The decay conditions for $\mathcal{U}$ and $\nabla \mathcal{U}$ imply that the right-hand in eq. (A.2) tends to 0 as $\rho \rightarrow \infty$. We conclude that $\nabla \mathcal{U}=0$ on $\mathbb{R}^{3} \backslash \Gamma$ hence $\mathcal{U}=0$ since $\mathbb{R}^{3} \backslash \Gamma$ is connected.

Appendix B. A dense subspace of $H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$.
Definition B. 1 (Space $X^{\infty}$, see also [11]). Let $X^{\infty}$ be the space defined by

$$
X^{\infty}:=\left\{u \in H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right) \cap C^{\infty}\left(\mathbb{R}^{3} \backslash \Gamma\right) \mid u_{j} \in C^{\infty}\left(\overline{\Omega_{j}}\right) \text { for all } j=0, \ldots, J\right\}
$$

where, for any open set $U \subset \mathbb{R}^{3}$, the set $C^{\infty}(\bar{U})$ is the set of restrictions to $U$ of elements of $C^{\infty}\left(\mathbb{R}^{3}\right)$.

The goal of this section is to prove the following result, stated in [11]:
Theorem B. 2 (Density of $\left.X^{\infty}\right)$. The set $X^{\infty}$ is dense in $H^{1}\left(\mathbb{R}^{d} \backslash \Gamma\right)$.
In what follows, for $j=0, \ldots, J$, let

$$
\Sigma_{j}:=\partial \Omega_{j} \backslash \overline{\Gamma_{j}}
$$

where $\Gamma_{j}=\Gamma \cap \partial \Omega_{j}$. Recall that both $\Gamma_{j}$ and $\Sigma_{j}$ are simple Lipschitz screens with $\partial \Gamma_{j}=\partial \Sigma_{j}$. We recall a result from [12] (the statement therein is weaker than the one below, but the proof given in that reference actually proves the stronger statement).

Proposition B. 3 ([12, Prop. 8.11]). The set of functions $u \in H^{1}\left(\mathbb{R}^{d} \backslash \Gamma\right)$ which vanish in a neighborhood of $\cup_{j=0}^{J} \partial \Gamma_{j}$ is dense in $H^{1}\left(\mathbb{R}^{d} \backslash \Gamma\right)$.

Lemma B.4. Let $K$ be a compact set of $\mathbb{R}^{n}$ and $V \subset \mathbb{R}^{n}$ such that $d(K, V)>0$. Then there exists a function $f \in W^{1, \infty}\left(\mathbb{R}^{d}\right)$ such that $f=0$ on $K$ and $f=1$ on $V$.

Proof. It suffices to put $f(x)=\frac{d(x, K)}{d(x, K)+d(x, V)}$. First notice that

$$
g(x):=d(x, K)+d(x, V) \geq d(K, V)=: \alpha>0
$$

since $K$ is compact. Moreover,

$$
\begin{aligned}
|f(x)-f(y)| & =\left|\frac{d(y, V)[d(x, K)-d(y, K)]+d(y, K)[d(y, V)-d(x, V)]}{g(x) g(y)}\right| \\
& \leq \frac{d(y, V)}{g(y)} \frac{d(x, y)}{\alpha}+\frac{d(y, K)}{g(y)} \frac{d(x, y)}{\alpha} \\
& =\frac{d(x, y)}{\alpha} \quad \forall x, y \in \mathbb{R}^{n} .
\end{aligned}
$$

Corollary B.5. In the previous result, one can also choose $f$ such that $f=1$ in a neighborhood of $K$ and 0 in a neighborhood of $V$.

Proof. Take $f$ as before. Note that $K \subset f^{-1}(0)$ and $V \subset f^{-1}(1)$. Therefore, for any neighborhoods $U_{0}$ and $U_{1}$ of 0 and 1 respectively in $\mathbb{R}, f^{-1}\left(U_{0}\right)$ and $f^{-1}\left(U_{1}\right)$ are neighborhoods of $K$ and $V$ respectively in $\mathbb{R}^{n}$. Based on this idea, for some $\eta \in\left(\frac{1}{2}, 1\right)$, let $f_{\eta}$ be defined by

$$
f_{\eta}(x)= \begin{cases}\eta & \text { if } f(x) \geq \eta \\ f(x) & \text { if } 1-\eta \leq f \leq \eta \\ 1-\eta & \text { if } f(x) \leq 1-\eta\end{cases}
$$

Set $g=\frac{f_{\eta}-(1-\eta)}{2 \eta-1}$. Then $g$ is equal to 0 in the set $f^{-1}(]-\infty, 1-\eta[)$ and $g=1$ on $f^{-1}(] \eta,+\infty[)$, so $g$ satisfies the required property.

Lemma B.6. Let $u \in H^{1}\left(\mathbb{R}^{d} \backslash \Gamma\right)$ be such that $u$ vanishes in the neighborhood of $\cup_{j} \partial \Gamma_{j}$. Then

$$
u=u_{1}+u_{2}
$$

where $u_{1} \in H^{1}\left(\mathbb{R}^{d} \backslash \Gamma\right)$ vanishes in a neighborhood of $\bar{\Sigma}_{j}$ for all $j$ and $u_{2}$ is the restriction to $\mathbb{R}^{d} \backslash \Gamma$ of a function $U_{2} \in H^{1}\left(\mathbb{R}^{d}\right)$.

Proof. Let $U$ be an open neighborhood of $\cup_{j=1}^{J} \partial \Gamma_{j}$ in which $u$ vanishes. Define the compact set $K=\Gamma \backslash U$, and let $V=\cup_{j} \overline{\Sigma_{j}}$. Note that $V$ is closed and disjoint from $K$, so since $K$ is compact, it is at a positive distance of $K$. Thus we can apply Theorem B. 5 to fix a function $\chi \in W^{1, \infty}\left(\mathbb{R}^{d}\right)$ such that $\chi=0$ in a neighborhood of $K$ and $\chi=1$ in a neighborhood of $V$. Then we define $u_{1}=(1-\chi) u$ and $u_{2}=\chi u$. By the chain rule, it is immediate that $u_{1}$ and $u_{2}$ are in $H^{1}\left(\mathbb{R}^{d} \backslash \Gamma\right)$ since $\chi \in W^{1, \infty}\left(\mathbb{R}^{d} \backslash \Gamma\right)$. Clearly, $u_{1}$ satisfies the required property by definition of $\chi$. It remains to show that $u_{2}$ can be extended to a $H^{1}$ function on $\mathbb{R}^{d}$. For this, we set $U_{2}(x)=0$ for $x \in \Gamma$ and $U_{2}(x)=u_{2}(x)$ for $x \in \mathbb{R}^{d} \backslash \Gamma$. Let $U_{K}$ be a neighborhood of $K$ on which $\chi$ vanishes. Then $U_{K} \cup U$ is a neighborhood of $\Gamma$ where $U_{2}$ vanishes. Thus $U_{2}$ is in $H^{1}\left(\mathbb{R}^{d}\right)$ since

$$
\begin{aligned}
\int_{\mathbb{R}^{d}}\left|U_{2}(x)\right|^{2}+\left|\nabla U_{2}(x)\right|^{2} & =\int_{\mathbb{R}^{d} \backslash\left(U_{K} \cup U\right)}\left|U_{2}(x)\right|^{2}+\left|\nabla U_{2}(x)\right|^{2} d x \\
& =\int_{\mathbb{R}^{d} \backslash\left(U_{k} \cup U\right)}|u(x)|^{2}+|\nabla u(x)|^{2} d x \leq\|u\|_{H^{1}\left(\mathbb{R}^{d} \backslash \Gamma\right)}^{2} .
\end{aligned}
$$

Lemma B.7. Let $\Omega$ be a Lipschitz domain and let $\Sigma \subset \partial \Omega$ be a Lipschitz screen. If $u \in H^{1}(\Omega)$ vanishes in a neighborhood of $\Sigma$, then for all $\varepsilon>0$ there exists $\varphi_{\varepsilon} \in C^{\infty}(\bar{\Omega}) \cap H^{1}(\Omega)$ such that $\varphi=0$ in a neighborhood of $\Sigma$ and

$$
\left\|u-\varphi_{\varepsilon}\right\|_{H^{1}(\Omega)} \leq \varepsilon
$$

Proof. First let $U$ be a neighborhood of $\Sigma$ where $u=0$. Introduce a smooth cutoff function $\chi$ which is identically 1 outside $U$ and vanishes in a smaller neighborhood $V$ of $\Sigma$. This is possible since $\Sigma$ is closed [39, Cor 16.4]. Let $M=\|\chi\|_{W^{1, \infty}(\Omega)}$. Fix $\varepsilon>0$. Since $C^{\infty}(\bar{\Omega}) \cap H^{1}(\Omega)$ is dense in $H^{1}(\Omega)$ (because $\Omega$ is a Lipschitz domain, see [28, Thm. 3.29]), we can find $\varphi \in C^{\infty}(\bar{\Omega})$ such that $\|u-\varphi\|_{H^{1}(\Omega)} \leq \frac{\varepsilon}{M}$. Then $\chi \varphi$ vanishes in a neighborhood of $\Sigma$ and

$$
\|\chi \varphi-u\|_{H^{1}(\Omega)}=\|\chi \varphi-\chi u\| \leq M\|\varphi-u\| \leq \varepsilon
$$

concluding the proof.
Proof of Theorem B.2. By Proposition B.3, we can first assume that $u$ vanishes in a neighborhood of $\cup_{j=1}^{J} \partial \Gamma_{j}$ and therefore represent it as $u_{1}+u_{2}$ as in Lemma B.6. Fix $\varepsilon>0$. By density of $C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ in $H^{1}\left(\mathbb{R}^{d}\right)\left([28\right.$, Lemma 3.24] $)$, there is $\varphi_{2} \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ such that $\left\|u_{2}-\varphi_{2}\right\|_{H^{1}\left(\mathbb{R}^{d}\right)} \leq \varepsilon$. On the other hand, by Lemma B. 7 for each $j$, there exists $\psi_{j} \in C^{\infty}\left(\overline{\Omega_{j}}\right) \cap H^{1}\left(\Omega_{j}\right)$ such that $\psi_{j}$ vanishes in a neighborhood of $\bar{\Sigma}_{j}$ and

$$
\left\|u_{1 \mid \Omega_{j}}-\psi_{j}\right\|_{H^{1}\left(\Omega_{j}\right)} \leq \varepsilon
$$

Let $\psi$ be defined by

$$
\psi(x)= \begin{cases}\psi_{j}(x) & \text { if } x \in \Omega_{j} \\ 0 & \text { if } x \cup_{j} \Sigma_{j}\end{cases}
$$

We claim that $\psi \in X^{\infty}$. Indeed, $\psi$ is $C^{\infty}$ at any $x \in \Omega_{j}$, and if $x \in \Sigma_{j}$ for some $j$, then $\psi$ is identically 0 in a neighborhood of $x$. We furthermore have

$$
\left\|u_{1}-\psi\right\|_{H^{1}\left(\mathbb{R}^{d} \backslash \Gamma\right)} \leq J \varepsilon
$$

In conclusion, letting $\varphi=\varphi_{1}+\varphi_{2}$, we can write

$$
\|u-\varphi\|_{H^{1}\left(\mathbb{R}^{d} \backslash \Gamma\right)} \leq(J+1) \varepsilon
$$

concluding the proof.

## Appendix C. Properties of the Hypersingular bilinear form.

Lemma C. 1 (Poincaré-type inequality). Let $\Gamma$ be a polygonal multiscreen such that $\mathbb{R}^{3} \backslash \Gamma$ is connected and let $\Omega_{0}, \ldots, \Omega_{j}$ be as in Definition 3.2. There exists a positive constant $C=$ $C\left(\Gamma, \Omega_{0}, \ldots, \Omega_{j}\right)>0$ such that

$$
\|u\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2} \leq C\left(\|u\|_{H^{1}\left(\Omega_{0}\right)}^{2}+\sum_{j=1}^{J}\|\nabla u\|_{L^{2}\left(\Omega_{j}\right)}^{2}\right) \quad \forall u \in H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)
$$

Proof. It suffices to show that there exists $C>0$ such that

$$
\sum_{j=1}^{J}\|u\|_{L^{2}\left(\Omega_{j}\right)}^{2} \leq C\left(\|u\|_{H^{1}\left(\Omega_{0}\right)}^{2}+\sum_{j=1}^{N}\|\nabla u\|_{L^{2}\left(\Omega_{j}\right)}^{2}\right)
$$

Assuming that it is not true, one may construct a sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ of functions in $H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ such that

$$
\begin{gather*}
\sum_{j=1}^{J}\left\|u_{n}\right\|_{L^{2}\left(\Omega_{j}\right)}^{2}=1 \quad \forall n \in \mathbb{N}  \tag{C.1}\\
\lim _{n \rightarrow 0}\left(\left\|u_{n}\right\|_{H^{1}\left(\Omega_{0}\right)}^{2}+\sum_{j=1}^{N}\left\|\nabla u_{n}\right\|_{L^{2}\left(\Omega_{j}\right)}^{2}\right)=0 \tag{C.2}
\end{gather*}
$$

Extracting a subsequence, we can assume that $u_{n}$ converges weakly in $H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ to some $u_{\infty} \in$ $H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right.$ ). By eq. (C.2), $u_{\infty}=0$ on $\Omega_{0}$. Moreover, the conditions in eqs. (C.1) and (C.2) imply that the sequences $\left(\left\|u_{n}\right\|_{H^{1}\left(\Omega_{j}\right)}\right)_{n \in \mathbb{N}}$ are bounded bounded for $j=1, \ldots, J$. Using the compact embedding $H^{1}\left(\Omega_{j}\right) \subset \subset L^{2}(\Omega)$ (since $\Omega_{j}$ is bounded for $\left.j=1, \ldots, J\right)$ and extracting a new subsequence, one can further assume that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-u_{\infty}\right\|_{L^{2}\left(\Omega_{j}\right)}=0 \tag{C.3}
\end{equation*}
$$

We now show that $u_{\infty}$ is locally constant by computing the quantity $\ell:=\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{3} \backslash \Gamma} u_{n} u_{\infty}+$ $\nabla u_{n} \cdot \nabla u_{\infty}$ in two different ways. On the one hand, by weak convergence, $\ell=\left\|u_{\infty}\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2}$. On the other hand, using eqs. (C.2) and (C.3), $\ell=\left\|u_{\infty}\right\|_{L^{2}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2}$. Thus,

$$
\left\|\nabla u_{\infty}\right\|_{L^{2}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2}=\|u\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2}-\|u\|_{L^{2}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2}=\ell-\ell=0
$$

i.e., $u_{\infty}$ is locally constant. Since $\mathbb{R}^{3} \backslash \Gamma$ is connected, it follows that $u_{\infty}=0$, which contradicts eqs. (C.1) and (C.3).

Lemma C.2. For all $u, v \in \mathbb{H}^{1 / 2}([\Gamma])$, one has the identity

$$
\begin{equation*}
\langle\langle u, \mathrm{~W} v\rangle\rangle=\sum_{j=0}^{J} \int_{\Omega_{j}} \nabla \mathrm{DL} u \cdot \nabla \mathrm{DL} v d x \tag{C.4}
\end{equation*}
$$

Proof. We first notice that

$$
\langle\langle\gamma(\mathrm{DL} u), \mathrm{W} v\rangle\rangle=\langle\langle u, \mathrm{~W} v\rangle\rangle
$$

due to the jump relation (3.9), the polarity of the single trace spaces $H^{ \pm 1 / 2}([\Gamma])$, and the fact that $\mathrm{W} v \in H^{-1 / 2}([\Gamma])$. Moreover, by definition

$$
\langle\langle\gamma(\mathrm{DL} u), \mathrm{W} v\rangle\rangle=\sum_{j=0}^{J} \int_{\Omega_{j}} \nabla \mathrm{DL} u(x) \cdot \nabla \mathrm{DL} v(x)+\mathrm{DL} u(x) \Delta(\mathrm{DL} v)(x) d x
$$

The second term vanishes since $\mathrm{DL} u$ is harmonic in $\mathbb{R}^{3} \backslash \Gamma$, proving the result.
Theorem C.3. There exists a constant $c_{W}>0$ such that

$$
\begin{equation*}
\forall u \in \mathbb{H}^{1 / 2}(\Gamma), \quad\left\langle\langle u, \mathrm{~W} u\rangle \geq c_{W}\left\|[u]_{\Gamma}\right\|_{\widetilde{H}^{1 / 2}([\Gamma])}^{2}\right. \tag{C.5}
\end{equation*}
$$

Proof. Let $\chi \in C_{c}^{\infty}\left(\mathbb{R}^{3}\right)$ be a compactly supported function such that $\chi \equiv 1$ in a neighborhood of $\Omega$. Because the support of $\chi$ is bounded, we have $C_{\chi}=\sup _{x \in \mathbb{R}^{3}}(|\chi(x)|+|\nabla \chi(x)|)\left(1+\|x\|^{2}\right)<\infty$. By Lemma C.1, the jump relation (3.9), using the quotient definition of the $\widetilde{H}^{1 / 2}([\Gamma])$ norm and using that $\gamma(\mathrm{DL} u)=\gamma(\chi \mathrm{DL} u)$,

$$
\begin{aligned}
\left\|[u]_{\Gamma}\right\|_{\tilde{H}^{1 / 2}([\Gamma])} & =\left\|[\mathrm{DL} u]_{\Gamma}\right\|_{\tilde{H}^{1 / 2}([\Gamma])} \\
& \leq C_{P} \sum_{j=1}^{J} \int_{\Omega_{j}}|\nabla \mathrm{DL} u|^{2}+2 \int_{\Omega_{0}}\left(|\chi|^{2}+|\nabla \chi|^{2}\right)\left(|\mathrm{DL} u|^{2}+|\nabla \mathrm{DL} u|^{2}\right) \\
& \leq C_{p}^{\prime} \sum_{j=0}^{J} \int_{\Omega_{j}}|\nabla \mathrm{DL} u|^{2}+C_{P}^{\prime} \int_{\Omega_{0}}|\mathrm{DL} u|^{2} /\left(1+\|x\|^{2}\right) d x
\end{aligned}
$$

where we applied the Leibniz rule to the term $\nabla(\chi \mathrm{DL} u)$, and introduced the constant $C_{p}^{\prime}=$ $\max \left(C_{P}, C_{\chi}\right)$. To conclude, we may apply the Poincaré inequality in the Beppo Levi space [33, Thm 2.10.10] which shows that $\int_{\Omega_{0}}|\operatorname{DL} u|^{2} /\left(1+\|x\|^{2}\right) d x \leq C \int_{\Omega_{0}}|\nabla \mathrm{DL} u|^{2} d x$ for some fixed constant $C>0$ that does not depend on $u$. This finishes the proof.

To prove Theorem 3.8, we start by two elementary technical lemmas.
Lemma C. 4 (Almost all points of the skeleton are on exactly two boundaries). Let $j, k \in$ $\{0, \ldots, J\}, j \neq k$. Then, for $\sigma_{j}$-almost all $x \in \partial \Omega_{j} \cap \partial \Omega_{k}$, there holds

$$
\begin{equation*}
\boldsymbol{n}_{j}(x)=-\boldsymbol{n}_{k}(x) . \tag{C.6}
\end{equation*}
$$

Moreover, if $j, k, l$ are three distinct indices of $\{0, \ldots, J\}$, then $\partial \Omega_{j} \cap \partial \Omega_{k} \cap \partial \Omega_{l}$ is of $\sigma_{j}$-measure 0 .
Proof. Let us first assume that $j, k \neq 0$. We then decompose $\partial \Omega_{j} \cap \partial \Omega_{k}$ in triangles, using the meshes $\partial \mathcal{M}_{\Omega_{j}}$ and $\partial \mathcal{M}_{\Omega_{k}}$, which are both regular. A triangle $T$ of $\partial \mathcal{M}_{\Omega_{j}}$ is incident to two tetrahedrons exactly, $K_{j} \in \mathcal{M}_{\Omega_{j}}$ and $K_{k} \in \mathcal{M}_{\Omega_{k}}$. For $x$ in the relative interior of $|T|$, the relation (C.6) is obvious. What remains, i.e. (the convex hulls of) the edges of $\partial \mathcal{M}_{\Omega_{j}} \cap \partial \mathcal{M}_{\Omega_{k}}$, is a set of surface measure 0 . The case where one of the indices $j, k$ is 0 is treated similarly. The last statement is also obtained by reasoning on the decomposition in triangles, edges and vertices.

Lemma C. 5 (All points of the skeleton are on at least two boundaries). For each $j \in$ $\{0, \ldots, J\}$, there holds

$$
\partial \Omega_{j}=\bigcup_{k \in\{0, \ldots J\} \backslash\{j\}} \partial \Omega_{j} \cap \partial \Omega_{k} .
$$

Proof. Fix $j \in\{0, \ldots, J\}$, let $x \in \partial \Omega_{j}$ and, seeking a contradiction, assume that $x$ is not in $\partial \Omega_{k}$ for any $k \neq j$. We first deduce that $x$ is not in the set

$$
\bigcup_{k \in\{0, \ldots, J\} \backslash\{j\}} \overline{\Omega_{k}} .
$$

Indeed, it is impossible for $x$ to be in $\Omega_{k}$ for any $k \neq j$, because otherwise, there would be a ball $B_{x}$ centered at $x$ such that $B_{x} \subset \Omega_{k}$. But since $x \in \partial \Omega_{j}$, the ball $B_{x}$ contains at least a point of $\Omega_{j}$, implying that $\Omega_{j} \cap \Omega_{k} \neq \emptyset$, contradicting the fact that $\Omega_{0}, \ldots, \Omega_{J}$ is a Lipschitz partition of $\mathbb{R}^{3}$. We now construct a point $y$ which is not in the union

$$
\bigcup_{k \in\{0, \ldots J\}} \overline{\Omega_{k}}
$$

To do this, we remark that $x$ is at a positive distance of $\overline{\Omega_{k}}$ for every $k \neq j$, so there exists $\varepsilon$ small enough so that, for all $k \neq j, B(x, \varepsilon) \cap \overline{\Omega_{k}}=\emptyset$. In this same ball, we claim that there must be a point $y \notin \overline{\Omega_{i}}$ : if there were not, we would then have $B(x, \varepsilon) \subset \overline{\Omega_{i}}$, i.e. $x \in \operatorname{int}(\bar{\Omega})$. But, since every Lipschitz domain $\Omega$ satisfies the property $\operatorname{int}(\bar{\Omega})=\Omega$, we would have $x \in \Omega_{i}$ which is impossible since $x$ was chosen in $\partial \Omega_{i}$ to begin with. The existence of $y$ is proven, yet impossible since

$$
\bigcup_{k=1}^{J} \overline{\Omega_{k}}=\mathbb{R}^{3}
$$

which is the desired contradiction.
Remark C.6. The previous proof does not require a polygonal multi-screens, but can be applied to general, Lipschitz multi-screens.

We now prove that the weak representation identity holds when $u$ and $v$ are sufficiently smooth, so that all integrations by parts make sense. We then obtain Theorem 3.8 using a density argument.

Lemma C. 7 (Weakly singular representation of the bilinear form $a$ on $X^{\infty} \times X^{\infty}$ ). For $u, v \in$ $X^{\infty}$, there holds

$$
\begin{equation*}
a\left([u]_{\Gamma},[v]_{\Gamma}\right)=\sum_{j, k=1}^{J} \iint_{\Gamma_{j} \times \Gamma_{k}} \frac{\operatorname{curl}_{j} u_{j}(x) \cdot \operatorname{curl}_{k} u_{k}\left(x^{\prime}\right)}{4 \pi\left\|x-x^{\prime}\right\|} d \sigma_{j}(x) d \sigma_{k}\left(x^{\prime}\right) \tag{C.7}
\end{equation*}
$$

Proof. We adapt the approach of McLean [28, Chap. 9]. In view of Lemma C.4, it is not difficult to see that (C.7) can be equivalently written as

$$
\begin{equation*}
a(\varphi, \psi)=\sum_{j=0}^{J} \sum_{k=0}^{J} \int_{\partial \Omega_{j}} \int_{\partial \Omega_{k}} \frac{\operatorname{curl}_{j} \varphi_{j}(x) \cdot \operatorname{curl}_{k} \psi_{k}(y)}{4 \pi\|x-y\|} d \sigma_{j}(x) d \sigma_{k}(y) \tag{C.8}
\end{equation*}
$$

where $\varphi=[u]_{\Gamma}, \psi=[v]_{\Gamma}$. Hence in what follows we prove that eq. (C.8) holds. From now on, we fix $u$ and $v$ satisfying the hypothesis of the theorem. Furthermore, let us fix $x \notin \Sigma$, and let $\chi_{x}$ be a smooth compactly supported function that equals 0 near $x$ and 1 near $\Sigma$. Then the function $y \mapsto \mathcal{G}_{x}(y)$ (with this choice of $\chi$ ) is infinitely differentiable on $\partial \Omega_{j}$ for each $j$, so we may write

$$
\mathrm{DL}(\gamma u)(x)=\left\langle\left\langle\gamma(u), \pi_{n}\left(\nabla \mathcal{G}_{x}\right)\right\rangle\right\rangle=-\sum_{j=0}^{J} \int_{\partial \Omega_{j}} \boldsymbol{n}_{j} \cdot \nabla \mathcal{G}_{x} \varphi_{j} d \sigma_{j}=\sum_{j=0}^{J} \int_{\partial \Omega_{j}} \boldsymbol{n}_{j} \cdot \boldsymbol{\nabla} \mathcal{G}_{x} \varphi_{j} d \sigma_{j}
$$

Hence, for every $x \in \mathbb{R}^{3} \backslash \Sigma$, we have the formula

$$
\begin{equation*}
\mathrm{DL}(\gamma u)(x)=\sum_{j=0}^{J} D_{j}(x) \tag{C.9}
\end{equation*}
$$

where

$$
D_{j}(x)=\mathrm{DL}_{j} \varphi_{j}(x):=-\int_{\partial \Omega_{j}} \boldsymbol{n}(y) \cdot \nabla_{y}\left(\frac{1}{4 \pi\|x-y\|}\right) \varphi_{j}(y) d \sigma_{j}(y)
$$

is the classical double-layer potential associated to the domain $\Omega_{j}$ with density $\varphi_{j}$. Since $\left(D_{j}\right)_{\mid \Omega_{j}}$ is in $H_{l o c}^{1}\left(\Omega_{j}\right)$ and $\left(D_{j}\right)_{\mid \Omega_{j}^{c}}$ in $H_{l o c}^{1}\left(\Omega_{j}^{c}\right)$, we can define a locally integrable vector field $\boldsymbol{F}_{j}$ by

$$
\boldsymbol{F}_{j}(x)= \begin{cases}\boldsymbol{\nabla}\left[\left(D_{j}\right)_{\mid \Omega_{j}}\right](x) & \text { for } x \in \Omega_{j}, \\ \nabla\left[\left(D_{j}\right)_{\mid \Omega_{j}^{c}}\right](x) & \text { for } x \in\left(\overline{\Omega_{j}}\right)^{c}\end{cases}
$$

We introduce the single-layer potential $\mathrm{SL}_{j}$ associated to the Lipschitz domain $\Omega_{j}$. For any smooth vector field $\boldsymbol{u}_{j}$ on $\partial \Omega_{j}$, it is defined by

$$
\forall x \in \mathbb{R}^{3} \backslash \partial \Omega_{j}, \quad \mathrm{SL}_{j} \boldsymbol{u}_{j}(x):=\int_{\partial \Omega_{j}} \frac{\boldsymbol{u}_{j}(y)}{4 \pi\|x-y\|} d \sigma_{j}(y)
$$

Let $\boldsymbol{A}_{j}=\mathrm{SL}_{j}\left(\operatorname{curl}_{j} \varphi_{j}\right)$. For each $k \in\{1 \ldots J\}$, the trace of $\boldsymbol{A}_{j}$ on $\partial \Omega_{k}$ is well-defined and given by

$$
\begin{equation*}
\gamma_{k} \boldsymbol{A}_{j}(x)=\int_{\partial \Omega_{j}} \frac{\operatorname{curl}_{j} \varphi_{j}(y)}{4 \pi\|x-y\|} d \sigma_{j}(y) \tag{C.10}
\end{equation*}
$$

since this integral is at most weakly singular for $x \in \partial \Omega_{k}$. Observe that, by the assumption that $u \in X^{\infty}$, we can choose $\widetilde{u}_{j} \in C_{c}^{\infty}\left(\mathbb{R}^{3}\right)$ such that $u_{j}$ coincides with $\widetilde{u}_{j}$ in a neighborhood of $\partial \Omega_{j}$, and thus, $\operatorname{curl}_{j} \varphi_{j}=\boldsymbol{n}_{j} \times \gamma_{j} \nabla \widetilde{u}_{j}$. The central argument is then the following identity, obtained via integration by part:

$$
\operatorname{curl} \boldsymbol{A}_{j}=-\boldsymbol{F}_{j} \quad \text { on } \mathbb{R}^{3}
$$

see [28, Lem. 9.14] (the difference of sign with respect to [28] comes from opposite conventions in the definition of DL$)$. By definition, we have

$$
\begin{aligned}
\langle\langle\mathrm{W} \gamma(u), \gamma(v)\rangle\rangle & =\left\langle\left\langle\pi_{n}(\nabla \mathrm{DL} \gamma(u)), \gamma(v)\right\rangle\right\rangle \\
& =\sum_{j=0}^{J} \int_{\Omega_{j}} \nabla \mathrm{DL}(\gamma u) \cdot \nabla v+v\{\Delta \mathrm{DL}(\gamma u)\} d x .
\end{aligned}
$$

The second term vanishes, so that, using eq. (C.9),

$$
\begin{aligned}
\langle\langle\mathrm{W} \gamma(u), \gamma(v)\rangle\rangle & =\sum_{j, k=0}^{J} \int_{\Omega_{j}} \nabla D_{k} \cdot \nabla v d x \\
& =\sum_{j, k=0}^{J} \int_{\Omega_{j}} \boldsymbol{F}_{k} \cdot \boldsymbol{\nabla} v d x \\
& =\sum_{j, k=0}^{J} \int_{\Omega_{j}}-\boldsymbol{\operatorname { c u r }}\left(\boldsymbol{A}_{k}\right) \cdot \boldsymbol{\nabla} v d x=-\sum_{j, k=0}^{J} \int_{\Omega_{j}} \operatorname{div}\left(\boldsymbol{A}_{k} \times \boldsymbol{\nabla} v\right) d x
\end{aligned}
$$

in view of the identities $\operatorname{div}(\boldsymbol{A} \times \boldsymbol{B})=\operatorname{curl} \boldsymbol{A} \cdot \boldsymbol{B}-\boldsymbol{A} \cdot \operatorname{curl} \boldsymbol{B}$ and $\operatorname{curl} \boldsymbol{\nabla}=0$. Applying the divergence theorem in each $\Omega_{j}$, we get

$$
\langle\mathrm{W} \gamma(u), \gamma(v)\rangle\rangle=-\sum_{j, k=0}^{J} \int_{\partial \Omega_{j}} \boldsymbol{n}_{j} \cdot\left(\gamma_{j} \boldsymbol{A}_{k} \times \boldsymbol{\nabla}_{j} \psi_{j}\right) d \sigma_{j} .
$$

Permuting the triple product,

$$
\begin{equation*}
\langle\mathrm{W} \gamma(u), \gamma(v)\rangle\rangle=\sum_{j, k=0}^{J} \int_{\partial \Omega_{j}} \gamma_{j} \boldsymbol{A}_{k} \cdot \operatorname{curl}_{j} \psi_{j} d \sigma_{j} \tag{C.11}
\end{equation*}
$$

We obtain (C.8) after replacing $\gamma_{k} \boldsymbol{A}_{j}$ with eq. (C.10). This proves the Theorem, since $a\left([u]_{\Gamma},[v]_{\Gamma}\right)=$ $\langle\langle W(\gamma(u)), \gamma(v)\rangle$.

Proof of Theorem 3.8. The proof involves material from [8, 7], which we recall here. Let

$$
\boldsymbol{L}_{t}^{2}\left(\partial \Omega_{j}\right):=\left\{u \in\left(L^{2}(\Gamma)\right)^{3} \mid \boldsymbol{u} \cdot \boldsymbol{n}_{j}=0 \text { a.e. on } \partial \Omega_{j}\right\}
$$

Let $\pi_{\tau, j}: L^{2}\left(\partial \Omega_{j}\right)^{3} \rightarrow \boldsymbol{L}_{t}^{2}(\Gamma)$ be the operator defined, for $\boldsymbol{u}=\boldsymbol{U}_{\mid \Gamma}, \boldsymbol{U} \in \mathcal{D}\left(\mathbb{R}^{3}\right)$, by

$$
\pi_{\tau, j} \boldsymbol{u}(\boldsymbol{x})=\boldsymbol{n} \times(\boldsymbol{U}(\boldsymbol{x}) \times \boldsymbol{n}), \quad \forall x \in \partial \Omega_{j}
$$

and extended to $\left(L^{2}(\Gamma)\right)^{3}$ by density. Let $V_{\pi}\left(\partial \Omega_{j}\right) \subset L_{t}^{2}\left(\partial \Omega_{j}\right)$ be the Hilbert space defined by

$$
V_{\pi}\left(\partial \Omega_{j}\right):=\left\{\pi_{\tau, j} \boldsymbol{u} \mid \boldsymbol{u} \in\left(H^{1 / 2}\left(\partial \Omega_{j}\right)\right)^{3}\right\}
$$

with the graph norm, and let $V_{\pi}^{\prime}\left(\partial \Omega_{j}\right)$ be the dual of $V_{\pi}\left(\partial \Omega_{j}\right)$. The space $V_{\pi}$ is dense in $L_{t}^{2}\left(\partial \Omega_{j}\right)$, hence one can identify $\boldsymbol{L}_{t}^{2}\left(\partial \Omega_{j}\right)$ with a dense subspace of $V_{\pi}^{\prime}\left(\partial \Omega_{j}\right)$, and the duality pairing $V_{\pi}^{\prime}\langle\cdot, \cdot\rangle_{V_{\pi}}$ is the unique continuous extension of the $\boldsymbol{L}_{t}^{2}$ pairing. Let $\operatorname{div}_{j}: \boldsymbol{L}_{t}^{2}\left(\partial \Omega_{j}\right) \rightarrow H^{-1}\left(\partial \Omega_{j}\right)$ be the adjoint of $\nabla_{j}$, where $H^{-s}\left(\partial \Omega_{j}\right)$ is the dual of $H^{s}\left(\partial \Omega_{j}\right)$ for $0 \leq s \leq 1$. Finally, define

$$
\boldsymbol{H}^{-1 / 2}\left(\operatorname{div}_{j}, \partial \Omega_{j}\right):=\left\{\boldsymbol{u} \in V_{\pi}^{\prime}\left(\partial \Omega_{j}\right) \mid \operatorname{div}_{j} \boldsymbol{u} \in H^{-1 / 2}\left(\partial \Omega_{j}\right)\right\}
$$

equipped with the graph norm. Since $u_{k} \in H^{1}\left(\Omega_{k}\right)$, we have $\nabla u_{j} \in H\left(\operatorname{curl}, \Omega_{j}\right)$ hence, by [8, Thm 4.1], $\boldsymbol{n}_{j} \times \gamma_{j}\left(\nabla u_{j}\right) \in \boldsymbol{H}^{-1 / 2}\left(\operatorname{div}_{j}, \partial \Omega_{j}\right)$ with

$$
\left\|\boldsymbol{n}_{j} \times \gamma_{j}\left(\nabla u_{j}\right)\right\|_{\boldsymbol{H}^{-1 / 2}\left(\operatorname{div}_{j}, \partial \Omega_{j}\right)} \leq C\left\|u_{j}\right\|_{H^{1}\left(\Omega_{j}\right)}
$$

Furthermore, by [Prop. 2] and [Thm. 4] of [7] the map $\mathrm{SL}_{j}$ defined for $\varphi_{j} \in \boldsymbol{L}_{t}^{2}(\Gamma)$ by

$$
\mathrm{SL}_{j} \boldsymbol{\varphi}_{j}:=\int_{\partial \Omega_{j}} \frac{\boldsymbol{\varphi}_{j}(y) d \sigma_{j}(y)}{4 \pi\|\boldsymbol{x}-y\|} d \sigma_{j}(y)
$$

admits a unique linear continuous extension into a mapping $\mathrm{SL}_{j}: \boldsymbol{H}^{-1 / 2}\left(\operatorname{div}_{j}, \partial \Omega_{j}\right) \rightarrow H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right)$. Namely, this extension reads $V_{\pi}^{\prime} \ni \boldsymbol{\lambda} \mapsto \mathrm{SL}_{j}\left(i_{\pi}(\boldsymbol{\lambda})\right)$, where $i_{\pi}: V_{\pi}^{\prime} \rightarrow\left(H^{-1 / 2}\left(\partial \Omega_{j}\right)\right)^{3}$ is defined in eq. (10) of [7]. Therefore, the bilinear form $M: H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right) \times H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ defined by

$$
\begin{equation*}
M(u, v):=\sum_{j, k=0}^{J}\left\langle\pi_{\tau, k} \mathrm{SL}_{j}\left(\boldsymbol{n}_{j} \times \gamma_{j} \nabla u_{j}\right), \boldsymbol{n}_{k} \times \gamma_{k} \nabla u_{k}\right\rangle_{V_{\pi}\left(\partial \Omega_{k}\right) \times V_{\pi}^{\prime}\left(\partial \Omega_{k}\right)} \tag{C.12}
\end{equation*}
$$

is continuous. Moreover, when $\gamma_{j} u \in H^{1}\left(\partial \Omega_{j}\right)$, both terms in the duality pairing appearing in eq. (C.12) are in $\boldsymbol{L}_{t}^{2}\left(\partial \Omega_{j}\right)$ so, using the commuting property $\gamma_{j} \nabla=\nabla_{j}$, the expression becomes (simplifying the integrals over $\partial \Omega_{j} \backslash \Gamma$ as pointed out in the proof of Lemma C.7)

$$
M(u, v)=\sum_{j, k=0}^{J} \iint_{\Gamma_{j} \times \Gamma_{k}} \frac{\operatorname{curl}_{j} u_{j}(x) \cdot \operatorname{curl}_{k} u_{k}\left(x^{\prime}\right)}{\left\|x-x^{\prime}\right\|} d \sigma_{j}(x) d \sigma_{k}\left(x^{\prime}\right) \quad \forall u, v \text { s.t. } \gamma_{j} u, \gamma_{j} v \in H^{1}\left(\partial \Omega_{j}\right)
$$

For $u, v \in X^{\infty}$, we deduce that that $M(u, v)=a\left([u]_{\Gamma},[v]_{\Gamma}\right)$ by Lemma C.7. Hence, the continuous bilinear forms $M(\cdot, \cdot)$ and $a(\cdot, \cdot)$ agree on $X^{\infty} \times X^{\infty} \subset H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right) \times H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$, therefore, by the density result of Theorem B.2, $a([u],[v])=M(u, v)$ for all $u, v \in H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$, concluding the proof. $\square$

Appendix D. Convergence of the Galerkin solution. We first prove a technical result. Let

$$
X^{0}:=\left\{u \in C^{0}\left(\mathbb{R}^{3} \backslash \Gamma\right) \mid u_{\left.\right|_{\Omega_{j}}} \in C^{0}\left(\overline{\Omega_{j}}\right) \text { for all } j=0, \ldots, J\right\}
$$

where, for any open set $U \subset \mathbb{R}^{3}, C^{0}(\bar{U})$ is the set of uniformly continuous functions on $U$.
Lemma D.1. For $u \in X^{0}$, let $I_{h} u$ be the element of $L^{2}\left(\mathbb{R}^{3}\right)$ defined by

$$
\left(I_{h} u\right)_{\mid \Omega_{j}}=I_{h, j} u_{j}
$$

where $I_{h, j}: C^{0}\left(\overline{\Omega_{j}}\right) \rightarrow V_{h}\left(\Omega_{j}\right)$ is the standard Lagrange interpolant. Then $I_{h} u \in V_{h}(\Omega \backslash \Gamma)$.
Proof. Let $u \in X^{0}$ and let $\boldsymbol{x}_{i}$ be a vertex of $\mathcal{M}_{\Omega, h}$. Let $K$ and $K^{\prime}$ be two tetrahedra of $\Delta_{i, j}$ with a common face $F$ (in particular, the relative interior of $|F|$ is disjoint from $\Gamma$ ). The definition of $X^{0}$ implies that $u$ is uniformly continuous on $\operatorname{int}(|K|)$ for each tetrahedron $K$ of $\mathcal{M}_{\Omega, h}$. Hence, we can define the continuous extension $u_{K}$ of $u_{\mid \operatorname{int}(|K|)}$ to the whole $|K|$ (recall that this is the closed convex hull of $K)$. Let $u_{K^{\prime}}$ be defined similarly on $K^{\prime}$. We start by showing that $u_{K}\left(\boldsymbol{x}_{i}\right)=u_{K^{\prime}}\left(\boldsymbol{x}_{i}\right)$. Indeed, assume that those values differ by a positive quantity $\delta:=\left|u_{K}\left(\boldsymbol{x}_{i}\right)-u_{K^{\prime}}\left(\boldsymbol{x}_{i}\right)\right|>0$, and let $\varepsilon=\delta / 4$. Using that $u_{K}$ is uniformly continuous, one can find $\eta>0$ such that for all $x, x^{\prime} \in|K|$, $\left|x-x^{\prime}\right|<\eta$ implies that $\left|u(x)-u\left(x^{\prime}\right)\right| \leq \varepsilon$. Let $\eta^{\prime}$ be defined similarly for $K^{\prime}$. Finally, choose a point $x$ in the common face $F$ such that $x$ is at a positive distance of $\Gamma$ (it suffices to take $x$ in the relative interior of $|F|)$ and $\left|x-\boldsymbol{x}_{i}\right| \leq \min \left(\eta, \eta^{\prime}\right)$. We then have

$$
\begin{aligned}
0<\delta & =\left|u_{K}\left(\boldsymbol{x}_{i}\right)-u_{K^{\prime}}\left(\boldsymbol{x}_{i}\right)\right| \\
& \leq\left|u_{K}(x)-u_{K}\left(\boldsymbol{x}_{i}\right)\right|+\left|u_{K^{\prime}}(x)-u_{K^{\prime}}\left(\boldsymbol{x}_{i}\right)\right|+\underbrace{\left|u_{K}(x)-u_{K^{\prime}}(x)\right|}_{=0} \\
& \leq 2 \varepsilon=\frac{\delta}{2}
\end{aligned}
$$

which is a contradiction (we used that $u_{K}(x)=u_{K^{\prime}}(x)=u(x)$, since $u$ is continuous on $\mathbb{R}^{3} \backslash \Gamma$ ). We deduce that as soon as $K$ and $K^{\prime}$ both belong to $\Delta_{i, j}$, then $u_{K}\left(\boldsymbol{x}_{i}\right)=u_{K^{\prime}}\left(\boldsymbol{x}_{i}\right)$ by considering a face-connected path in $\Delta_{i, j}$ from $K$ to $K^{\prime}$.

For each $(i, j) \in \mathcal{H}(\Omega)$, choose an element $K \in \mathcal{M}_{\Omega, h}$ and let $u_{i, j}:=u_{K}\left(\boldsymbol{x}_{i}\right)$. Let

$$
u_{h}=\sum_{(i, j) \in \mathcal{H}(\Omega)} u_{i, j} \phi_{i, j}
$$

where $\left\{\phi_{i, j}\right\}_{(i, j) \in \mathcal{H}(\Omega)}$ is the set of split basis functions. The function $u_{h}$ obviously belongs to $V_{h}(\Omega \backslash \Gamma)$ and we now show that $I_{h} u=u_{h}$. Let $K$ be an arbitrary element of $\mathcal{M}_{\Omega, h}$ and let $\boldsymbol{x}_{i}$ be a vertex of $K$. Let $\left(z_{n}\right)_{n \in \mathbb{N}}$ be a sequence of points of int $|K|$ converging to $\boldsymbol{x}_{i}$. Let $j$ be the element of $\left\{1, \ldots, q_{i}\right\}$ be such that $K \in \Delta_{i, j}$. Recalling that, by definition of $\left\{\phi_{i, j}\right\}_{(i, j) \in \mathcal{H}(\Omega)}$, $\lim _{n \rightarrow \infty} \phi_{i^{\prime}, j^{\prime}}\left(z_{n}\right)=\delta_{i, i^{\prime}} \delta_{j, j^{\prime}}$, we deduce

$$
\lim _{n \rightarrow \infty} u_{h}\left(z_{n}\right)=u_{i, j}
$$

Let $\ell$ be such that $K \in \mathcal{M}_{\Omega_{\ell}, h}$ and let $u_{\ell}$ denote the continuous extension of $u_{\Omega_{\ell}}$ to $\overline{\Omega_{\ell}}$. Then by definition

$$
I_{h} u\left(z_{n}\right)=I_{h, \ell} u_{\ell}\left(z_{n}\right)
$$

therefore, using the continuity of the piecewise linear function $I_{h, \ell} u_{\ell}$ and the definition of $I_{h, \ell}$,

$$
\lim _{n \rightarrow \infty} I_{h} u\left(z_{n}\right)=\left(I_{h, \ell} u_{\ell}\right)\left(\boldsymbol{x}_{i}\right)=u_{\ell}\left(\boldsymbol{x}_{i}\right) .
$$

Since int $(|K|) \subset \Omega_{\ell}, u_{\ell}$ coincides with $u_{K}$ on $\operatorname{int}(|K|)$, implying

$$
\lim _{n \rightarrow \infty} I_{h} u\left(z_{n}\right)=u_{K}\left(\boldsymbol{x}_{i}\right)=u_{i, j}
$$

by what precedes, since $K \in \Delta_{i, j}$. In conclusion, the restrictions to int $(|K|)$ of $I_{h} u$ and $u_{h}$ are linear functions whose limits at every vertex of $K$ coincide, hence they are equal on this set. The functions $I_{h} u$ and $u_{h}$ thus agree almost everywhere on $\mathbb{R}^{3}$, and the proof is concluded.

Proof of Theorem 4.2. By Theorem B.2, it is sufficient to prove that for any and $u \in X^{\infty}$ with $\operatorname{supp} u \subset \Omega$, there exists a sequence $\left(u_{h}\right)_{h>0}$ of elements $u_{h} \in V_{h}(\Omega \backslash \Gamma)$ such that

$$
\lim _{h \rightarrow 0}\left\|u-u_{h}\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)}=0
$$

For each $h>0$, we define $u_{h}:=I_{h} u$ where $I_{h}$ is the Lagrange interpolant of Lemma D.1. Since $X^{\infty} \subset X^{0}$, we indeed have $I_{h} u \subset V_{h}(\Omega \backslash \Gamma)$ by Lemma D.1, and

$$
\left\|u-I_{h} u\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2}=\sum_{j=0}^{J}\left\|u_{j}-I_{h, j} u_{j}\right\|_{H^{1}\left(\Omega_{j}\right)}^{2}
$$

and we conclude using the well-known approximation properties of the Lagrange interpolants $I_{h, j}$. प
Appendix E. Stability conditions for induced splittings. We break the proof of Theorem 5.2 into several lemmas.

Lemma E. 1 (Stability of the discrete harmonic lifting). Let $\Pi_{h}$ be as in (A), and let $\Phi: \mathbb{X} \rightarrow \mathbb{V}$ be the harmonic lifting (or minimal norm extension) characterized by

$$
\forall f \in \mathbb{X}, \quad T(\Phi f)=f, \text { and }\|\Phi f\|_{\mathbb{V}}=\|f\|_{\mathbb{X}} .
$$

Write $E_{h}:=\Pi_{h} \circ \Phi$. Then

$$
\forall f_{h} \in X_{h}, \quad T\left(E_{h} f_{h}\right)=f_{h},
$$

and one has the bound

$$
\left\|E_{h} f_{h}\right\|_{\mathbb{V}} \leq\left\|\Pi_{h}\right\|_{\mathcal{L}(\mathbb{V})}\left\|f_{h}\right\|_{\mathbb{X}}
$$

Proof. Let $f_{h} \in X_{h}$, and fix $u_{h} \in V_{h}$ such that $T\left(u_{h}\right)=f_{h}$. Observe that $u_{h}-\Phi f_{h} \in \mathbb{V}_{0}$. Indeed,

$$
T\left(u_{h}-\Phi f_{h}\right)=T\left(u_{h}\right)-T\left(\Phi f_{h}\right)=f_{h}-f_{h}=0 .
$$

Since $\Pi_{h}$ preserves $\mathbb{V}_{0}$, one has $\Pi_{h}\left(u_{h}-\Phi f_{h}\right) \in \mathbb{V}_{0}$. Consequently,

$$
0=T\left(\Pi_{h}\left(u_{h}-\Phi f_{h}\right)\right)=T\left(\Pi_{h} u_{h}\right)-T\left(E_{h} f_{h}\right)=T\left(u_{h}\right)-T\left(E_{h} f_{h}\right)=f_{h}-T\left(E_{h} f_{h}\right)
$$

where in the third equality, we used hat $\Pi_{h} u_{h}=u_{h}$ by (A). This proves the first claim. The second claim is obvious since $E_{h}=\Pi_{h} \circ \Phi$ and, by definition of $\Phi,\|\Phi\|_{\mathcal{L}(\mathbb{X}, \mathrm{V})}=1$.

Lemma E.2. Assume that (A) holds. Then

$$
\forall u_{h} \in V_{h}, \quad \min \left\{\left\|u_{h}-u_{h, 0}\right\|_{\mathbb{V}} \mid u_{h, 0} \in V_{h} \cap \mathbb{V}_{0}\right\} \leq\left\|\Pi_{h}\right\|_{\mathcal{L}(\mathbb{V})}\left\|T\left(u_{h}\right)\right\|_{\mathbb{X}}
$$

Proof. Let $u_{h} \in V_{h}$, and put

$$
v_{h, 0}:=u_{h}-E_{h}\left(T\left(u_{h}\right)\right)
$$

By the Lemma E. 1 above, $T\left(v_{h, 0}\right)=0$, hence $v_{h, 0} \in V_{h} \cap \mathbb{V}_{0}$. Therefore,

$$
\begin{aligned}
\min \left\{\left\|u_{h}-u_{h, 0}\right\|_{\mathbb{V}} \mid u_{h, 0} \in V_{h} \cap \mathbb{V}_{0}\right\} & \leq\left\|u_{h}-v_{h, 0}\right\|_{\mathbb{V}} \\
& =\left\|E_{h}\left(T\left(u_{h}\right)\right)\right\|_{\mathbb{V}} \leq\left\|\Pi_{h}\right\|_{\mathcal{L}(\mathbb{V})}\left\|T\left(u_{h}\right)\right\|_{\mathbb{X}}
\end{aligned}
$$

where in the last inequality, we used the bound on the norm of $E_{h}$ from Lemma E.1.
Corollary E.3. Consider the statement:
(A') There exists a linear operator $E_{h}: X_{h} \rightarrow V_{h}$ such that

$$
\forall f_{h} \in X_{h}, \quad T\left(E_{h} f_{h}\right)=f_{h}
$$

Then (A) implies $\left(\mathbf{A}^{\prime}\right)$, with $\left\|E_{h}\right\|_{\mathcal{L}(\mathbb{X}, \mathbb{V})} \leq\left\|\Pi_{h}\right\|_{\mathcal{L}(\mathbb{V})}$.
Lemma E.4. Consider the statement
(B') There is a linear operator $E_{h, i}: X_{h, i} \rightarrow V_{h, i}$ satisfying

$$
T\left(E_{h, i} f_{h, i}\right)=f_{h, i}, \quad f_{h, i} \in X_{h, i}
$$

Assume that (A) holds. Then, if (B) holds with constants $\kappa_{i}$, (B') holds, with the estimates

$$
\left\|E_{h, i}\right\|_{\mathcal{L}(\mathbb{X}, \mathbb{V})} \leq \kappa_{i}\left\|\Pi_{h}\right\|_{\mathcal{L}(\mathbb{V})}
$$

Proof. Let $E_{h, i}$ be the linear operator which maps $f_{h, i}=T\left(u_{h, i}\right)$ to the minimizer of

$$
\min \left\{\left\|u_{h, i}-u_{i, h, 0}\right\|_{\mathbb{V}} \mid u_{h, i, 0} \in \mathbb{V}_{0} \cap V_{h, i}\right\}
$$

Notice that this quantity is the one in the left-hand side of condition (B). Also note that $E_{h, i}$ does not depend on the choice of representative $u_{h, i}$ of $f_{h, i}$ and is indeed a linear operator. We thus have, by combining (B) with Lemma E.2:

$$
\left\|E_{h, i} f_{h, i}\right\|_{\mathbb{V}} \leq \kappa_{i}\left\|\Pi_{h}\right\|_{\mathcal{L}(\mathbb{V})}\left\|T\left(u_{h, i}\right)\right\|_{\mathbb{X}}=\kappa_{i}\left\|\Pi_{h}\right\|_{\mathcal{L}(\mathbb{V})}\left\|f_{h, i}\right\|_{\mathbb{X}}
$$

Proof of Theorem 5.2. The theorem is a consequence of [23, Thm 2.1], since, by Corollary E. 3 and Lemma E. 4 the combination of assumptions $(\mathbf{A})$ and $(\mathbf{B})$ implies ( $\left.\mathbf{A}^{\prime}\right)$ and $(\mathbf{B} \mathbf{)}$.

Proof of Lemma 5.3. Going inside the proof of [23, Thm 2.2], one replaces the operator $E_{0}$ : $X_{0} \rightarrow V_{0}$ by the global extension operator $E: X_{0} \rightarrow V$. In the line of the proof below eq.(2.14) of that reference, we then write

$$
\begin{aligned}
\sum_{i=0}^{L}\left\|\xi_{i}\right\|_{D}^{2} \geq \frac{1}{C_{2}^{2}} \sum_{i=1}^{L}\left\|E_{i} \xi_{i}\right\|_{A}^{2}+\frac{1}{C_{1}^{2}}\left\|E \xi_{0}\right\|_{A}^{2} & \geq \min \left(\frac{1}{C_{1}^{2}}, \frac{1}{C_{2}^{2}}\right)\left\{\left\|\sum_{i=1}^{L} E_{i} \xi_{i}\right\|_{A}^{2}+\left\|E \xi_{0}\right\|_{A}^{2}\right\} \\
& \geq \frac{1}{2 \max \left(C_{1}, C_{2}\right)^{2}}\left\|\sum_{i=1}^{L} E_{i} \xi_{i}+E \xi_{0}\right\|_{A}^{2}
\end{aligned}
$$

Te rest of the proof carries over without difficulty.

## Appendix F. Substructuring estimate in the volume.

Proof of Theorem 6.5. We adapt the approach of [37, Chap. 5]. Remarking that the spaces $V_{h, 0}\left(\Omega_{j}\right)$ are pairwise orthogonal and orthogonal to $\mathbf{V}_{h}(\Omega \backslash \Gamma)$, it suffices to study the stability of the splitting

$$
\begin{equation*}
\mathbf{V}_{h}(\Omega \backslash \Gamma)=\sum_{\mathcal{F}^{k} \cap \Gamma=\emptyset} \mathbf{V}_{\mathcal{F}^{k}}+\sum_{\mathcal{F}^{k} \subset \Gamma} \sum_{\nu=1}^{2} \mathbf{V}_{\mathcal{F}^{k}, \nu}+\mathbf{V}_{\mathcal{W}}+V_{H}(\Omega \backslash \Gamma) \tag{F.1}
\end{equation*}
$$

Note that one has indeed $V_{H}(\Omega \backslash \Gamma) \subset \mathbf{V}_{h}(\Omega \backslash \Gamma)$ since elements of $V_{H}(\Omega \backslash \Gamma)$ are linear, and thus harmonic, in each $\Omega_{j}$. Using Poincaré's inequality on $H_{0}^{1}(\Omega)$, it suffices to show the stability of the splitting with respect to the norm induced by the bilinear form

$$
A(u, v):=\sum_{j=1}^{J} \int_{\Omega_{j}} \nabla u \cdot \nabla v d x
$$

i.e., replacing the $H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ norms in eq. (6.7) by $A(\cdot, \cdot)^{1 / 2}$ norms. Hence, in what follows, we study the stability of the splitting in eq. (F.1) through the following modified norm:

$$
\begin{equation*}
\left\|u_{h}\right\|_{A}^{2}:=\inf \left\{\sum_{i=0}^{N} A\left(u_{h, i}, u_{h, i}\right) \mid \sum_{i=0}^{N} u_{h, i}=u_{h}, u_{h, i} \in \mathbf{V}_{i}\right\} \tag{F.2}
\end{equation*}
$$

where $\mathbf{V}_{0}=V_{H}(\Omega \backslash \Gamma), \mathbf{V}_{1}=\mathbf{V}_{\mathcal{W}}$ and $\mathbf{V}_{i}, i=2, \ldots, N$ are the discrete harmonic face spaces $\mathbf{V}_{\mathcal{F}^{k}}$ and $\mathbf{V}_{\mathcal{F}^{k}, \nu}$, in some order. To this aim, we seek estimates for constants $\theta_{h}$ and $\Theta_{h}$ such that

$$
\begin{equation*}
\theta_{h}\left\|u_{h}\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2} \leq\left\|u_{h}\right\|_{A}^{2} \leq \Theta_{h}\left\|u_{h}\right\|_{H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)}^{2} \quad \forall u_{h} \in \mathbf{V}_{h}(\Omega \backslash \Gamma) \tag{F.3}
\end{equation*}
$$

For $i=0, \ldots, N$, define $\mathbf{P}_{i}: \mathbf{V}_{h}(\Omega \backslash \Gamma) \rightarrow \mathbf{V}_{h}(\Omega \backslash \Gamma)$ by $\mathbf{P}_{i} u \in \mathbf{V}_{i}$ and

$$
\begin{equation*}
A\left(\mathbf{P}_{i} u, v_{i}\right)=A\left(u, v_{i}\right), \quad \forall v_{i} \in \mathbf{V}_{i} \tag{F.4}
\end{equation*}
$$

Let $\mathbf{P}_{\mathrm{ad}}=\sum_{i=0}^{N} \mathbf{P}_{i}$. The best possible constants $\theta_{h}$ and $\Theta_{h}$ in eq. (F.3) are given by $\theta_{h}=\lambda_{\text {min }}\left(\mathbf{P}_{\mathrm{ad}}\right)$ and $\Theta_{h}=\lambda_{\max }\left(P_{\mathrm{ad}}\right)$, where $\lambda_{\min }\left(\mathbf{P}_{\mathrm{ad}}\right)$ and $\lambda_{\max }\left(\mathbf{P}_{\mathrm{ad}}\right)$ are the smallest and largest eigenvalues of $\mathbf{P}_{\text {ad }}$, (see e.g. [29, Thm. 16]). To bound the eigenvalues of $\mathbf{P}_{\text {ad }}$, we follow the general theory of additive Schwarz preconditioning as presented in [37, Section 2.3].

The bound on $\lambda_{\max }\left(\mathbf{P}_{\mathrm{ad}}\right)$ is obtained by a classical coloring argument. More precisely, we show the analogs, in our context, of Assumptions 2.3 and 2.4 in this [37, Section 2.3]. Suppose that $2 \leq i, j \leq N$ are such that $\mathbf{V}_{i}$ corresponds to the face $\mathcal{F}^{k}$ and $\mathbf{V}_{j}$ to the face $\mathcal{F}^{\ell}$. Define

$$
\epsilon_{i, j}:= \begin{cases}1 & \text { if } \mathcal{F}^{k} \text { and } \mathcal{F}^{\ell} \text { have a common edge }  \tag{F.5}\\ 0 & \text { otherwise } .\end{cases}
$$

One then has the strengthened Cauchy-Schwarz inequality

$$
A\left(u_{i}, v_{j}\right) \leq \epsilon_{i, j} A\left(u_{i}, u_{i}\right)^{1 / 2} A\left(v_{j}, v_{j}\right)^{1 / 2}, \quad \forall u_{i} \in \mathbf{V}_{i}, v_{j} \in \mathbf{V}_{j}, \quad 2 \leq i, j \leq N
$$

Indeed, the inequality is the usual Cauchy-Schwarz inequality when $\epsilon_{i, j}=1$. Conversely, if $\epsilon_{i, j}=0$, then $\mathcal{F}^{k}$ and $\mathcal{F}^{\ell}$ have no edge in common, which implies that no tetrahedral element $\Omega_{j}$ is incident to both $\mathcal{F}^{k}$ and $\mathcal{F}^{\ell}$. It follows that $u_{i}$ and $v_{j}$ have disjoint support, hence $A\left(u_{i}, v_{j}\right)=0$.

Let $\mathcal{E}=\left\{\epsilon_{i, j}\right\}_{2 \leq i, j \leq N}$ and let $\rho(\mathcal{E})$ be the spectral radius of $\mathcal{E}$. Then, bounding the spectral radius by the $\ell^{\infty}$-norm of the rows, we have immediately

$$
\rho(\mathcal{E}) \leq 2 N_{\sharp}
$$

where $N_{\sharp}$ is defined as the maximal number of faces $\mathcal{F}^{k}$ incident to a common edge.
Noting that [37, Assumption 2.4] holds with constant $\omega=1$ here, because the same bilinear form $A$ is used on both sides of the equality in the definition of $\mathbf{P}_{i}$ in eq. (F.4), we conclude by [37, Lemma 2.6] (adapting the proof to handle two coarse subspaces instead of one), that

$$
\lambda_{\max }\left(\mathbf{P}_{\mathrm{ad}}\right) \leq \omega(\rho(\mathcal{E})+1) \leq 2\left(N_{\sharp}+1\right)
$$

This gives a uniform bound on $\lambda_{\max }\left(\mathbf{P}_{\text {ad }}\right)$ with respect to $H$ and $h$ due to the shape-regularity assumption for the coarse triangulation.

It remains to prove a lower bound for $\lambda_{\min }\left(\mathbf{P}_{\mathrm{ad}}\right) \geq c\left((1+\log H / h)^{-2}\right)$ for some $c>0$. For this, by [37, Lemma 2.5], it suffices to show that, given any $u_{h} \in \mathbf{V}_{h}(\Omega \backslash \Gamma)$, there exists a decomposition

$$
\begin{equation*}
u_{h}=\sum_{i=0}^{N} u_{h, i}, \quad u_{h, i} \in \mathbf{V}_{i} \tag{F.6}
\end{equation*}
$$

such that

$$
\sum_{i=0}^{N} A\left(u_{h, i}, u_{h, i}\right) \leq C(1+\log H / h)^{2} A\left(u_{h}, u_{h}\right)
$$

where here and in the following, the letter $C$ is used to denote a generic constant whose value is independent of the parameters $H$ and $h$. We start with the space $\mathbf{V}_{0}=V_{H}(\Omega \backslash \Gamma)$ and define

$$
u_{h, 0}:=\widetilde{I}_{H} u_{h} \in V_{H}(\Omega \backslash \Gamma)
$$

where $\tilde{I}_{H}$ may be chosen as any Clément-type quasi-interpolant on the coarse triangulation, with the properties

$$
\begin{equation*}
\left|\tilde{I}_{H} u\right|_{H^{1}\left(\Omega_{j}\right)} \leq C|u|_{H^{1}\left(\Omega_{j}\right)}, \quad\left\|u-\tilde{I}_{H} u\right\|_{L^{2}\left(\Omega_{j}\right)} \leq C H|u|_{H^{1}\left(\Omega_{j}\right)} \tag{F.7}
\end{equation*}
$$

for each $j=1, \ldots, J$. Next, let $i \geq 2$ and suppose that $\mathbf{V}_{i}$ is associated to the face $\mathcal{F}^{k}$, shared by the domains $\Omega_{\ell}$ and $\Omega_{m}$. For the time being, suppose that $\mathcal{F}^{k}$ does not belong to $\Gamma$. Let $w_{h}=u_{h}-u_{h, 0}$, and let $u_{h, i}=\mathcal{H}\left(\theta_{\mathcal{F}^{k}} w_{h}\right)$. Here, as in [37], the function $\mathcal{H}\left(\theta_{\mathcal{F}^{k}} w\right)$ is the piecewise discrete harmonic extension of the boundary values of $w_{h}$ on $\mathcal{F}_{h}^{k}$, i.e. the element of $\mathbf{V}_{h}(\Omega \backslash \Gamma)$ with nodal values equal to 0 outside $\mathcal{F}_{h}^{k}$, and to $u_{h}(x)$ for $x \in \mathcal{F}_{h}^{k}$. Then we have by [37, Lemma 4.24] and the properties of $\widetilde{I}_{H}$ above

$$
\begin{aligned}
A\left(u_{h, i}, u_{h, i}\right) & \leq C(1+\log H / h)^{2}\left(\left|w_{h}\right|_{H^{1}\left(\Omega_{k}\right)}^{2}+\frac{\left\|w_{h}\right\|_{L^{2}\left(\Omega_{k}\right)}^{2}}{H^{2}}+\left|w_{h}\right|_{H^{1}\left(\Omega_{\ell}\right)}^{2}+\frac{\left\|w_{h}\right\|_{L^{2}\left(\Omega_{\ell}\right)}^{2}}{H^{2}}\right) \\
& \leq C(1+\log H / h)^{2}\left|u_{h}\right|_{H^{1}\left(\Omega_{k} \cup \Omega_{\ell}\right)}^{2}
\end{aligned}
$$

The case where $\mathcal{F}^{j} \subset \Gamma$ is similar, the only difference being that the discrete harmonic extension is only non-zero in one of the two domains $\Omega_{k}$ and $\Omega_{\ell}$ incident to $\mathcal{F}^{j}$. Summing those inequalities for $2 \leq i \leq N$ and using that each tetrahedron $\Omega_{j}$ has only 4 faces,

$$
\sum_{i=2}^{N} A\left(u_{h, i}, u_{h, i}\right) \leq C(1+\log H / h)^{2} A\left(u_{h}, u_{h}\right)
$$

It remains to handle the contribution from the wire-basket, which, in order to respect the constraint of eq. (F.6), must be defined by

$$
u_{h, 1}:=u_{h}-u_{h, 0}-\sum_{i=2}^{N} u_{h, i}
$$

Since the functions $u_{h, i}, i=2, \ldots, N$, vanish at the wire-basket, one has in fact $u_{h, 1}=\mathcal{H}\left(\theta_{\mathcal{W}} w_{h}\right)$, where, as before, $\mathcal{H}\left(\theta_{\mathcal{W}} w_{h}\right)$ is the discrete piecewise-harmonic function with boundary values matching those of $w_{h}$ on the wire-basket generalized vertices, and 0 on the face generalized vertices. We write

$$
A\left(u_{h, 1}, u_{h, 1}\right)=\sum_{j=1}^{J}\left|\mathcal{H}_{j}\left(\theta_{\mathcal{W}_{j}} w_{h}\right)\right|_{H^{1}\left(\Omega_{j}\right)}^{2}
$$

where $\mathcal{H}_{j}\left(\theta_{\mathcal{W}_{j}} w\right)$ is the discrete harmonic extension in $V_{h}\left(\Omega_{j}\right)$ of the boundary values of $w_{h}$ on the wire-basket $\mathcal{W}_{j}$ of $\Omega_{j}$. By [37], [Lemma 4.19] and [Lemma 4.16] (arguments in this order)

$$
\left|\mathcal{H}_{j}\left(\theta_{\mathcal{W}_{j}} w_{h}\right)\right|_{H^{1}\left(\Omega_{j}\right)}^{2} \leq C\left\|w_{h}\right\|_{L^{2}\left(\mathcal{W}_{i}\right)}^{2} \leq C(1+\log H / h)^{2}\left\|w_{h}\right\|_{H^{1}\left(\Omega_{i}\right)}^{2}
$$

We obtain the lower bound on $\lambda_{\min }\left(\mathbf{P}_{\mathrm{ad}}\right)$ using again the properties in eq. (F.7). This concludes the proof of the Theorem.
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[^1]:    ${ }^{1}$ It is worth mentioning that the analysis in those references accommodates for a indefinite framework, whereas the present work relies heavily on the positive-definiteness of the bilinear form.

[^2]:    ${ }^{2}$ https://github.com/MartinAverseng/multi-screen-bem3D-ddm

[^3]:    ${ }^{3}$ This ensures uniqueness of the solution $\mathcal{U}$ of (1.1). If $\mathbb{R}^{3} \backslash \Gamma$ has several connected components, the solution is unique up to adding constants in the bounded connected components. The material discussed here can easily be adapted to handle this situation - in particular the case where $\Gamma$ is a closed surface such as the boundary $\partial \mathcal{P}$ of a polyhedron $\mathcal{P}$ - but we omit this for conciseness.
    ${ }^{4}$ We emphasize that our notation for $H^{1}(U)$ differs from the standard [28, Chap. 3], where this space is denoted by $W^{1}(U)$, and where $H^{1}(U)$ is instead defined via Fourier transforms (with the two definitions coinciding, e.g., when $U$ is a Lipschitz domain, but this will not be the case for most instances of $U$ below).

[^4]:    ${ }^{5}$ The (surface) generalized vertices of $\mathcal{M}_{\Gamma, h}^{*}$ should not be confused with the (volume) generalized vertices of the "fractured mesh" $\mathcal{M}_{\Omega \backslash \Gamma, h}^{*}$, of which $\mathcal{M}_{\Gamma, h}^{*}$ is the boundary (see [4, Section 4]). The generalized vertices $\boldsymbol{x}_{i, j}$ defined here in Subsection 4.2, correspond to the (volume) generalized vertices of $\mathcal{M}_{\Omega \backslash \Gamma, h}^{*}$, while the $\alpha_{i, j}$ correspond to the (surface) generalized vertices of $\mathcal{M}_{\Gamma, h}^{*}$. Only the latter can be computed from the mesh $\mathcal{M}_{\Gamma, h}$ alone. For the definition of point contacts, see [4, Section 5.2]. In the presence of point contacts, additional continuity conditions must be enforced.

