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VANDERMONDE NEURAL OPERATORS

LEVI LINGSCH, MIKE MICHELIS, SIRANI M. PERERA, ROBERT K. KATZSCHMANN,
AND SIDDARTHA MISHRA

Abstract. Fourier Neural Operators (FNOs) have emerged as very popu-
lar machine learning architectures for learning operators, particularly those
arising in PDEs. However, as FNOs rely on the fast Fourier transform for
computational efficiency, the architecture can be limited to input data on eq-
uispaced Cartesian grids. Here, we generalize FNOs to handle input data on
non-equispaced point distributions. Our proposed model, termed as Vander-

monde Neural Operator (VNO), utilizes Vandermonde-structured matrices to
efficiently compute forward and inverse Fourier transforms, even on arbitrar-
ily distributed points. We present numerical experiments to demonstrate that
VNOs can be significantly faster than FNOs, while retaining comparable accu-
racy, and improve upon accuracy of comparable non-equispaced methods such
as the Geo-FNO.

1. Introduction

Partial Differential Equations (PDEs) are extensively used to mathematically
model interesting phenomena in science and engineering [1]. As explicit solution
formulas for PDEs are not available, traditional numerical methods such as finite
difference, finite element, and spectral methods [2] are extensively used to simulate
PDEs. Despite their tremendous success, the prohibitively high computational
cost of these methods makes them infeasible for a variety of contexts in PDEs
ranging from high-dimensional problems to the so-called many query scenarios [3].
This high computational cost also provides the rationale for the development of
alternative data driven methods for the fast and accurate simulation of PDEs.
Hence, a wide variety of machine learning algorithms have been proposed recently in
this context. These include physics-informed neural networks (PINNs) [4], MLPs,
and CNNs for simulating parametric PDEs [5, 6, 7, 8] as well as graph based
algorithms [9, 10, 11, 12], to name a few.

However, as solutions of PDEs are expressed in terms of the so-called solution op-
erators, which map input functions (initial and boundary data, coefficients, source
terms) to the PDE solution, Operator learning, i.e., learning the underlying op-
erators from data, has emerged as a dominant framework for applying machine
learning to PDEs. Existing operator learning algorithms include, but are not lim-
ited to, operator networks [13], DeepOnets [14, 15, 16], attention based methods
such as [17, 18, 19], and neural operators [20, 21, 22, 23].

Within this large class of operator learning algorithms, Fourier Neural Operators
(FNO) [24] have gained much traction and are widely applied [25, 26]. Apart from
favorable theoretical approximation properties [27, 28], FNOs are attractive due to
their expressivity, simplicity and computational efficiency. A key element in the
computational efficiency of FNO lies in the fact that its underlying convolution
operation is efficiently carried out in Fourier space with the fast Fourier transform
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(FFT) algorithm. It is well-known that FFT is only (log-)linear in computational
complexity with respect to the number of points at which the underlying input
functions are sampled. However, this computational efficiency comes at a cost as
the recursive structure of FFT limits its applications to inputs sampled on the
so-called Regular or equispaced Cartesian (Rectangular) grids, see Figure 2 left for
an illustration. This is a major limitation in practice. In real-world applications,
where information on the input and output signals is measured by sensors, it is
not always possible to place sensors only on an equispaced grid. Similarly, when
data is obtained through numerical simulations, often it is essential to discretize
PDEs on irregular grids, such as those adapted to be refined to capture relevant
spatial features of the underlying PDE solution or on unstructured grids that fit
the complex geometry of the underlying domain. See Figure 2 for examples of
non-equispaced distributions of sample points.

Several methods have recently been proposed in the literature to address this
limitation of FNOs and modify/enhance it to handle data on non-equispaced points.
For instance, geometry-aware FNO (Geo-FNO) [29] appends a neural network to
the FNO to learn a deformation from the physical space to a regular grid. Then,
the standard FFT can be applied to the latent space of equispaced grid points. This
learned diffeomorphism corresponds to an adaptive moving mesh [30]. Factorized-
FNO (F-FNO) builds upon the Geo-FNO, introducing an additional bias term in the
Fourier layer and performing the Fourier transform over each dimension separately
[31]. The non-equispaced Fourier PDE solver (NFS) uses a vision mixer [32] to
interpolate from a non-equispaced signal onto a regular grid, again applying the
standard FNO subsequently [33]. All these methods share the same design principle,
i.e., given inputs on non-equispaced points, interpolate or transform this data into a
regular grid and then apply FNO. This observation leads to a natural question: why
not consider the complimentary approach and modify the Fourier Neural Operator
itself to enable it to be directly applied to input data on non-equispaced points?

Addressing this question is the main goal of this paper where we propose a novel
modification of FNO to enable its application on non-equispaced input data. More
concretely,

• We propose a new operator learning algorithm that we term as Vander-
monde Neural Operator or VNO which extends FNO to be applied to in-
put data on non-equispaced points. To do this, we design an algorithm to
efficiently compute discrete (inverse) Fourier transforms via Vandermonde
structured matrices.

• We present a novel yet simple construction of Vandermonde-structured ma-
trices to compute the forward and backward (inverse) Fourier transforma-
tions within the VNO algorithm that allows it to handle inputs, sampled
on arbitrary non-equispaced point distributions.

• We present a suite of numerical experiments to demonstrate that VNO can
train significantly faster than FNO for input data on non-equispaced points,
particularly on lattices (tensor products of arbitrarily non-equispaced points
in one-dimension, see Figure 2), while either retaining or improving on the
test accuracy.

Thus, we present a novel algorithm to efficiently and accurately learn operators,
such as those arising in PDEs, with input functions being possibly sampled on
arbitrary non-equispaced points. Consequently VNO expands the FNO architecture
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to learn operators on real-world problems where sensors may not be equispaced such
as robotics, atmospheric sciences, and aerodynamics.
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(b) Direct calculation of the Fourier coefficients
from non-equispaced points.

Figure 1. The proposed VNO operates directly on non-
equispaced sample points. The input function v(x) may be sampled
at arbitrary points to construct the Fourier representation directly
via the Vandermonde Matrix V. Each element Vj0,j1,: computes a
convolution with the data for a given pair of harmonics j0, j1 over
all points. Each element of v(x) is multiplied by the magnitude of
the harmonic pair at that location, and these values are summed,
yielding the signal in Fourier space. W represents the bias term,
and R is a matrix of parameters which modify the Fourier coeffi-
cients, implemented as in the standard FNO.

2. Methods

Our goal in this section is to present VNO as a new neural operator in which
the FFT algorithm within the Fourier layer in a FNO [24] is replaced with a Van-
dermonde structured matrix. To this end, we start with a short description of this
matrix construction below.

2.1. On Vandermonde Structured Matrices. A Vandermonde structured ma-
trix can be defined via nodes xj ∈ R or C, j ∈ {0, 1, . . . ,m}, in a geometric pro-
gression along each column (or row), defined by

(1) Vj,k =
[

xk
j

]m,n

j,k=0
.

In the case that the nodes represent the primitive nth roots of unity, this geometric
progression of powers along the columns (or rows) yields the discrete Fourier trans-
form (DFT) matrix. This matrix is symmetric, unitary, and periodic, hence it can
be factorized as a product of sparse matrices. The resulting factorization can be
used to obtain a radix-2 algorithm that can efficiently compute the 1D DFT and
its inverse with the FFT algorithm of O(n log n) complexity [34, 35, 36].

To motivate an alternative computational realization, we recall that the Fourier
transform is an integral operator. Approximating it with a quadrature rule for
discretization, we multiply each point value of the underlying function by the si-
nusoidal basis function for a given mode, and sum these terms to compute the
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Regular Grid Lattice Random

Figure 2. Distributions discussed in this paper. The FNO is
restricted to the regular grid. The VNO may be applied to the
lattice distribution via (3), or the random distribution via (6)

magnitude of this sinusoidal term. This process is then repeated for each mode.
In contrast to the recursive, butterfly FFT algorithm, this interpretation can be
generalized to the Vandermonde-structured matrices of the form in (1), which in
turn, can be efficiently implemented through batched matrix multiplications.

Forward Transformations. The forward transformation computes the Fourier
representation of a given function by using Vandermonde structured matrices. In
one-dimension, the corresponding Vandermonde-structured matrix is

(2) Vj,k =
1√
n

[

e−i(jpk)
]m−1,n−1

j,k=0
.

Here, p = [p0, p1, . . . , pn−1]
T is the vector of the positions of data points at which

the underlying function is sampled. n is the number of data points, m the number
of modes, and i =

√
−1. As in the FFT, note that it is necessary to normalize the

positions of data points to a range between 0 and 2π, as the Fourier basis functions
are assumed to be periodic on the unit circle.

The 2-dimensional Fourier transform is equivalent to one-dimensional Fourier
transforms along each axis. Therefore, the transformation on any 2-dimensional
lattice, i.e, the tensor product of one-dimensional point distributions along each
axis (see Figure 2), can be performed by constructing two Vandermonde matrices,
V1 and V2, corresponding to the positions of data points along each axis. Given
X ∈ R

n×n or Cn×n as the data matrix containing values of the underlying function,
sampled on the non-equispaced lattice, the Vandermonde-structured matrix can be
used as a basis transformation of this data to the Fourier space X ∈ C

m×m given
via

(3) X = V1XVT
2 .

The transforms for non-equispaced one-dimensional and non-equispaced two-dimensional
rectangular lattices are already present in the literature [37], yet generalizations to
other distributions are not present. This related work is discussed in greater detail
in Section 4.
Extension to arbitrary non-equispaced point distributions. Next, we would like to
extend this construction beyond lattices to arbitrarily non-equispaced point distri-
butions in two dimensions. To do this, we store again the positions of the sampling
points as P = [p0,p1] ∈ R

n×2 and normalize the points’ values to a range between
[0, 2π]. The corresponding Vandermonde matrix is extended into a 3rd dimension
as a tensor, i.e., it will have three indices. The first two indices of V ∈ C

m×m×n
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correspond to the sinusoidal components along the first and second dimensions,
respectively, while the third index corresponds to a specific point within the distri-
bution. This results in the following tensor,

(4) Vj0,j1,k =

√

2

n

[

e−i(j0Pk,0+j1Pk,1)
]m−1,m−1,n−1

j0,j1,k=0
,

Given X ∈ R
n×n or C

n×n as the data matrix containing values of the under-
lying function, sampled on any arbitrary distribution of points, the Vandermonde-
structured matrix can be used as a basis transformation of this data to the Fourier
space X ∈ C

n×n given via,

(5) X = VX,

with matrix V below,
(6)

V =

√
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This construction can be readily generalized to a fully non-equispaced domain of
N ∈ N dimensions by the construction of an tensor with N +1 indices, by equation
7. Here, P = [p0,p1, . . . ,pN−1] ∈ R

n×N is a matrix whose columns are vectors of
the positions of the data along each dimension.

(7) Vj0,...,jN−1,k =

√

N

n



e
−i

(

N−1
∑

l=0

jlPk,l

)





m−1,...,m−1,n−1

j0,...,jN−1=0,k=0

Backward Transformations. The backward transformation computes the
spatial representation of the function given its Fourier coefficients. This is realized
in a straightforward manner via the adjoint of the Vandermonde-structured matrix
in (6). We define the adjoint as the conjugate-transpose of the Vandermonde-
structured matrix, denoted V∗

j,k, where Vj,k is the stacked version of (6) as defined

in Supplementary Material (SM) (15).

2.2. The Vandermonde Neural Operator. Next, we propose a new neural op-
erator for extending FNO to handle inputs on arbitrary point distributions. For
clarity, we maintain consistency with the notation used by Li et al. [24] when pre-
senting this procedure.

Our neural operator is expressed as an iterative map vt 7→ vt+1 ∀t ∈ {0, 1, . . . , T−
1}. The subsequent solution, vt+1 is expressed as,

(8) vt+1(x) = σ (Wvt(x) + (K(φ)vt)(x)) ,

with nonlinear activation function σ : R 7→ R applied elementwise, residual connec-
tion W : Rdv 7→ R

dv , and a bounded linear kernel operator.
We recall that for FNO [24], this kernel operator realizes a convolution in Fourier

space with kernel,

(9) (K(φ)vt)(x) = F−1 (Rφ · F(vt)) (x), ∀x ∈ D
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Here, F ,F−1 are the Fourier and Inverse Fourier transforms, respectively, D ⊂ R
d,

and Rφ ∈ C
dv×dv is a matrix representing the Fourier transformation of a learned

periodic kernel function parameterized by φ . In the discrete case, these Fourier
and inverse Fourier transforms are performed with the FFT. However, this choice
imposes the assumption that the input data is sampled on a regular equispaced
grid.

To deal with input data sampled at points with non-equispaced distributions,
we replace the Fourier layer (9) with the following Vandermonde layer,

(10) (K(φ)vt)(x) = V∗ (Rφ · V(vt)) (x), ∀x ∈ D.

Here, V denotes a transformation by the Vandermonde structured matrix, defined
by

(11) (V(f))ξ(k) =
n−1
∑

j=0

fξ(xj)e
−2πi⟨xj ,k⟩, (V∗(f))ξ(x) =

∑

k∈[Zm]d

fξ(k)e
2πi⟨x,k⟩,

where i =
√
−1, ξ = 0, . . . , dv − 1, f : D 7→ R

dv , k = (k0, . . . , kd−1) ∈ [Zm]
d
,

x = (x0, . . . , xd−1) ∈ D, whereD has been discretized by x0, . . . ,xn−1, and ⟨x,k⟩ =
x0k0+x1k1+ · · ·+xd−1kd−1. This is tantamount to a multiplication by the matrix
in (4) for two dimensional data on a lattice, and (7) for the general case. The
resulting neural operator of the form (8) with kernel given by (10), is termed as
the Vandermonde Neural operator or VNO. Figure 1 provides an illustration of this
architecture.

This generalization allows VNO to be applied beyond the FNO’s restriction
to equispaced grids. Furthermore, as the structure of the Vandermonde matrix
makes no assumptions about the point distributions, it is possible to learn the
solution operator to PDEs from random distributions of sampling points, even if
each realization (input sample) has a different distribution. Additionally, as no
additional transformations are to be learned like in [29], the training complexity
remains the same as in FNO. Instead, the VNO can be applied directly to a non-
equispaced distribution to compute the most accurate Fourier coefficients from the
provided data.

2.3. Computational Complexity of VNO. The most notable feature of FFT is
its computational efficiency. Calculating the Fourier coefficients of a 1-dimensional
signal, sampled at n points, by using the brute force DFT, costs O(n2). In contrast,
the FFT algorithm computes these coefficients with O(n log n) complexity.

Hence, it is natural to wonder why one should reconsider matrix multiplication
techniques in our setting. In this context, we observe that the maximum perfor-
mance gain with FFT occurs when the FFT computes all the Fourier coefficients, or
modes, of an underlying signal. Furthermore, peak efficiency is reached for points
on a dyadic interval. While the number of modes to compute may be truncated, the
interconnected nature of the self-recursive radix-2 FFT algorithm makes it difficult
in practice to attain peak efficiency. We refer the reader to SM Figure 4 for a vi-
sual representation. Therefore, reported performance gains by new FFT algorithms
are often optimistic. Thus, in the case of truncated modes, matrix multiplications
techniques should not be ruled out.

Moreover, for neural operators such as FNO and VNO, only a small subset
of nonzero modes are required to approximate the operator [24]. This implies
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that for a one-dimensional problem, the Vandermonde matrix has a fixed number
of rows, while the number of columns grows with the problem size. Therefore,
the computational complexity of the proposed transformations by a Vandermonde
matrix cost O(n) as the Vandermonde-structure can be fully determined using O(n)
as opposed to O(n2) [38, 39, 40], and hence the number of points is independent of
the number of modes.

3. Experimental Results

In this section, our aim is to investigate the performance of the proposed VNO
architecture on a challenging suite of diverse PDE learning tasks.
Implementation, Training Details and Baselines. A key contribution of this paper
is a new implementation of the Vandermonde structured matrix multiplications
in PyTorch, which enables us to efficiently compute Fourier and Inverse Fourier
transforms. Within a neural network, an efficient O(n) algorithm must also be
parallelizable to handle batches, as this massively speeds up the training process.
Batches of data with the same or different point distributions are easily handled by
the torch.matmul() and torch.bmm() functions, respectively.

In all experiments, we use the same hyperparameteres for training purposes;
ADAM optimizer with a learning rate of 0.005, scheduler step 10, gamma decay of
0.97, and trained for 500 epochs. We also use the L1-loss function, which produced
both a lower L1-error and L2-error than the L2-loss. The test error was measured
as the relative L1 error.

As baselines, we use FNO in all the experiments and its variant, Geo-FNO [29]
in experiments where the underlying domain has a complicated, non-equispaced
geometry. For comparisons with the FNO or Geo-FNO, we choose the number of
modes in each layer as well as the width of each layer to be the same across all
architectures in an experiment. Given that the Fourier layer is fundamentally the
same for VNO, FNO, and Geo-FNO, albeit using different methods to compute the
transform, the relative performance differences between methods are consistent as
the number of modes and width are varied. We see this as a fair comparison, as all
model parameters and the model size remains consistent within an experiment. All
experiments are performed on the Nvidia GeForce RTX 3090 with 24GB memory.
Benchmark 1: Burgers’ Equation. The one-dimensional viscous Burgers’ equation
is a widely considered model problem for fluid flow given by

(12)
∂tu(x, t) + ∂x(

1

2
u2(x, t)) = ν∂xxu(x, t) x ∈ (0, 1) t ∈ (0, 1]

u(x, 0) = u0(x) x ∈ (0, 1)

where u denotes the fluid velocity and ν the viscosity. We follow [24] in fixing
ν = 0.1 and considering the operator that maps the initial data u0 to the solution
u(·, T ) at final time T = 1. The training and test data, presented in [24] for this
problem, is used. Points are sub-sampled to create non-equispaced distributions.

We test the VNO and FNO on this benchmark on three different point distribu-
tions, shown in SM Figure 5, namely equispaced point distribution, contracting-
expanding distribution, and fully non-equispaced randomly chosen set of points.
The training time (per epoch) and test errors are shown in Table 1. We observe
from this table that for equispaced points, both FNO and VNO have low test errors,
with FNO being marginally more accurate than VNO. On the other hand, VNO
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Table 1. Performance results for the experiments on shear flow,
surface-level specific humidity, and flow past airfoils. The FNO
is applied to a dense, equispaced, rectangular grid for the first
three problems, while the VNO is applied to a lattice engineered
to balance resolution and efficiency.

Model model size training time testing error

Burgers’ Equation
Equispaced Distribution:
VNO 549569 0.86s 0.095%
FNO 549569 0.97s 0.071%

Contracting-Expanding Distribution:
VNO 549569 0.35s 0.86%
FNO–interpolation 549569 1.24s 1.00%

Random Distribution:
VNO 549569 0.25s 1.67%
FNO–interpolation 549569 1.41s 1.11%

Shear Layer
VNO 6571010 44s 5.89%
FNO 6571010 189s 6.16%

Surface-level Specific Humidity
VNO 16786657 3.6s 4.37%
FNO 16786657 38s 5.25%

Flow past Airfoil
VNO 2368225 7.38s 0.49%
Geo-FNO 3020963 7.42s 1.14%

has slightly lower training time per epoch showing that batched matrix multipli-
cations, which form the basis of VNO, are as computationally efficient as the FFT
algorithm that underpins the FNO.

However, FNO cannot be directly applied to the two non-equispaced point distri-
butions that we consider here (contracting-expanding and random). Hence, we have
to interpolate the input point values of the underlying function to an equispaced
grid and subsequently apply FNO. To this end, we use a cubic-spline interpolation
procedure and report the test results of this model in Table 1.

We observe that for the contracting-expanding distribution, VNO is more accu-
rate than FNO-interpolation while being faster in training by a factor of almost 4.
For the random point distribution, FNO-interpolation is clearly more accurate but
has a significantly higher training time (almost a factor of 6) vis a vis VNO.

Thus, this experiment already indicates that not only is VNO able to handle in-
put data on arbitrary non-equispaced grids, its accuracy is still comparable to FNO.
When FNO is augmented with interpolation procedures to deal with non-equispaced
sample points, VNO is considerably faster to train while being comparable in ac-
curacy.
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Benchmark 2: Shear Layer. We follow a recent work on convolutional neural oper-
ators [23] in considering the incompressible Navier-Stokes equations

(13)
∂u

∂t
+ u · ∇u+∇p = ν∆u, ∇ · u = 0.

Here, u ∈ R
2 is the fluid velocity and p is the pressure. The underlying domain is the

unit square with periodic boundary conditions and the viscosity ν = 4×10−4, only
applied to high-enough Fourier modes (those with amplitude ≥ 12) to model fluid
flow at high Reynolds-number. The solution operator maps the initial conditions
u(t = 0) to the solution at final time T = 1.

We consider initial conditions representing the well-known thin shear layer prob-
lem [41, 42] (See [23] for details), where the shear layer evolves via vortex shedding
to a complex distribution of vortices (see Figure 3a for an example of the flow). The
training and test samples are generated, with a spectral viscosity method [42] of a
fine resolution of 10242 points, from an initial sinusoidal perturbation of the shear
layer [42], with layer thickness of 0.1 and 10 perturbation modes,the amplitude of
each sampled uniformly from [−1, 1] as suggested in [23].

As seen from Figure 3a, the flow shows interesting behavior with sharp gradients
in two mixing regions, which are in the vicinity of the initial interfaces. On the other
hand, the flow is nearly constant further away from this mixing region. Hence, we
will consider VNO with input functions being sampled on a lattice shown in SM
Figure 6 which is adapted to resolve large gradients features of the flow. On the
other hand, FNO is tested on the equispaced point distribution. From Table 1, we
observe that VNO is marginally more accurate than FNO while being 4 times faster
per training epoch, demonstrating a significant computational advantage over FNO
on this benchmark.
Benchmark 3: Surface-Level Specific Humidity. Next, we focus on a real world data
set and learning task where the objective is to predict the surface-level specific hu-
midity over South America at a later time (6 hours into the future), given inputs
such as wind speeds, precipitation, evaporation, and heat exchange at a particu-
lar time. The exact list of inputs is given in SM Table 2. The physics of this
problem are intriguingly complex, necessitating a data-driven approach to learn
the underlying operator. To this end, we use data provided by the Modern-Era
Retrospective analysis for Research and Application v2 (MERRA-2) satellite data
to forecast the surface-level specific humidity [43]. Moreover, we are interested in
a more accurate regional prediction, namely over the Amazon rainforest. Hence,
for the VNO model, we will sample data on points on a lattice that is more dense
over this rainforest, while being sparse (with smooth transitions) over the rest of
the globe, see SM Figure 7 for visualization of this lattice.

In contrast to VNO, FNO samples input on the equispaced global grid. Test
error is calculated over the region, shown in Figure 3b. The results, presented in
Table 1, show that VNO is not only more accurate than FNO, but also one order of
magnitude faster to train. The greater accuracy of VNO over FNO, on a regional
scale, is also clearly observed in Figure 3b, where we observe that VNO is able to
capture elements such as the formation of vortices visible in the lower right hand
corner and the mixing of airstreams over the Pacific Ocean. These elements are
smoothed out by the FNO.
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Benchmark 4: Flow Past Airfoil. We also investigate transonic flow over an airfoil,
as governed by the compressible Euler equations,
(14)
∂ρ

∂t
+∇·(ρu) = 0

∂ρu

∂t
+∇·(ρu× u+ pI) = 0

∂E

∂t
+∇·((E + p)u) = 0.

Here, ρ is the fluid density, t time, u the velocity vector, p the pressure, and E the
total energy, related to each other by an ideal gas equation of state. The data for
this experiment has been taken from [29], where the authors have chosen farfield
conditions ρ∞ = 1

[

kg/m3
]

, p∞ = 1 [atm], Mach number M∞ = 0.8, and angle of
attack AoA = 0.

The underlying operator maps the airfoil shape to the pressure field. In this case,
the underlying distribution of sample points changes between each input (airfoil
shape). VNO can readily handle this situation. As a baseline, we use Geo-FNO as
proposed in [29]. To have a fair comparison with VNO, we allow Geo-FNO to learn
the diffeomorphism online just as VNO does. The test errors, presented in Table
1 show that VNO is significantly more accurate than Geo-FNO for this problem,
while being comparable in training time. In particular, as observed from Figure 3c,
VNO captures the trailing shock much better than Geo-FNO.

(a) Horizontal velocity for the Shear Layer experiment

(b) Surface-level specific humidity over South America.

(c) Pressure distributions around an airfoil.

Figure 3. These figures display examples of the ground truth,
the target which the VNO, FNO, or Geo-FNO attempt to match.
Left: Ground Truth. Center: VNO Right: FNO for (a) and (b)
and Geo-FNO for (c).
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4. Discussion

Summary. FNO has emerged as a widely used architecture for operator learn-
ing, particularly in the context of PDEs. However, as the FNO relies on the FFT
to efficiently carry out convolutions in Fourier space, its application is restricted to
input data sampled on equispaced Cartesian grids. In practice, input data is often
sampled on non-equispaced point distributions. Hence, extending FNO to handle
such scenarios is of great interest. In contrast to the common strategy of interpolat-
ing or transforming data from non-equispaced to equispaced point distributions, we
aimed to propose an alternative framework that directly replaced FFT within FNO
to allow for input functions to be sampled on more general point distributions.

To this end, we leveraged the Vandermonde-structured matrices that arise quite
naturally in computing the Fourier and Inverse Fourier transforms. By coming
up with an efficient implementation of the resulting batched matrix multiplications,
we propose a new operator learning framework called the Vandermonde Neural
operator (VNO) with the ability to handle inputs on arbitrary non-equispaced
point distributions. We compare VNO with FNO and recently proposed extensions
of FNO such as Geo-FNO on a suite of experiments that range from the simple
one-dimensional viscous Burgers’ equation to more complicated incompressible and
compressible flow equations and also a realistic Earth science data set.

We find that the VNO can be significantly faster at training, while being com-
parable in accuracy or significantly more accurate than FNO (and its extensions)
on the considered problems. Hence, we demonstrate that the VNO can serve as
an efficient and accurate neural operator which can be broadly applied in various
scenarios.

Related Work. We start with a succinct summary of the extensive literature
on Vandermonde-structured matrices and related constructions. In this context,
the delay Vandermonde matrix (DVM) is a superclass of the DFT matrix. The
DVM structure is utilized to analyze TTD wideband multibeam beamforming while
solving the longstanding beam squint problem [44, 45, 46, 47, 48]. Although the
Vandermonde matrices can be ill-conditioned [49, 50, 51, 52, 53, 39, 54], the pro-
posed VNO does not encounter ill-conditioning, as nodes are placed on the unit
disk [54, 55, 48], and we do not compute the explicit inverse of the Vandermonde-
structured matrix because it is too expensive and numerically less accurate [51].
Nonequispaced FFT (NFFT) has already been developed [56, 57, 58]. These al-
gorithms rely on a mixture of interpolation, windowing techniques, and strategic
applications of FFT to maintain O(n log n) cost. However, the inverse NFFT cannot
be calculated in a comparably direct manner [59, 60]. The nonequispaced discrete
Fourier transform is also presented as a summation [56, 57, 58], which can be ar-
ranged into a Vandermonde-structured matrix, but this is not presented in the
literature. Excluding fast transforms, the structure of the Vandermonde matrix
has been employed to perform the nonequispaced, or nonuniform discrete Fourier
transform (NUDFT) [37] in one and two dimensions; however, the two-dimensional
distributions, in this case, are limited to the lattice and nonuniform parallel lines.
The methods we propose in this paper extend the use of Vandermonde-structured
matrices to irregular point distributions in two or more dimensions. The NUDFT
is rarely used, as many applications of Fourier transforms require all Fourier coef-
ficients, resulting in O(n2) cost [37]. This is not the case for the FNO, and thus
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the proposed VNO avoids the rapidly growing computational costs associated with
NUDFT.

Limitations and Future Work. The elements of the Vandermonde-structured
matrix are directly related to the positions of the data points for a given problem.
If all samples are using an identical point distribution, the Vandermonde-structured
matrix may be constructed once, at the beginning of the run time. However, this
cannot be done if point distributions vary among samples. In this case, we must
either precompute Vandermonde-structured matrices corresponding to each point
distribution and load them with the corresponding data, or we must construct the
matrices at run-time. Precomputing the matrices can offer performance advantages,
but for problems with many data points, a large number of samples, or a large
number of modes, the size of the Vandermonde-structured matrices in memory can
grow quite large, even exceeding the size of the original data set. Furthermore, the
number of rows grows as the power of the number of spatial dimensions even though
the operation complexity. This may limit this method for data in 3 or more spatial
dimensions—even though the operation complexity is approximately equivalent to
the FFT. Performance gains from precomputing the matrices are diminished as
such large matrices can not be loaded from memory as quickly. Constructing the
matrices at run time, i.e., during training, also hinders performance. In the future,
it would be worth investigating how the run-time matrix construction might be sped
up by using compile time languages [61]. Another direction to investigate is the use
of different basis functions. The Fourier basis functions assume periodicity along
the torus, but it is possible to extend and modify the Vandermonde-structured
approach to handle spherical basis functions as well, expanding the use of VNO
techniques to new fields [62, 63, 64, 65].
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Supplementary Material for:
Vandermonde Neural Operators.

Appendix A. Technical Details

A.1. The FFT Signal Flow Graph. The signal flow graph provides a graphical
representation of the FFT algorithm.
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Figure 4. The 8-point fast Fourier transform signal flow graph.
x and y represent the signal in the physical and Fourier domain,
respectively. Dashed lines represent a multiplication by -1, red
elements denote a multiplication by that factor, and converging
arrows represent a sum.
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A.2. Practical Construction and Implementation Details. In practical ap-

plications, the matrices within this tensor may be stacked, such that V ∈ C
(m2)×n

constructed via the method proposed in Equation 15, with structure illustrated by
Equation 16.
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A.3. Point Distributions. We investigate several point distributions for the one
dimensional case. For the two dimensional experiments, we investigate a lattice with
a nonuniform distribution along one axis (Shear Layer), a lattice with a nonuni-
form distribution along both axes (Surface-Level Specific Humidity), and a fully
nonequispaced point distribution (Airfoil). Visualizations of these are provided in
this subsection.

0 1000 2000 3000 4000 5000 6000 7000 8000
x

Uniform
Contracting-Expanding
Random

Figure 5. Point distributions used in the Burgers’ equation ex-
periments. Data is selected from the uniform distribution to con-
struct the contracting-expanding distribution and random distri-
bution. The space between points in the contracting-expanding
distribution grows from a point in both directions according to a
geometric distribution, tuned so that the resulting distribution has
64 points. The random distribution is generated by generating a
random permutation of all 8192 indices and selecting the first 64
points.
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Figure 6. Nonequispaced lattice for the shear layer problem.
Sampling is dense close the interface region, smoothly becoming
sparse further from this region.

(a) FNO point distribution. The points

displayed in this image have been sub-

sampled from the original distribution to

maintain clarity in the figure.

(b) VNO point distribution. A densely

sampled region is located over South

America and the lattice becomes more

sparse further from this region.

Figure 7. Distributions used within the surface-level specific hu-
midity experiment.

(a) (b) (c)

Figure 8. Several point distributions around airfoils and their
associated pressure distributions.
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A.4. Details on the Surface-Level Specific Humidity Data. We use 16 dif-
ferent parameters to make predictions for the Surface-Level Specific Humidity ex-
periments. These are listed in this subsection.

Table 2. Inputs for the surface level specific humidity predictions.

Acronym in MERRA-2 Input Units

CDH heat exchange coefficient kg

m2s

CDQ moisture exchange coefficient kg

m2s

EFLUX total latent energy flux W
m2

EVAP evaporation from turbulence kg

m2s

FRCAN areal fraction of anvil showers 1
FRCCN areal fraction of convective showe 1
FRCLS areal fraction of large scale show 1
HLML surface level height m
QLML surface level specific humidity 1

QSTAR surface moisture scale kg

kg

SPEED surface wind speed m
s2

TAUX eastward surface stress N
m2

TAUY northward surface stress N
m2

TLML surface air temperature K
ULML surface eastward wind m

s

VLML surface northward wind m
s
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A.5. Histograms and Deviations of Experimental Results. This subsection
provides information on the distributions of results for experiments as well as results
for the median test error given different initial seeds.

Table 3. The mean and standard deviation of the median test
errors over 10 different initializations of the VNO for the Burgers’
experiments.

Data Distribution Median

Uniform 0.10± 0.03%
Contracting-Expanding 0.86± 0.08%
Random 1.67± 0.05%

(a) Uniform. (b) Contracting-Expanding. (c) Random.

Figure 9. Histograms displaying the distribution of test errors
for the different point distributions of the Burgers’ numerical ex-
periments.

(a) Shear Layer.
(b) Surface-Level Specific Hu-

midity.
(c) Flow Past Airfoil.

Figure 10. Histograms displaying the distribution of test errors
for the two-dimensional numerical experiments.
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