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Fano resonances in all-dielectric electromagnetic metasurfaces

Habib Ammari✯ Bowen Li❸ Hongjie Li❹ Jun Zou➜

Abstract

We are interested in the resonant electromagnetic (EM) scattering by all-dielectric metasurfaces made of a
two-dimensional lattice of nanoparticles with high refractive indices. In [Ammari et al., Trans. AMS, 376 (2023),
39-90], it has been shown that a single high-index nanoresonator can couple with the incident wave and exhibit a
strong magnetic dipole response. Recent physics experiments reveal that when the particles are arranged in certain
periodic configurations, they may have different anomalous scattering effects in the macroscopic scale, compared to
the single particle case. In this work, we shall develop a rigorous mathematical framework for analyzing the resonant
behaviors of all-dielectric metasurfaces. We start with the characterization of subwavelength scattering resonances
in this periodic setting and their asymptotic expansions in terms of the refractive index of the nanoparticles. Then
we show that real resonances always exist below the essential spectrum of the periodic Maxwell operator, and that
they are the simple poles of the scattering resolvent with the exponentially decaying resonant modes. By using
group theory, we also discuss the implications of the symmetry of the metasurface on the subwavelength band
functions and their associated eigenfunctions. For the symmetric metasurfaces with the normal incidence, we use a
variational method to show the existence of embedded eigenvalues (i.e., real subwavelength resonances embedded
in the continuous radiation spectrum). Furthermore, we break the configuration symmetry by a small deformation
field on the particles and consider a slightly non-normal incidence to prove that in this case Fano-type reflection
and transmission anomalies could occur.

1 Introduction

The study of electromagnetic metamaterials has been a very topical subject in the field of nanophotonics over
the last few years, due to their great potentials in wave front control, field concentration, and light focusing at
subwavelength scales [21, 56, 89]. The plasmonic nanoresonators (e.g., metallic nanoparticles) is one of the widely
used building blocks for novel optical metamaterials [68]; see the monograph [6] and the references therein for a
mathematical treatment. However, the practical applications of the plasmonic metamaterials are severely limited
by the heat dissipation induced by the imaginary part of the electric permittivity in the visible light range. This
motivates physicists and engineers to search for alternatives to the plasmonic elements. Recently, the dielectric
nanoresonators (e.g., silicon nanoparticles) have received considerable attention for their low intrinsic losses and high
electric permittivity. It was experimentally demonstrated in [30,32,54,63] that a single silicon nanoparticle can resonate
in the optical realm with a high Q-factor (i.e., the so-called dielectric resonances), and the excited electric and magnetic
dipole moments can have comparable order of magnitudes. Such properties are desirable and attractive in many
applications in imaging science, material science and wireless communications, and lead to a superior performance of
the all-dielectric metamaterials over the lossy plasmonic devices [8,44,50,54,80]. For the case of spherical nanoparticles,
the dielectric resonance can be well understood by the Mie scattering theory [85], while for the TM or TE polarization
case, the quasi-static dielectric resonance is equivalent to the eigenvalue problem for the Newtonian potential [2]; see
also [64] for the discussion on the nonlinear Kerr-type material. The complete mathematical theories for the cases of
a single dielectric nanoparticle and a cluster of dielectric nanoparticles with the full Maxwell’s equations have been
achieved in [9] and [20], respectively.

Metasurfaces are two-dimensional composite materials with thicknesses much smaller than the operating wave-
length, which enable the complete control of the phase, amplitude, and polarization of the scattered wave [43,55,82].
We refer the readers to [1,5,7,57] for recent mathematical results on plasmonic metasurfaces and bubble meta-screens.
Thanks to the unique optical properties of the resonant dielectric nanoparticles, great effort has also been made to
develop the all-dielectric metasurfaces for realizing the high-efficiency light manipulation. The current work is mainly
motivated by [49, 58], where the authors designed a class of dielectric metasurfaces with broken in-plane symmetry
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that can support the bound states in the continuum and allow the Fano-type transmission and reflection. Fano reso-
nance is a special resonant scattering phenomenon corresponding to the asymmetric resonance peaks in transmission
spectra, which was initially investigated by Ugo Fano [31] in quantum mechanics. Such phenomenon has been ex-
tensively explored for various photonic periodic structures since the 1990s [59, 70]. The basic physical origin of the
Fano resonance lies in the interference between the continuous state in the background and the discrete resonant state
from the scattering system, as pointed out by Fano in his original work [31]. Mathematically, it is closely related to
the resonances embedded in the continuous spectrum of the underlying operators of the interested models and the
associated bound states in the continuum (BICs), which are generally nonrobust with respect to the perturbations. In
more detail, for the ideal system where the embedded eigenvalues exist, the BICs are the resonant states localized to
the nanoresonators and decoupled from the far field. When the system is slightly perturbed, the embedded eigenvalue
will be shifted into the lower complex half plane with a small imaginary part, and the bound states become leaky and
will interact with the broad background radiation, which gives rise to the sharp transmission peaks and dips. This
mechanism has been utilized in many nanophotonic materials, e.g., the metallic slab with arrays of subwavelength
holes [42, 90], the plasmonic metasurface [62], and the arrays of dielectric spheres and rods [17, 19,75].

The existence of embedded eigenvalues (equivalently, BICs) for the EM grating of periodic conductors was first
rigorously proved by Bonnet-Bendhia and Starling [14] under some symmetry assumptions. Their arguments are based
on a variational formulation of the problem with some ideas borrowed from the earlier work by Nédélec and Starling [66].
Later, Shipman and Volkov [71] characterized the robust and nonrobust bound states for the homogeneous periodic
slabs and gave sufficient conditions for the nonexistence of guided modes. Moreover, in [70, 72–74], Shipman et al.
considered the asymptotics of the embedded eigenvalues with respect to the perturbation of the Bloch wave vector
(which breaks the symmetry of the grating), and analyzed the Fano-type transmission anomalies by the analytic
perturbation theory. Recently, Lin et al. [60] quantitatively investigated the Fano resonance phenomenon and the
field enhancement in the setting of a metallic grating with subwavelength slits by using layer potential techniques. In
their subsequent work [61], they focused on the case of the perfectly conducting grating with strongly coupled slits
and analyzed the BICs and the corresponding Fano resonances. A similar configuration for the bubble meta-screen
was discussed in [3], where Ammari et al. used the capacitance matrix to explicitly approximate the scattering matrix
and justify the Fano-type anomalies. In all of these works [3, 60, 61], the authors showed that there exist two classes
of subwavelength resonances, where one of them has a much smaller imaginary part than the other one. The discrete
resonant state corresponds to the resonance with the larger imaginary part and gives a broad resonance peak, while
the continuum state with the smaller imaginary part is perturbed from the bound state and has a narrow resonance
peak. It is exactly the hybridization of these two states that gives rise to a Fano transmission phenomenon. However,
the rigorous analysis for the full Maxwell system has not been well developed yet. We are aiming to fill this gap.

In this work, we will establish a unified mathematical framework for the EM resonant scattering by asymmetric
dielectric metasurfaces of nanoparticles with high refractive indices. For such structures, the BICs and the Fano
resonances have been experimentally reported in [49]. Our analysis is based on both the variational method and the
Lippmann-Schwinger equation for the full Maxwell’s equations. As in the case of the single dielectric nanoparticles [9],
the dielectric resonances are defined as the complex poles of the scattering resolvent of the Maxwell operator, which are
located in the lower complex plane {ω ∈ C ; Imω ≤ 0}. We shall be particularly interested in the real subwavelength
dielectric resonances, and, for convenience, we will use the words real resonances and eigenvalues interchangeably
in what follows, if there is no confusion. In Section 2, we start with the notion of the subwavelength scattering
resonances in the periodic setting. We prove that the real resonances are the simple poles of the resolvent of the
volume integral operator for the EM scattering problem, and that the associated resonant mode exponentially decays
in the far field and is decoupled from the incoming wave; see Propositions 2.5 and 2.6. Hence, we can relate the real
scattering resonances to the eigenvalue problem of the unbounded Maxwell operator on the L2-space. We proceed to
characterize the essential spectrum of the periodic Maxwell operator, which turns out to be the continuous radiation
spectrum, and show that there is always a discrete eigenvalue below the infimum of the essential spectrum; see Theorem
2.8. However, the resonant states for the eigenvalue below the essential spectrum do not interact with the background
radiation, and thus would not induce any Fano-type resonance phenomenon.

As discussed above, the desired bound states in the continuum correspond to the real scattering resonances embed-
ded in the continuous essential spectrum, the existence of which is a difficult task and usually depends on the additional
structure of the configuration, e.g., the symmetry assumption. In this work, we mainly focus on the in-plane inversion
symmetry (3.1) motivated by the physical setup [49, 58]. In Section 2.2, we discuss the general symmetry properties
of the dielectric metasurfaces by using the representation theory of the symmetry group and its consequences on the
resonances and the resonant modes. With these preparations, in Section 3, we manage to show the existence of the
real subwavelength resonances which are embedded in the continuous spectrum in the high contrast regime (i.e., the
refractive indices of the nanoparticles are large enough), under the normal incidence and a mild assumption on the
limiting problem; see Theorem 3.8. In doing so, we adopt the regularized variational formulation for the EM scattering
problem [12, 13] and follow the analysis framework of [14, 70] for the acoustic case. It is worth emphasizing that our
arguments are much more involved with the main difficulty coming from the infinite-dimensional kernel of the curl
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operator. In addition, to justify that the real resonance is in the subwavelength regime for the large contrast, it
is necessary to investigate the limiting eigenvalue problem, for which we exploit the techniques from [37, 77] on the
convergence of the monotone sesquilinear form.

It is known that the bound states associated with such embedded eigenvalues are unstable with respect to the
perturbation of the metasurface that destroys the symmetry (3.1). In Section 4, we slightly perturb the normal
incidence and the symmetric dielectric metasurface by a deformation field as in [49,58]. In this case, the BICs become
the quasi-modes with finite Q-factors. We shall show that for the perturbed asymmetric metasurface, the reflection
energy could present a sharp asymmetric shape of Fano-type. For this, we first derive the asymptotic expansions
of the subwavelength resonances with respect to the high contrast in Theorem 4.2. Then, we calculate the shape
derivative of the leading-order approximation of the subwavelength resonance; see Proposition 4.4. This allows us
to find the asymptotics of the resonances for the perturbed metasurface in Corollary 4.5, where we assume that the
eigenspace of the leading-order operator is spanned by a symmetric field and an antisymmetric one for simplicity.
To quantify the expected Fano resonance phenomenon, we calculate the quasi-static approximation of the scattered
polarization vectors that uniformly holds for the incident frequencies near the resonances, which readily implies the
asymptotic expansion of the reflection and transmission energy; see Corollary 4.7. Thanks to the energy conservation
property, we only focus on the reflection energy and demonstrate that it can be effectively described by the classical
Fano formula [49,70], meaning that there is a sharp asymmetric line shape in the reflection spectrum.

We close the introduction with a list of notations used in this work.

❼ We write (x′, x3) for x = (x1, x2, x3) ∈ R
3 with x′ = (x1, x2) ∈ R

2 and x3 ∈ R.
❼ We use the standard asymptotic notations: for f in a normed vector space, we denote f = O(ϵ) if ∥f∥ ≤ C|ϵ|
holds for constant C > 0 independent of ϵ, and f = o(ϵ) if ∥f∥/|ϵ| → 0 as ϵ → 0. Moreover, for real a, b > 0,
we write a ≪ b if a ≤ Cb for small enough C independent of a, b, and a ≫ b if a ≥ Cb for large enough C
independent of a, b.

❼ Let Λ be a two-dimensional lattice generated by the vectors v1, v2 ∈ R
2:

Λ :=
{
γ ∈ R

2 ; γ = n1v1 + n2v2 , ni ∈ Z
}
,

with the fundamental cell Y :

Y :=
{
γ ∈ R

2 ; γ = c1v1 + c2v2 , ci ∈ [−1/2, 1/2]
}
.

For simplicity, the area of Y is assumed to be one, i.e., |Y | = 1. We also define some fundamental cells in R
3 by

Y∞ := Y × R , Yh := Y × [−h, h] , for h > 0 ,

for later use. Moreover, we introduce the reciprocal lattice Λ∗ by

Λ∗ :=
{
q ∈ R

2 ; q · γ ∈ 2πZ for any γ ∈ Λ
}
, (1.1)

and the first Brillouin zone of Λ∗ by

B := {α ∈ R
2 ; |α| ≤ |α− q| ∀q ∈ Λ∗} . (1.2)

❼ A function (or vector field) f on R
3 is α-quasi-periodic in the variables x1 and x2 if there holds

f(x+ (γ, 0)) = eiα·γf(x) , γ ∈ Λ . (1.3)

❼ We use the standard Sobolev spaces on a three-dimensional domain D ⊂ R
3 or a two-dimensional surface Σ ⊂ R

3.
The bold typeface is used to indicate the spaces of vector fields, e.g., L2(D) is the space of L2-integrable vector
fields onD. We use the subscript loc to denote the spaces of locally integrable functions (fields), and the subscript
α to denote the Sobolev spaces of α-quasi-periodic functions (fields), for instance,

Hα,loc(curl, Y∞) := {φ ∈ L2
loc(Y∞) ; curlφ ∈ L2

loc(Y∞) , φ satisfies (1.3)} .

In the case of α = 0, we have the spaces of periodic functions and shall use the subscript p to avoid confusion, e.g.,
the space H1

p(Yh) consists of periodic H
1-fields. Moreover, we use the subscript T to denote the tangential vector

fields on the surface Σ, e.g., H−1/2

T (curl,Σ) := {φ ∈ H
−1/2

T (Σ) ; curlΣφ ∈ H−1/2(Σ)}, where curlΣ is the surface
curl operator. We refer the readers to [65] for the definition of the surface differential operators. In particular, for
the reader’s convenience, we recall the space of divergence-free vector fieldsH(div0, D) = {φ ∈ L2(D) ; divφ = 0}
and its subspace

H0(div0, D) = {φ ∈ H(div0, D) ; ν · φ = 0 on ∂D} .
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We also need the weighted L2-space: for a nonnegative function ε ∈ L∞(Y∞),

L2
α,ε(Y∞) := {f ; f is a measurable vector field satisfying (1.3) and ε|f |2 ∈ L1(Y∞)} .

Similarly, we define

Hα(ε; div0, Y∞) := {f ∈ L2
α,ε(Y∞) ; div(εf) = 0} . (1.4)

The tangential component trace for a H(curl)-vector field is defined by

πt(u) := (ν × u)× ν . (1.5)

❼ For two Banach spaces X and Y , we denote by L(X,Y ) the bounded linear operators from X to Y , or simply
by L(X) if Y = X. We write ∥·∥X for the norm on the space X, or simply, write ∥·∥, when no confusion is
caused. In particular, for notation simplicity, we denote by (·, ·)D the L2-inner product on D, and by (·, ·)ε,D
the weighted L2-inner product on D, i.e., (f, g)ε,D =

✁
D
εf̄g dx, while the standard complex dual pairing on the

surface Σ is denoted by ⟨·, ·⟩Σ.

2 Scattering resonances of all-dielectric metasurfaces

In this section, we consider the resonant electromagnetic (EM) scattering by periodically distributed dielectric
nanoparticles with high refractive indices. We will first define the scattering resonances as the poles of the associated
scattering resolvent and introduce the band dispersion functions. Then in Section 2.1, we show that the real resonances
are the simple poles of the resolvent and the corresponding resonant modes are exponentially decaying in the far field.
We also prove that the real resonances always exist below the light line when the refractive index of the nanoparticle
is larger than the background. In Section 2.2, we will provide some general results on the symmetry properties of the
band function and the multiplicity of the scattering resonance based on the symmetry group of the metasurface.

We begin with the formulation of the periodic electromagnetic scattering problem. Suppose that the nanoparticles
D are contained inside Yh for some h > 0, where D is a bounded open set with the smooth boundary ∂D and a
characteristic size of order one. The all-dielectric metasurface is defined as the collection of nanoparticles that are
periodically distributed on the lattice Λ, which is denoted by

D :=
⋃

γ∈Λ

(
D + (γ, 0)

)
. (2.1)

Moreover, we assume that the nanoparticles are non-magnetic (i.e., the magnetic permeability µ = 1 on R
3) and have

the electric permittivity of the form:

ε := 1 + τχD , τ ≫ 1 , on R
3 , (2.2)

where χD is the characteristic function of the set D, and τ ∈ R is the contrast parameter. Let (Ei, Hi) be the incident
EM field satisfying the homogeneous Maxwell’s equations. It follows from the standard Floquet-Bloch theory [47,51,53]
that the EM scattering problem by the lattice of the nanoresonators D can be modelled by the following family of
α-quasi-periodic scattering problems:





∇× E = iωH in R
3\∂D ,

∇×H = −iωεE in R
3\∂D ,

[ν × E] = [ν ×H] = 0 on ∂D ,
(E − Ei, H −Hi) satisfies the outgoing radiation condition as x3 → ±∞ .

(2.3)

We are interested in the α-quasi-periodic solutions (E,H) to (2.3). The outgoing radiation condition in (2.3) is given
by the Rayleigh-Bloch expansion [14,47]:

E(x′, x3) =





∑

q∈Λ∗

Eq(h, α)e
i(α+q)·x′

eiβq(x3−h) , for x3 > h ,

∑

q∈Λ∗

Eq(−h, α)ei(α+q)·x′

e−iβq(x3+h) , for x3 < −h ,
(2.4)

where for q ∈ Λ∗,

βq :=
√
ω2 − |α+ q|2 , (2.5)
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and Eq(±h, α) is the Fourier coefficient of e−iα·x′

E on x3 = ±h:

Eq(±h, α) :=
1

(2π)2

✂
Y

e−iα·x′

E(x′,±h)e−iq·x′

dx′ . (2.6)

Here and in what follows, the square root
√· is chosen with the positive real part or with the positive imaginary part,

and we always assume that for a fixed α ∈ B, there holds

ω2 /∈ Z(α) :=
{
|α+ q|2 ; q ∈ Λ∗} ,

which guarantees that βq ̸= 0 is well defined.
For our analysis of the scattering problem (2.3), let us first introduce the quasi-periodic Green’s function by

Gα,ω(x) =
1

2

∑

q∈Λ∗

iβ−1
q ei(α+q)·x′

eiβq|x3| , (2.7)

which is the fundamental solution to the equation:

−(∆ + ω2)Gα,ω(x) =
∑

γ∈Λ

δ(x− (γ, 0))eiγ·α , (2.8)

satisfying the outgoing condition (2.4). Then, we define the vector potentials:

Kα,ω
D [φ] =

✂
D

Gα,ω(x, y)φ(y) dy : L2(D) → H2
α,loc(Y∞) , (2.9)

and
T α,ω
D [φ] = (ω2 +∇div)Kα,ω

D [φ] : L2(D) → Hα,loc(curl, Y∞) . (2.10)

By definition, it is easy to check that T α,ω
D [φ] is α-quasi-periodic and satisfies the equation:

(∇×∇×−ω2)T α,ω
D [φ] = ω2φχD on R

3 , (2.11)

and the Rayleigh-Bloch expansion (2.4). Then the Lippmann-Schwinger equation for (2.3) readily follows:

Es := E − Ei = τT α,ω
D [E] on R

3 . (2.12)

We recall the Helmholtz decomposition for L2-vector fields [10, 33]:

L2(D) = ∇H1
0 (D)⊕H(div0, D) = ∇H1

0 (D)⊕H0(div0, D)⊕W , (2.13)

whereW is the space of the gradients of harmonicH1-functions. It is known [9,24,25] that for α, ω ∈ C with ω2 /∈ Z(α),
∇H1

0 (D) and H(div0, D) are invariant subspaces of T α,ω
D with T α,ω

D [∇ϕ] = −∇[ϕχD] for ϕ ∈ H1
0 (D). Moreover, the

spectrum σ(T α,ω
D ) is a disjoint union of the essential spectrum σess(T α,ω

D ) = {−1, 0,− 1
2} and the discrete spectrum

σdisc(T α,ω
D ). We then define

Aτ (α, ω) := τ−1 − T α,ω
D : H(div0, D) → H(div0, D) , (2.14)

which is an operator-valued analytic function on the set {(τ, α, ω) ∈ C
3 ; |τ | ≫ 1 , ω2 /∈ Z(α)}. By the multidimen-

sional analytic Fredholm theorem [52,81,83], we have the following basic lemma.

Lemma 2.1. The set of poles of the resolvent (Aτ (α, ω))
−1:

Ω(Aτ (α, ω)) :=
{
(τ, α, ω) ∈ C

3 ; |τ | ≫ 1 , ω2 /∈ Z(α) , Aτ (α, ω) is not invertible
}
, (2.15)

is either empty, or an analytic subset of C3 of codimension 1 (that is, it is locally given by the zeros of an analytic
function in the variables τ , α, and ω).

It is straightforward to follow [9, Section 2] to introduce the scattering resolvent for the problem (2.3) and show
that its poles are the same as those of Aτ (α, ·)−1, which we call the scattering resonances of the dielectric metasurface.
Then by Lemma 2.1, it is easy to see that the slice of the set Ω(Aτ (α, ω)) at (α, τ), denoted by Ω(Aτ (α, ω))|(α,τ),
gives the discrete set of resonant frequencies ωj for the problem (2.3):

{ωj(α, τ)}j = Ω(Aτ (α, ω))|(α,τ) .
For each j, the resonance ωj(α, τ), as a function in α ∈ B, is Lipschitz continuous and known as the band dispersion
function [53]. In this work, we are mainly interested in the resonances in the subwavelength regime, i.e., those ωj ≪ 1.
In analogy with the analysis in [9, Section 3], we have the following asymptotic result for the subwavelength band
function ωj(α, τ). Let Pd and Pw be the orthogonal projections for the decomposition (2.13):

Pd : L2(D) → H0(div0, D) , Pw : L2(D) →W . (2.16)
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Theorem 2.2. In the high contrast regime (2.2), the subwavelength resonances for the scattering problem (2.3) exist
with the asymptotic form: as τ → ∞,

ωj(α, τ) =
1√
τλαj

+O(τ−1) ,

where the remainder term is complex, and {λαj } are the eigenvalues of the compact self-adjoint operator PdKα,0
D Pd.

2.1 Real resonances and Bound states

It is clear that for a fixed α ∈ B, at each resonance ωj(α, τ), there are nonzero solutions (E,H) to (2.3) with
(Ei, Hi) = 0, which are called Bloch modes. We will first prove in Proposition 2.5 that when the resonant frequency is
real, the associated Bloch modes exponentially decay and hence do not couple to the far field. It follows that in this
case, the resonant modes are bounded with respect to the L2-norm and usually referred to as the bound states. The
argument is standard and based on the variational method.

We start with the definition of the EM Dirichlet to Neumann (DtN) operators T . We introduce the notations:

Σ±h := Y × {±h} = {x ∈ R
3 ; x′ ∈ Y , x3 = ±h} , for h > 0 .

and

Σ = Σh ∪ Σ−h .

Definition 2.3. Let φ ∈ H
−1/2
α,T (curl,Σ±h) be an α-quasi-periodic tangent field on Σ±h with the Fourier expansion:

φ(x′,±h) :=
∑

q∈Λ∗

(φq, 0)e
i(α+q)·x′

, φq := (φ1,q, φ2,q) ∈ R
2 .

The DtN operator T : H
−1/2
α,T (curl,Σ±h) → H

−1/2
α,T (div,Σ±h) is defined by

T φ =
∑

q∈Λ∗

(
(T φ)q, 0

)
ei(α+q)·x′

, (2.17)

where the coefficients (T φ)q ∈ R
2, q ∈ Λ∗, are given by

(T φ)q :=
1

ωβq

{
β2
qφq + ((α+ q) · φq)(α+ q)

}
.

With the help of the operator T , one can readily obtain the variational formulation for the resonance problem:
find (ω,E) ∈ C×Hα(curl, Yh) with ω

2 /∈ Z(α) such that

Bα,τ,ω(φ,E) := (curlφ, curlE)Yh
− ω2(φ, εE)Yh

− iω⟨πt(φ),T πt(E)⟩Σ = 0 , ∀φ ∈ Hα(curl, Yh) , (2.18)

where ⟨·, ·⟩Σ = ⟨·, ·⟩Σh
+ ⟨·, ·⟩Σ−h

and the trace πt(·) is given in (1.5). We note from Definition 2.3 that

⟨φ,T ψ⟩Σ±h
=
∑

q∈Λ∗

1

ωβq

{
β2
qψq · φq + ((α+ q) · ψq)(α+ q) · φq

}
, ∀ψ, φ ∈ H

−1/2
α,T (curl,Σ±h) , (2.19)

which implies

⟨ψ,T±ψ⟩Σ±h
=
∑

q∈Λ∗

1

ωβq

{
β2
q |ψq|2 + |(α+ q) · ψq|2

}
. (2.20)

For ω ∈ R, we introduce the following subsets of the reciprocal lattice Λ∗:

Λ∗
P :=

{
q ∈ Λ∗ ; ω2 > |α+ q|2

}
, Λ∗

E =
{
q ∈ Λ∗ ; ω2 < |α+ q|2

}
, (2.21)

and define the associated operators T P and T E as in (2.17) but with the sum over Λ∗
P and Λ∗

E , respectively. By
definition, we have that Λ∗

P is a finite set with βq > 0 for q ∈ Λ∗
P , while for q ∈ Λ∗

E , βq is purely imaginary. Then,
recalling the Rayleigh-Bloch expansion, it is clear that Λ∗

P corresponds to the indices of propagating modes, and Λ∗
E

is the indices for the exponentially decaying modes. Note that ω = |α+ q| separates the (ω, α) plane into the regions
where the wave has different radiation behaviours as |x3| → ∞. For α ∈ B, by definition (1.2), we have that the
minimal |α+ q| is given by |α|, i.e.,

|α| = inf
q∈Λ∗

|α+ q| , (2.22)

which is the so-called light line [15, 18]. The following lemma is a simple consequence of (2.19) and (2.20).
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Lemma 2.4. Let ω ̸= 0 ∈ R and α ∈ B with ω2 /∈ Z(α). For ψ, φ ∈ H
−1/2
α,T (curl,Σ±h), it holds that

⟨φ,−iT Eψ⟩Σ±h
= ⟨−iT Eφ, ψ⟩Σ±h

, ⟨T Pφ, ψ⟩Σ±h
= ⟨φ,T Pψ⟩Σ±h

.

Moreover, we have

⟨ψ,T Pψ⟩Σ±h
≥ 0 .

Proposition 2.5. Let ω be a resonant frequency for α ∈ B with ω2 /∈ Z(α), and E ∈ Hα,loc(curl, Y∞) be the associated
Bloch mode with the expansion (2.4). Then ω is real if and only if E exponentially decays as x3 → ∞. In this case,
we have E ∈ Hα(curl, Y∞).

Proof. Suppose that (ω,E) solves the variational problem (2.18). It implies

ImBα,τ,ω(E,E) = −Im iω⟨πt(E),T πt(E)⟩Σ = −Reω⟨πt(E),T πt(E)⟩Σ = 0 .

We hence have Re⟨πt(E),T πt(E)⟩Σ = ⟨πt(E),T Pπt(E)⟩Σ = 0 by formulas (2.5) and (2.20) and the definition of T P .
Then it follows from Lemma 2.4 that the coefficients (πt(E))q for q ∈ Λ∗

P on Σ±h vanish. Recalling the Rayleigh-Bloch
expansion (2.4) and divE = 0 on Y∞\Yh, we obtain the exponential decay of the resonant mode E when x3 → ∞.
Conversely, suppose that the Bloch mode E exponentially decays in the far field. Then, we have that for any suitably
large h, the restriction of E to Yh satisfies (2.18) with ⟨πt(E),T πt(E)⟩Σ → 0 as h → ∞, by formulas (2.6) and
(2.20), and the exponential decay of E. Thus, there holds (curlE, curlE)Y∞

− ω2(E, εE)Y∞
= 0, which readily gives

E ∈ Hα(curl, Y∞) and ω ∈ R.

We proceed to prove that the real resonances are the simple poles of the scattering resolvent, which means that for
a real resonance, its algebraic multiplicity equals to its geometric multiplicity [29,34,35]. For the reader’s convenience,
let us first recall some preliminaries about the related concepts, following [35]. Suppose that A(λ) is an operator-
valued analytic function from a neighbourhood Nε(λ0) of λ0 ∈ C to L(H), where H is a Banach space. λ0 is a
pole of A(λ)−1 means that there exists an analytic function ϕ(λ) : Nε(λ0) → H, called a root function for A(λ) at
λ0, such that ϕ(λ0) ̸= 0 and A(λ0)ϕ(λ0) = 0. It is clear that ϕ(λ0) is an eigenvector of A(λ0), and we define the
geometric multiplicity of λ0 by dimker(A(λ0)). By analyticity, we have A(λ)ϕ(λ) = (λ − λ0)

mψ(λ) for some m > 0
with ψ(λ0) ̸= 0 and call the number m the multiplicity of the root function ϕ(λ). We define the rank of an eigenvector
ϕ0 by rank(ϕ0) := {m(ϕ) ; ϕ(λ) is a root function with ϕ(λ0) = ϕ0}. Let {ϕj0} be an orthogonal set of eigenvectors

that span ker(A(λ0)) with the property: rank(ϕj0) is the maximum of the ranks of all ϕ in the orthogonal complement

of span{ϕ10 . . . , ϕj−1
0 } in ker(A(λ0)). We then define the algebraic multiplicity of λ0 by

∑
j rank(ϕ

j
0).

Proposition 2.6. For a fixed α ∈ B, the real resonances are the simple poles of Aτ (α, ω)
−1.

Proof. Let ω0 be a real resonance, i.e., a real pole of Aτ (α, ω)
−1. By definition, it suffices to prove that for any

eigenfunction E0 ∈ ker(Aτ (α, ω0)), its rank equals to one. For this, without loss of generality, we assume that E0 is
well defined on Y∞ and exponentially decays as x3 → ∞, by considering T α,ω

D [E0] and Proposition 2.5. Let E(ω) be
an associated root function with E0 = E(ω0). We write

Aτ (α, ω)[E(ω)] = (ω − ω0)ψ(ω) . (2.23)

We will show that ψ(ω0) ̸= 0, which gives rank(E0) = 1 and thus completes the proof of the proposition. Noting that
E0 ∈ Hα(curl, Y∞) exponentially decays, by integration by parts, it holds that, for ω ∈ C near ω0,

0 = (T α,ω
D [φ],∇×∇× E0 − ω2

0E0)Y∞

= (∇×∇× Tα,ω
D [φ], E0)Y∞

− ω2
0(T α,ω

D [φ], εE0)Y∞

= (ω2T α,ω
D [φ] + ω2φχD, E0)Y∞

− ω2
0(T α,ω

D [φ], (1 + τχD)E0)Y∞
, ∀φ ∈ H(div0, D) ,

where the last step follows from (2.11). Then we obtain

(ω2φχD, E0)Y∞
− τω2

0(T α,ω
D [φ], χDE0)Y∞

= ((ω2
0 − ω2)T α,ω

D [φ], E0)Y∞
. (2.24)

Taking φ = E(ω) in the above formula (2.24) and using (2.23) gives

((ω2 − ω2
0)E(ω), E0)D + τω2

0((ω − ω0)ψ(ω), E0)D = ((ω2
0 − ω2)T α,ω

D [E(ω)], E0)Y∞
,

which further implies, by eliminating the factor ω − ω0 and letting ω = ω0,

2ω0(E(ω0), E0)D + τω2
0(ψ(ω0), E0)D = −2ω0(T α,ω0

D [E(ω0)], E0)Y∞

= −2τ−1ω0(E(ω0), E0)Y∞
. (2.25)

If ψ(ω0) = 0, we obtain from (2.25) that τ∥E0∥2D = −∥E0∥2Y∞
. It follows that E0 = 0, which is a contradiction. Hence,

ψ(ω0) ̸= 0 and the proof is complete.
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An immediate and important following-up question is the existence of real resonances, which would be the main
focus of the remaining section and Section 3. Next, we will prove that there always exist real resonances below the
light line |α|, by extending Theorem 4.1 and Theorem 4.4 of [14] for the scalar case. For this purpose, we define
the Maxwell operator by Mε(α) := ε−1(∇×)2 with the domain dom(Mε(α)) given by the space C∞

c,α(Y∞) of quasi-
periodic smooth fields with compact support, which is a densely defined positive unbounded operator on L2

α,ε(Y∞).
We claim that by Friedrichs extension [76], the operator Mε admits a self-adjoint extension. Indeed, we consider the
following sesquilinear unbounded form on L2

α,ε(Y∞):

aα,ε(φ,E) := (φ,Mε(α)E)ε,Y∞
+ (φ,E)ε,Y∞

=(∇× φ,∇× E)Y∞
+ (φ, εE)Y∞

, ∀E,φ ∈ C∞
c,α(Y∞) .

Clearly, aα,ε(·, ·) also defines an inner product on dom(Mε(α)). It then follows that the completed space dom(Mε(α))
aα,ε

is nothing else thanHα(curl, Y∞), and hence aα,ε(·, ·) isHα(curl, Y∞)-elliptic. Then, by Riesz representation, we define
the operator Nα,ε : dom(Nα,ε) → L2

α,ε(Y∞) satisfying that for E ∈ dom(Nα,ε) and φ ∈ Hα(curl, Y∞),

aα,ε(φ,E) =
(
φ,Nα,ε(E)

)
Y∞

, (2.26)

where the domain of Nα,ε is given by

dom(Nα,ε) :=
{
E ∈ Hα(curl, Y∞) ; φ→ aα,ε(φ,E) is continuous on Hα(curl, Y∞) w.r.t.L2

α-topology
}
.

Note that (∇×φ,∇×E)Y∞
is continuous in φ ∈ Hα(curl, Y∞) w.r.t.L2

α-topology if and only if there exists ψ ∈ L2
α(Y∞)

such that (∇× φ,∇× E)Y∞
= (φ, ψ)Y∞

. We hence have

dom(Nα,ε) =
{
E ∈ L2

α(Y∞) ; curlE ∈ L2
α(Y∞) , curlcurlE ∈ L2

α(Y∞)
}
, (2.27)

and the Friedrichs extension allows us to conclude the following lemma.

Lemma 2.7. The operator Nα,ε : dom(Nα,ε) → L2
α,ε(Y∞) defined in (2.26) is bijective, positive, and self-adjoint on

L2
α,ε(Y∞) with N−1

α,ε ∈ L(L2
α,ε(Y∞)). In particular, the positive operator Nα,ε − 1 is the self-adjoint extension of the

Maxwell operator Mε(α).

Recalling Proposition 2.5 above, it is easy to see that ω ̸= 0 is a real resonance if and only if ω2 is an eigenvalue
of Mε(α) with eigenfunctions in Hα(ε; div0, Y∞) (cf. (1.4)). Therefore, for the existence of real resonances, it suffices
to investigate the spectral properties of the self-adjoint operator Mε(α) on Hα(ε; div0, Y∞):

Mε(α) : dom(Mε(α)) → Hα(ε; div0, Y∞) , with dom(Mε(α)) := dom(Nα,ε) ∩Hα(ε; div0, Y∞) . (2.28)

We define

µn(τ) := sup
{φi}n−1

i=1 ⊂dom(Mε(α))

inf
φ∈dom(Mε(α))

∥φ∥ε,Y∞=1 , φ⊥φi

(φ,Mε(α)φ)ε,Y∞

=sup
φi

inf
φ

{ (∇× φ,∇× φ)Y∞

((1 + τχD)φ,φ)Y∞

; φ, φi ∈ dom(Mε(α)) , φ ⊥ φi , 1 ≤ i ≤ n− 1
}
, (2.29)

which is a decreasing function in τ > 0. By the min-max principle for self-adjoint operators [78, Theorem XIII.1], we
have that for each n, either µn = inf{λ ; λ ∈ σess(Mε(α))} and in this case µm = µn for any m ≥ n, or µn is the nth
eigenvalue of Mε(α) counting multiplicity with µn < inf{λ ; λ ∈ σess(Mε(α))}.

In Theorem 2.8 below, we characterize the essential spectrum of the Maxwell operator σess(Mε(α)) and show the
existence of discrete eigenvalues of Mε(α) below |α|2, equivalently, the real resonances exist below the light line |α|.
For ease of exposition, we recall the Weyl’s criterion for the essential spectrum [41, Theorem 7.2]: λ ∈ σess(Mε(α)) if
and only if there exists a so-called Weyl sequence φk ∈ dom(Mε(α)) associated with λ in the sense that ∥φk∥ε,Y∞

= 1,
φk → 0 weakly and ∥(Mε(α)− λ)φk∥ε,Y∞

→ 0, when k → ∞.

Theorem 2.8. Let Mε(α), α ∈ B, be the self-adjoint positive operator defined in (2.28). Then it holds that

1. σess(Mε(α)) = [|α|2,+∞).

2. There exists a discrete eigenvalue of Mε(α) below |α|2 for any τ > 0, i.e., µ1(τ) < |α|2.
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Proof. For our first statement, let λ ≥ |α|2 and ψ be a C∞-compactly supported function on Y∞ satisfying ψ(x3) = 0
for |x3| ≤ h and

✁
R
ψ(x3)

2 dx3 = 1, where h is suitably large such that D is included in Yh. We consider the following
sequence of vector fields:

Ẽn =
1√
n
ψ
(x3
n

)
peid·x with p, d = (α,

√
λ− |α|2) ∈ R

3, |p| = 1 and p · d = 0 .

It is easy to see that ∥Ẽn∥Y∞
= 1 and Ẽn weakly converge to zero in L2

α,ε(Y∞). Moreover, by a direct computation
and vector calculus identities, we find

(Mε − λ)[Ẽn] = ∇(divẼn)−∆Ẽn − λẼn

= ∇
( 1

n
√
n
ψ′(x3

n

)
p3e

id·x
)
− 1√

n
p
( 1

n2
ψ′′(x3

n

)
eid·x + 2

id3
n
ψ′(x3

n

)
eid·x

)
,

which tends to zero as n → ∞. To obtain a Weyl sequence, we add to Ẽn a corrective gradient field ∇pn ∈ L2
α(Y∞)

such that div(Ẽn + ε∇pn) = 0, which is equivalent to solving the elliptic equation −div(ε∇pn) = divẼn. By Lemma
A.1, it is uniquely solvable in the weighted Sobolev space H1,−1

α (Y∞)/R and there holds

∥∇pn∥Y∞
≲ ∥divẼn∥Y∞

=
|p3|
n

( ✂
R

|ψ′|2 dx
)1/2 → 0 , as n→ ∞ .

We then define En := (Ẽn +∇pn)/∥Ẽn +∇pn∥Y∞
. It is straightforward to check that {En} ⊂ dom(Mε(α)) is a Weyl

sequence for λ, which implies [|α|2,+∞) ⊂ σess(Mε(α)).
To show the reverse direction, we will prove the following two claims:

σess(M) ⊂ [|α|2,+∞) and σess(Mε) ⊂ σess(M) , (2.30)

where M is defined as Mε with ε = 1 (i.e., τ = 0). For the first one, suppose that {En} is a Weyl sequence associated
with λ ∈ σess(M), which readily implies

((M− λ)[En], En)Y∞
= ∥∇ × En∥2Y∞

− λ→ 0 , as n→ ∞ . (2.31)

Note that divEn = 0 and En, as a quasi-periodic function, admits the expansion: En(x) =
∑

q∈Λ∗ En,q(x3)e
i(α+q)·x.

We can estimate, thanks to (2.22),

✂
Y∞

|∇ × En|2 + |divEn|2 dx =

✂
Y∞

|∇En|2 dx ≥ |α|2 ,

which, by (2.31), gives λ ≥ |α|2.
We next show the second claim. Letting λ ∈ σess(Mε), it suffices to construct a Weyl sequence associated with λ

but for the operator M. By abuse of notation, suppose that {Ẽn} is a Weyl sequence corresponding to λ ∈ σess(Mε).
We define a smooth cutoff function θ on R such that θ(x3) = 0 on (−h, h) and θ(x3) = 1 on R\(−2h, 2h). It is clear

that the sequence θẼn weakly converges to zero in L2
α(Y∞) and so does (1− θ)Ẽn. Noting that 1− θ is a C∞ function

compactly supported in Y2h, we can check that (1− θ)Ẽn is a bounded sequence in the space:

V = {ψ ∈ L2
α(Y2h) ; curlψ ∈ L2

α(Y2h), div(εψ) ∈ L2
α(Y2h), ν × ψ = 0 on Σ±2h} ,

which is compactly embedded into the space L2
α(Y2h), by the classical result of Weber [86] (see also [36, Appendix B]).

As a consequence, we have, by the weak convergence of (1− θ)Ẽn,

∥(1− θ)Ẽn∥ε,Y∞
→ 0 , as n→ ∞ .

It follows from ∥Ẽn∥ε,Y∞
= 1 that ∥θẼn∥ε,Y∞

→ 1. We next check

(M− λ)[θẼn] → 0 , when n→ ∞ . (2.32)

Indeed, ∂jθ, for j = 1, 2, 3, is C∞-smooth on R and compactly supported in the closure of Y2h\Yh. Then, a direct
computation gives

∇×∇× (θẼn) = ∇× (∇θ × Ẽn + θ∇× Ẽn)

= ∇θdivẼn − Ẽn∆θ + (Ẽn · ∇)(∇θ)− (∇θ · ∇)Ẽn +∇θ × (∇× Ẽn) + θ∇×∇× Ẽn . (2.33)
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Since Ẽn is a Weyl sequence for Mε, we have ∇θdivẼn = 0 and, as n→ ∞,

∥θ∇×∇× Ẽn − λθẼn∥Y∞
= ∥θ(Mε − λ)[Ẽn]∥Y∞

→ 0 . (2.34)

Moreover, by the standard interior regularity for the Maxwell’s equation, we see that Ẽn is bounded in H2
α(Y2h\Yh).

Therefore, it follows that

∥−Ẽn∆θ + (Ẽn · ∇)(∇θ)− (∇θ · ∇)Ẽn +∇θ × (∇× Ẽn)∥Y∞
→ 0 , as n→ ∞ , (2.35)

thanks to the compact embedding from H1
α(Y2h\Yh) to L2

α(Y2h\Yh). Collecting (2.33)–(2.35) gives (2.32). Again, to
obtain the desired Weyl sequence, we need to consider a corrective L2-field ∇pn defined by the equation

−∆pn = div(θẼn) .

We compute div(θẼn) = ∇θ · Ẽn and find ∥div(θẼn)∥Y∞
→ 0, similarly to (2.35), which, by Lemma A.1, also implies

∥∇pn∥Y∞
→ 0. Then, it is easy to see that λ ∈ σess(M) and En := (θẼn +∇pn)/∥θẼn +∇pn∥Y∞

is an associated
Weyl sequence. We hence have proved (2.30) and showed σess(Mε(α)) = [|α|2,+∞).

For the second statement, we consider Ẽ := f(x3)pe
iα·x with p := (α2,−α1, 0) and

f(x3) :=





1 , if |x3| < h ,

2− h−1|x3| , if h < |x3| < 2h ,

0 , if |x3| > 2h ,

where h > 0 is large enough so that D ⊂ Yh. Clearly, there holds divẼ = 0. We then define p ∈ H1,−1
α (Y∞)/R, for a

given ε of the form (2.2), by div(ε(∇p + Ẽ)) = 0, and let E := Ẽ +∇p, which belongs to the domain dom(Mε(α)).

We note that div(εẼ) = τdiv(χDẼ) is independent of h, hence so is the function p. We proceed to compute

∇× Ẽ = (f ′(x3)α1, f
′(x3)α2,−i|α|2f(x3))eiα·x

and

(∇× E,∇× E)Y∞

(εE,E)Y∞

=
(∇× Ẽ,∇× Ẽ)Y∞

(εE,E)Y∞

=
(∇× Ẽ,∇× Ẽ)Y∞

− |α|2(εE,E)Y∞

(εE,E)Y∞

+ |α|2 ,

which yields

(∇× Ẽ,∇× Ẽ)− |α|2(εE,E)

=

✂
R

|α|2(f ′(x3)2 + |α|2f(x3)2) dx3 − |α|2∥E∥2ε,Y∞

=2|α|2h−1 − |α|2
(
∥E∥2ε,Y∞

− ∥Ẽ∥2Y∞

)
. (2.36)

By Lemma A.2, we have that the difference ∥E∥2ε,Y∞
− ∥Ẽ∥2Y∞

is strictly positive and independent of h, and

∥E∥2ε,Y∞
− ∥Ẽ∥2Y∞

≥ ∥∇p∥Y∞
∥Ẽ∥D .

Therefore, for large enough h, we conclude from (2.36) that

(∇× E,∇× E)Y∞
− |α|2(εE,E)Y∞

< 0 ,

which, by the min-max representation (2.29), means µ1(τ) < |α|2.

2.2 Symmetry of band functions and multiplicity

In this section, we consider dielectric metasurfaces with certain symmetries, and derive some consequences on the
symmetry properties of the band functions ωj(α) and Bloch modes, and the multiplicity of scattering resonances.
These results will be useful in Section 3.

We first note from (2.2) and (2.3) that the symmetry of the scattering problem is completely determined by the
symmetry group of the metasurface D (i.e., the set of isometries that carry D to itself). Here, an isometry of Rd is
a distance-preserving map from R

d to itself, which can be uniquely written as the composition of a translation and
an orthogonal linear map; see [11, Corollary 6.2.7]. We denote by Md the set of all isometries of Rd. Since this work
only considers a single layer of dielectric nanoparticles, for the sake of simplicity, we will not discuss the symmetry
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of D along the z-direction. Thus, the symmetry group of D reduces to the well-investigated plane symmetry group.
To be precise, let g be a two-dimensional isometry. By abuse of notation, we still denote by g its three-dimensional
extension: gx = (gx′, x3) for x ∈ R

3. Then we define the symmetry group of D as follows:

G := {g ; g is a two-dimensional isometry and g(D) = D} ,

which is a discrete group, according to [11, Definition 6.5.1] and the structure (2.1) of D. Moreover, there are two
important subgroups associated with G: the translation group L and the point group Ḡ. The group L is simply defined
as the subgroup of G of the translations. Recalling that an isometry g of R2 is uniquely decomposed as g = taḡ, where
ḡ ∈ O2 and ta is a translation: tax = x+ a for x ∈ R

2, we can introduce a homomorphism π :M2 → O2 by π(g) = ḡ.
Here Od denotes the group of orthogonal matrices on R

d.
The point group Ḡ is then defined as the image of G under the map π, which, by [11, Proposition 6.5.10], is a finite

group. We remark that the point group Ḡ is generally not a subgroup of G. In what follows, we consider the following
mild assumption on the translation group L, for ease of analysis,

the lattice Λ gives all the translation vectors in L . (2.37)

By [11, Proposition 6.5.11], along with the assumption (2.37) and the definition (1.1), we have

ḡ(Λ) = Λ and ḡ(Λ∗) = Λ∗ , (2.38)

that is, the group Ḡ is contained in the symmetry group of Λ and Λ∗. One may also observe that the symmetry group
G implicitly enforces some symmetry conditions on the shape of D in the sense that up to a translation, there holds
ḡ ∈ Ḡ maps D to D, i.e., ḡ(D) = D + (b, 0) for some b ∈ R

2.
We next consider the invariance of the operator T α,ω

D under the action of the symmetry group G of D. We introduce
the quasi-periodic extension of the function space L2(D):

L2
α(D) :=

{∑

γ∈Λ

(fχD)(x− γ)eiα·γ , f ∈ L2(D)
}
⊂ L2

α(Y∞) .

By definition of T α,ω
D and L2

α(D), we readily see

T α,ω
D

[
φ|D

]
= T α,ω

D+γ

[
φ|D+γ

]
, ∀γ ∈ Λ , φ ∈ L2

α(D) . (2.39)

Then, we define the group action O of G on the vector fields φ by

Og[φ] := ḡφ(g−1x) , for g ∈ G . (2.40)

Note that g−1(x+ γ) = g−1x+ ḡ−1γ for any x, γ ∈ R
2, as g is an invertible affine map. Thus, by the relation (2.38),

it holds that, for vector fields φ with the quasi-periodicity α ∈ B,

Og[φ](x+ γ) = ḡφ(g−1x+ ḡ−1γ) = Og[φ](x)e
iα·ḡ−1γ = Og[φ](x)e

iḡ[α]·γ . (2.41)

This means that Og is an isometric isomorphism from L2
α(Y∞) to L2

ḡ[α](Y∞). With the above preparation, we have
the following result.

Lemma 2.9. For φ ∈ L2
α(D), it holds that

T ḡ[α],ω
D [Ogφ] = OgT α,ω

D [φ] . (2.42)

Proof. By definition, we first have

T ḡ[α],ω
D [Ogφ] = (ω2 +∇div)

✂
D

Gḡ[α],ω(x, y)ḡφ(g−1y) dy

= (ω2 +∇div)ḡ

✂
g−1(D)

Gḡ[α],ω(x, gy)φ(y) dy .

We then calculate, by writing g = taḡ and noting that ḡ maps Λ∗ to itself (cf. (2.38)),

Gḡ[α],ω(x, gy) =
1

2

∑

q∈Λ∗

iβ−1
q ei(ḡ[α+q])·(x′−gy′)eiβq|x3−y3|

=
1

2

∑

q∈Λ∗

iβ−1
q ei(α+q)·(ḡ−1(x′−a)−y′)eiβq|x3−y3|

= Gα,ω(g−1x, y) .
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We also find, by a direct computation, for a smooth vector field φ,

∇divOgφ = ∇(divφ)(g−1x) = ḡ(∇divφ)(g−1x) = Og[∇divφ] .

Hence, we can conclude from the above formulas,

T ḡ[α],ω
D [Ogφ] = (ω2 +∇div)ḡ

✂
g−1(D)

Gα,ω(g−1x, y)φ(y)dy

= OgT α,ω
g−1(D)[φ] = OgT α,ω

D [φ] ,

where the last equality follows from g−1(D) = D + (γ, 0) for some γ ∈ Λ and (2.39).

As a consequence of Lemma 2.9, if (ω∗, φ∗) ∈ C× L2
α(D) is an eigenpair of A(α, ω), then we have

A(ḡ[α], ω∗)[Ogφ∗] = OgA(α, ω∗)[φ∗] = 0 , (2.43)

and equivalently, the following corollary holds (note from the definition (1.2) that ḡ maps B to itself for any ḡ ∈ Ḡ).

Corollary 2.10. The band dispersion function ωj(α) for each j has the following symmetry:

ωj(ḡα) = ωj(α) , ∀ḡ ∈ Ḡ , α ∈ B .
Moreover, suppose that φ ∈ L2

α(D) is an eigenfunction of A(α, ω) for some resonance ω with the quasi-periodicity α.
Then Ogφ is an eigenfunction for the same resonance but with the quasi-periodicity ḡα.

This motivates us to introduce the notion of high symmetry points in the Brillouin zone B [46].

Definition 2.11. We say that α ∈ B is a high symmetry point, if the subgroup Ḡα = {ḡ ∈ Ḡ ; ḡα − α ∈ Λ∗} of the
point group Ḡ is nontrivial.

We shall discuss the geometric multiplicity of a resonance ω(α) at the high symmetry points α∗ ∈ B by using the
group representation theory. To do so, we first recall some preliminaries following [40]. It has been seen that Ḡα∗

is a finite compact subgroup of O2. We define its representation on a Hilbert space H by a group homomorphism
π : Ḡα∗

→ GL(H), where GL(H) is the group of invertible continuous linear operators on H. The representation π is
unitary, if πg is a unitary operator for each g. Moreover, we say that π is finite dimensional if H is finite dimensional,
and that a subspace H′ ⊂ H is invariant for π if πg(H′) ⊂ H′ for any g ∈ Ḡα∗

. It is natural to define the associated
subrepresentation π|H′ : Ḡα∗

→ GL(H′) by (π|H′)g := πg|H′ . If the only invariant subspaces are {0} and H, then the
representation π is said to be irreducible.

To proceed, we note from (2.41) that the map Og in (2.40) actually defines a unitary representation of Ḡα∗
on

L2
α∗
(D) at a high symmetry point α∗. Let Ĝα∗

be the set of (equivalent classes of) irreducible representations of Ḡα∗
.

It is known that any irreducible representation of a compact group is finite-dimensional [48]. Hence, we can denote
by dσ the dimension of a representation σ ∈ Ĝα∗

and define its character χσ by χσ(g) = trπg. Then for each σ ∈ Ĝα∗
,

we introduce the projection Pσ : L2
α∗
(D) → L2

α∗
(D) by

Pσ[φ] =
1

|Ḡα∗
|
∑

g∈Ḡα∗

dσχσ(g)Og[φ] , (2.44)

where |Ḡα∗
| is the order of the finite group Ḡα∗

. The following lemma is from [40, Theorem (27.44)].

Lemma 2.12. The projections Pσ in (2.44) are orthogonal and give an orthogonal decomposition of L2
α∗
(D):

L2
α∗
(D) = ⊕σ∈Ĝα∗

Mσ , Mσ := PσL
2
α∗
(D) . (2.45)

For each σ, Mσ is either zero or a direct orthogonal sum of invariant subspaces Mj,σ (1 ≤ j ≤ mσ ≤ ∞) of dimension
dσ with O|Mj,σ

∈ σ. Moreover, Mσ is the smallest closed subspace of L2
α∗
(D) containing all the invariant subspaces of

L2
α∗
(D) on which O is in the equivalent class of the irreducible representation σ.

We are now ready to give some results on the multiplicity of resonances at α∗. By Lemma 2.9 and (2.44), we see
that the projection Pσ commutes with the operator A(α∗, ω) for any ω. It follows that Mσ is an invariant subspace
for A(α∗, ω), and the following result holds.

Proposition 2.13. Let α∗ ∈ B be a high symmetry point and let Mσ be defined in (2.45). For any resonance ω(α∗)
of the operator A(α∗, ω) restricted on the subspace Mσ, its geometric multiplicity is a multiple of the dimension dσ of
the reducible representation σ, i.e., dimA(α∗, ω)|Mσ

= cdσ for some positive integer c.

Proof. We consider the eigenspace V ω(α∗) := {E ∈ Mσ ; A(α∗, ω)|Mσ
[E] = 0} associated with the resonance ω(α∗),

which is of finite dimension. Note from (2.43) that the subspace V ω(α∗) is invariant for the representation O. Then,

by Lemma 2.12 above, we have the decomposition: V ω(α∗) = ⊕c
j=1V

ω(α∗)
j for a positive integer c, where each space

V
ω(α∗)
j satisfies O|

V
ω(α∗)
j

∈ σ. It readily yields dimA(α∗, ω)|Mσ
= cdσ and completes the proof.
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3 Existence of embedded eigenvalues

We have seen in Theorem 2.8 that the square of the light line |α| = infq∈Λ∗ |α+ q| is nothing else than the infimum
of the essential spectrum, and there exists a real scattering resonance below |α|. In this section, we consider the high
symmetry point α = 0 with Ḡ0 = Ḡ by Definition 2.11, which corresponds to the case of the normal incident wave.
We further assume that the dielectric permittivity ε in (2.2) has the following symmetry:

ε(x, y, z)|Yh
= ε(−x, y, z)|Yh

, ε(x, y, z)|Yh
= ε(x,−y, z)|Yh

. (3.1)

It follows that the dihedral group D2 is a subgroup of both the symmetry group G and the point group Ḡ of the meta-
surface. We shall show that in this scenario, the real subwavelength scattering resonances for dielectric metasurfaces
can exist above the light line, which are the eigenvalues of the Maxwell operator Mε(0) embedded in the continuous
spectrum [0,∞) and hence named as embedded eigenvalues. The associated Bloch modes are the so-called bound states
in the continuum [49, 88, 90].

Our argument is based on a regularized variational formulation in terms of the magnetic fields. We follow the
discussions in [12, 13, 36] and note that ω > 0 is a real scattering resonance if and only if there is a divergence-free
periodic magnetic field H solving the equation:

∇× (ε−1∇×H)−∇(ε−1divH)− ω2H = 0 , (3.2)

with the Rayleigh-Bloch expansion (2.4). Here −∇(ε−1divH) is a regularization term added for the coercivity of the
associated sesquilinear form. As we have assumed that the magnetic permeability µ is constant on the whole space, the
magnetic field H is expected to have the H1-regularity. Similar to (2.18), to include the outgoing radiation condition
into the variational form, we need the following DtN operator,

T f :=
∑

q∈Λ∗

iβqfqe
iq·x : H1/2

p (Σ±h) → H−1/2
p (Σ±h) , (3.3)

where fq, q ∈ Λ∗, are the Fourier coefficients of f , i.e., f =
∑

q∈Λ∗ fqe
iq·x, and βq are defined in (2.5) with α = 0. For

a vector field f ∈ H
1/2
p (Σ±h), we define T f by acting T on each component of f . Then the outgoing condition for H

can be modelled by the transparent boundary condition:

∂

∂ν
H = T H on Σ = Σh ∪ Σ−h . (3.4)

We also introduce the following pseudo-differential operator:

R = (∂1, ∂2, T ) : H1/2
p (Σ±h) → H−1/2

p (Σ±h) . (3.5)

For convenience, we shall simply write ∇T for (∂1, ∂2) in what follows. By a standard integration by parts with the
boundary condition (3.4), we obtain the variational problem for (3.2): find (ω,H) ∈ R\{0} ×H1

p(Yh) such that

Aτ,ω(φ,H) = ω2(φ,H)Yh
∀φ ∈ H1

p(Yh) , (3.6)

where

Aτ,ω(φ,H) := (∇× φ, ε−1∇×H)Yh
+ (divφ, ε−1divH)Yh

+ ⟨φ, ν × (R×H)⟩Σ − ⟨ν · φ,R ·H⟩Σ . (3.7)

Moreover, a direct computation gives

⟨φ, ν × (R×H)⟩Σ − ⟨ν · φ,R ·H⟩Σ = −⟨φ, T H⟩Σ − ⟨ν · φ,∇T ·H⟩Σ − ⟨∇T · φ, ν ·H⟩Σ . (3.8)

Therefore, to show existence of embedded eigenvalues, it suffices to prove that there exists a real subwavelength
eigenfrequency ω for (3.6) with a divergence-free eigenfunction.

Let us now focus on the eigenvalue problem (3.6). Motivated by the analysis in [14], we introduce the operators
T P and T E by considering the sum in (3.3) over Λ∗

P and Λ∗
E , respectively. Then the operators RP and RE can be

defined as in (3.5) correspondingly. By using RE and the identity (3.8), we define the sesquilinear form on H1
p(Yh):

AE
τ,ω(φ,H) := (∇× φ, ε−1∇×H)Yh

+ (divφ, ε−1divH)Yh
− ⟨φ, T EH⟩Σ − ⟨ν · φ,∇T ·H⟩Σ − ⟨∇T · φ, ν ·H⟩Σ , (3.9)

which is actually the real part of Aτ,ω in the sense that ReAτ,ω(H,H) = AE
τ,ω(H,H). By a similar argument as in the

proof of Proposition 2.5, we see that the eigenfunction H for (3.6) associated with a real resonant frequency satisfies
Hq = 0 on Σ for q ∈ Λ∗

P and hence exponentially decays as x3 → ∞. Moreover, we have the following lemma.
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Lemma 3.1. The magnetic field H ∈ H1
p(Yh) solves (3.6) for some ω > 0 if and only if it satisfies

AE
τ,ω(φ,H) = ω2(φ,H)Yh

, ∀φ ∈ H1
p(Yh) , (3.10)

with

Hq = 0 on Σ±h for q ∈ ΛP
∗ . (3.11)

Remark 3.2. In the above lemma, the variational problem (3.10) is equivalent to the equation (3.2) with the transparent
boundary condition ∂νH = T EH on Σ, which only allows the exponentially decaying modes of the field H passing
through the boundary Σ and going into the far field. The second condition (3.11) means that if the eigenpair of (3.10)
is also an eigenpair of (3.6), then the propagating part of H indeed vanishes.

As suggested by Lemma 3.1, we shall prove the existence of real resonances for problem (3.6) in the subwavelength
regime by the following two steps. We will first consider the eigenvalue problem (3.10) and show that the real
subwavelength resonant frequency does exist when the contrast τ is large enough. Then, with the help of the tools
developed in Section 2.2, we show that under the symmetry assumption (3.1), we can find an associated eigenfunction
of (3.10) satisfying the condition (3.11).

To analyze the eigenvalue problem (3.10), we first note that the sesquilinear form AE
τ,ω(·, ·) is conjugate-symmetric,

i.e., AE
τ,ω(H,φ) = AE

τ,ω(φ,H). We next investigate its coercivity and dependence on the parameters τ and ω in detail.
We compute, by (3.9), for H ∈ H1

p(Yh),

AE
τ,ω(H,H) =

✂
Yh

ε−1|∇ ×H|2 + ε−1|divH|2 dx− ⟨H, T EH⟩Σ − 2Re⟨ν ·H,∇T ·H⟩Σ , (3.12)

which, along with the following identity,
✂
Yh

|∇ ×H|2 + |divH|2 dx =

✂
Yh

|∇H|2 dx+ 2Re⟨ν ·H,∇T ·H⟩Σ , (3.13)

readily gives

AE
τ,ω(H,H) =

✂
Yh

(
1

ε
− 1

1 + τ
)|∇ ×H|2 + (

1

ε
− 1

1 + τ
)|divH|2 dx− ⟨H, T EH⟩Σ − 2Re⟨ν ·H,∇T ·H⟩Σ

+
1

1 + τ

✂
Yh

|∇H|2 dx+
2

1 + τ
Re⟨ν ·H,∇T ·H⟩Σ . (3.14)

Recall that we are mainly interested in the high contrast and subwavelength regime. We follow [9] to introduce a new
real variable:

ω̂ =
√
τω , (3.15)

and assume that ω̂ is in some compact set, so that ω is in the subwavelength regime and there holds

Λ∗
E = Λ∗\{0} . (3.16)

By definition of T E , we have, for ω > 0,

−⟨H, T EH⟩Σ±h
=
∑

q∈Λ∗
E

√
|q|2 − ω2|Hq|2 ≥ 0 . (3.17)

Then, thanks to (3.15), we can derive, for τ large enough and ω̂ in a compact set K of R,

− ⟨H, T EH⟩Σ±h
− 2Re⟨ν ·H,∇T ·H⟩Σ +

2

1 + τ
Re⟨ν ·H,∇T ·H⟩Σ

≥
∑

q∈Λ∗
E

(√
|q|2 − τ−1ω̂2 − |q|

)
|Hq|2 +

1

1 + τ
|q||Hq|2

≥
∑

q∈Λ∗
E

−c0
ω̂2

τ

1

|q| |Hq|2 +
1

1 + τ
|q||Hq|2

≥
∑

q∈Λ∗
E

1

1 + τ
|q||Hq|2 − c0

ω̂2

τ

1

minq∈ΛE∗ |q|
∥H∥Σ , (3.18)
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where the first inequality follows from (3.17) and the following estimate:

2 |Re⟨ν ·H,∇T ·H⟩Σ±h
| ≤

∑

q∈Λ∗
E

|q||Hq|2 ,

and the second inequality is from the following asymptotics uniformly in q ∈ Λ∗
E and ω̂ ∈ K, as τ → ∞,

|q| −
√

|q|2 − τ−1ω̂2 = |q| − |q|
√
1− |q|−2τ−1ω̂2 = O

(
|q|−1τ−1ω̂2

)
.

Here the generic constant c0 in (3.18) is independent of τ ≫ 1, q ∈ Λ∗
E and ω̂ ∈ K. We recall the weighted trace

inequality: for any given η > 0, there holds

∥u∥Σ ≤ η∥∇u∥Yh
+ C(η)∥u∥Yh

, ∀u ∈ H1
p(Yh) , (3.19)

with a constant C(η) satisfying C(η) = O(1) as η → ∞ and C(η) = O(η−1) as η → 0. Then it readily follows from
the formula (3.14), the estimate (3.18), and the inequality (3.19) with

η =
1

2

τ

1 + τ

minq∈ΛE∗ |q|
c0ω̂2

that there exists a constant C independent of τ ≫ 1 and ω̂ ∈ K such that

AE
τ,
√
τ−1ω̂

(H,H) ≥ 1

2

1

1 + τ

✂
Yh

|∇H|2 dx− C
ω̂2

τ

✂
Yh

|H|2 dx , ∀H ∈ H1
p(Yh) . (3.20)

We define a new form on H1
p(Yh):

ÃE
τ,ω̂(φ,H) = τAE

τ,
√
τ−1ω̂

(φ,H) , (3.21)

and consider the following eigenvalue problem equivalent to (3.10):

τAE
τ,
√
τ−1ω̂

(φ,H) = ω̂2(φ,H)Yh
, ∀φ ∈ H1

p(Yh) . (3.22)

In view of Garding’s inequality (3.20) and the compact embedding from H1
p(Yh) to L2

p(Yh), we have the following
min-max principle: for j = 0, 1, 2, · · · ,

λj(τ, ω̂) = min
V⊂H

1
p(Yh)

dimV=j

max
H∈V

∥H∥Yh
=1

ÃE
τ,ω̂(H,H) , (3.23)

recalling that ÃE
τ,ω̂ is a symmetric form. Then ω̂ is an eigenfrequency for (3.22) if and only if for some j, there holds

λj(τ, ω̂) = ω̂2 . (3.24)

We now summarize some basic important properties of the form ÃE
τ,ω̂ and its eigenvalues λj(τ, ω̂), according to what

we have discussed above.

Proposition 3.3. Let ω̂ be in a compact set K of R. For large enough τ > 0, we have

1. The sesquilinear form ÃE
τ,ω̂ on H1

p(Yh) defined in (3.21) is conjugate-symmetric and bounded from below:

ÃE
τ,ω̂(H,H) ≥ 1

4
∥∇H∥2Yh

− Cω̂2∥H∥2Yh
, ∀H ∈ H1

p(Yh) , (3.25)

for a constant C independent of τ ≫ 1 and ω̂ ∈ K.

2. For each j ≥ 0, the eigenvalue λj(τ, ω̂) in (3.23) is decreasing in ω̂, and continuously depends on τ and ω̂.

In particular, if ω̂ = 0, the form ÃE
τ,0 is symmetric and positive for any τ > 0. Moreover, λ0(τ, 0) = 0 holds with the

eigenfunctions being constant vector fields, while for j ≥ 1, there holds λj(τ, 0) > 0.

Proof. The estimate (3.25) follows from (3.20) directly. The continuous dependence of λj(τ, ω̂) on τ and ω̂ is a

consequence of the continuity of the form ÃE
τ,ω̂ in τ and ω̂ and the standard perturbation theory. Note from (3.12)

and (3.17) that only the term −τ⟨H, T EH⟩Σ in ÃE
τ,ω̂ depends on the parameter ω̂ and it is decreasing in ω̂ for a fixed

H ∈ H1
p(Yh). It then follows from the representation (3.23) that the eigenvalue λj(τ, ω̂) is decreasing in ω̂. We now

consider the last statement. By the same estimates as in (3.18) and (3.20), we see that for any τ > 0, there holds

ÃE
τ,0(H,H) ≥ 1

2

τ

1 + τ
∥∇H∥2Yh

,

which readily gives λj ≥ 0 for any j, and ÃE
τ,0(H,H) = 0 if and only if H is a constant vector field. This means that

λ0(τ, 0) = 0 with constant eigenfunctions. The proof is complete.
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By Proposition 3.3 above, we see that for any given compact set K of R, there exists a large enough τ0 such that for
each j, λj(τ, ω̂) in (3.23) is well defined for τ ≥ τ0 and ω̂ ∈ K. Moreover, since λj(τ, ω̂) is a decreasing and continuous
curve in ω̂ ∈ K with λj(τ, 0) ≥ 0, one may expect that the equation (3.24) admits a unique solution that immediately
gives a desired eigenvalue to the problem (3.22). However, to rigorously show the existence of a solution to (3.24) in
some given compact set K, we need to investigate the limiting behavior of the eigenvalues λj(τ, ω̂) as τ → ∞.

For this purpose, we first show that if ω̂ is suitably small, then ÃE
τ,ω̂(H,H) is increasing in τ . By (3.14), we have

ÃE
τ,ω̂(H,H) =

✂
Yh\D

τ2

1 + τ

(
|∇ ×H|2 + |divH|2

)
dx+

τ

1 + τ

✂
Yh

|∇H|2 dx

− τ⟨H, T EH⟩Σ − 2τ Re⟨ν ·H,∇T ·H⟩Σ +
2τ

1 + τ
Re⟨ν ·H,∇T ·H⟩Σ . (3.26)

Since both τ2/(1 + τ) and τ/(1 + τ) are increasing functions in τ , we only need to consider the boundary integrals in

(3.26) for the monotonicity of ÃE
τ,ω̂. We compute, by the Fourier expansion of H = (H ′, H3) on Σ,

− τ⟨H, T EH⟩Σ±h
− 2τ Re⟨ν ·H,∇T ·H⟩Σ±h

+
2τ

1 + τ
Re⟨ν ·H,∇T ·H⟩Σ±h

(3.27)

=
∑

q∈Λ∗
E

τ
√

|q|2 − τ−1ω̂2|Hq|2 − 2
(
τ − τ

1 + τ

)
Re
(
iH̄3,qq ·H ′

q

)
.

Consequently, by a simple Cauchy’s inequality: 2Re(iH̄3,qq ·H ′
q) ≤ |q||Hq|2, it suffices to show that, for any q ∈ Λ∗

E ,

τ̃
√
|q|2 − τ̃−1ω̂2 − τ

√
|q|2 − τ−1ω̂2 ≥

((
τ̃ − τ̃

1 + τ̃

)
−
(
τ − τ

1 + τ

))
|q| , ∀τ̃ > τ ≫ 1 . (3.28)

For this, a direct computation gives

τ̃
√

|q|2 − τ̃−1ω̂2 − τ
√

|q|2 − τ−1ω̂2 =
(τ̃2 − τ2)|q|2 − (τ̃ − τ)ω̂2

τ̃
√
|q|2 − τ̃−1ω̂2 + τ

√
|q|2 − τ−1ω̂2

, (3.29)

and

(
τ̃ − τ̃

1 + τ̃

)
−
(
τ − τ

1 + τ

)
= (τ̃ − τ)− τ̃ − τ

(1 + τ̃)(1 + τ)
. (3.30)

With the above formulas (3.29) and (3.30), by Taylor expansion:

τ̃
√
1− τ̃−1|q|−2ω̂2 + τ

√
1− τ−1|q|−2ω̂2

=τ̃
(
1− 1

2
τ̃−1|q|−2ω̂2 +O(τ̃−2|q|−4ω̂4)

)
+ τ
(
1− 1

2
τ−1|q|−2ω̂2 +O(τ−2|q|−4ω̂4)

)

=τ̃ + τ − |q|−2ω̂2 +O(τ̃−1|q|−4ω̂4) +O(τ−1|q|−4ω̂4) ,

we estimate, as τ̃ > τ → ∞,

τ̃
√
|q|2 − τ̃−1ω̂2 − τ

√
|q|2 − τ−1ω̂2

(τ̃ − τ̃
1+τ̃ )− (τ − τ

1+τ )
≥ (τ̃ + τ)|q|2 − ω̂2

τ̃
√
|q|2 − τ̃−1ω̂2 + τ

√
|q|2 − τ−1ω̂2

(
1 +

1

(1 + τ̃)(1 + τ)

)

≥ (τ̃ + τ)|q| − |q|−1ω̂2

τ̃
√
1− τ̃−1|q|−2ω̂2 + τ

√
1− τ−1|q|−2ω̂2

(
1 +

1

(1 + τ̃)(1 + τ)

)

≥ |q| (τ̃ + τ)− |q|−2ω̂2

τ̃ + τ − |q|−2ω̂2 +O(τ̃−1|q|−4ω̂4) +O(τ−1|q|−4ω̂4)

(
1 +

1

(1 + τ̃)(1 + τ)

)

≥ |q| 1

1 +O(τ̃−2|q|−4ω̂4) +O((τ τ̃)−1|q|−4ω̂4)

(
1 +O((τ τ̃)−1)

)
, (3.31)

where the generic constants involved in the big O-terms are independent of τ ≫ 1, q ∈ Λ∗
E , and ω̂ in a compact set K.

Therefore, it is clear that if K is suitably small, there holds

1

1 +O(τ̃−2|q|−4ω̂4) +O((τ τ̃)−1|q|−4ω̂4)

(
1 +O((τ τ̃)−1)

)
> 1 , as τ̃ > τ → ∞ ,

and then the inequality (3.28) follows. Moreover, we can conclude that the following lemma holds.
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Lemma 3.4. There exists a compact subset K∗ of R such that for any ω̂ ∈ K∗ and H ∈ H1
p(Yh), Ã

E
τ,ω̂(H,H) is

increasing in τ when τ is large enough.

We next follow the arguments in [37, 77] to define a limiting form of ÃE
τ,ω̂ with ω̂ ∈ K∗ as τ → ∞, by using the

monotonicity of ÃE
τ,ω̂ in τ . We regard the sesquilinear form ÃE

τ,ω̂ as a densely defined and closed unbounded form

on L2
p(Yh) with domain dom(ÃE

τ,ω̂) = H1
p(Yh), which is bounded from below by (3.25). By the first representation

theorem [45, Theorem VI-2.1], there is a unique self-adjoint operator AE
τ,ω̂ on L2

p(Yh) such that

ÃE
τ,ω̂(φ,H) = (φ,AE

τ,ω̂H)Yh
, H ∈ dom(AE

τ,ω̂) , φ ∈ dom(ÃE
τ,ω̂) ,

with dom(AE
τ,ω̂) dense in dom(ÃE

τ,ω̂) with respect to the ∥·∥H1(Yh)-norm. Thanks to Lemma 3.4, we now define a closed

limiting quadratic form on L2
p(Yh) by

ÃE
∞,ω̂(H,H) = sup

τ>0
ÃE

τ,ω̂(H,H) = lim
τ→+∞

ÃE
τ,ω̂(H,H) , (3.32)

with the domain:
dom(ÃE

∞,ω̂) :=
{
H ∈ H1

p(Yh) ; sup
τ>0

ÃE
τ,ω̂(H,H) <∞

}
;

see [45, Theorem VIII-3.13a]. Similarly, there exists a unique self-adjoint operator A
E
∞,ω̂ on L2

p(Yh), corresponding

to the form ÃE
∞,ω̂. It is clear that both the operators A

E
τ,ω̂ and A

E
∞,ω̂ have compact resolvents and thus have purely

discrete spectrum. We denote by {µj(ω̂)}∞j=0 the eigenvalues of the operator A
E
∞,ω̂, recalling that the eigenvalues of

A
E
τ,ω̂ have been characterized by (3.23). The following result is a corollary of [45, Theorem VIII-3.15], and helps us to

estimate the solution of (3.24) (see Corollary 3.6 below).

Proposition 3.5. Let K∗ be the compact set given in Lemma 3.4. It holds that for j ≥ 0,

λj(τ, ω̂) ↗ µj(ω̂) , as τ → ∞ , (3.33)

pointwisely for ω̂ ∈ K∗, and µj(ω̂) is a decreasing function on K∗.

Proof. The monotonicity of the functions λj(τ, ω̂) in τ follows from Lemma 3.4 and the min-max formula (3.23),
while [45, Theorem VIII-3.15] guarantees the pointwise convergence of λj(τ, ω̂) to µj(ω̂) as τ → ∞, which, by definition,
also gives that µj is decreasing in ω̂.

Corollary 3.6. Let {µj} be the eigenvalues of the form ÃE
∞,0 defined in (3.32). For each j ≥ 0, when τ is large

enough, the equation (3.24) has a unique solution 0 ≤ ω̂j(τ) ≤ √
µj and

√
τ

−1
ω̂j gives a eigenfrequency for (3.10).

Proof. It suffices to note that the curve ω̂2 intersects with the constant curve µj at the point
√
µj , and that for τ large

enough, by Proposition 3.3 and Corollary 3.6, the curve λj(τ, ω̂) is well defined on ω̂ ∈ [0,
√
µj ] and it is decreasing

and continuous with respect to ω̂ for λj(τ, ω̂) ≤ µj and λj(τ, 0) ≥ 0.

By Corollary 3.6 with (3.21) and (3.22), we have proved the existence of the subwavelength eigenfrequencies for
problem (3.10) in the high contrast regime. We proceed to show that there exists associated eigenfunctions H such
that the condition (3.11) holds. Recalling Lemma 3.1, this will complete the proof of the existence of subwavelength
resonances for the eigenvalue problem (3.6). We first note that in the subwavelength regime, there holds Λ∗

P = {0},
and hence the condition (3.11) reduces to

✂
Σ±h

H dx = 0 . (3.34)

We recall that the symmetry assumption (3.1) implies that the dihedral group D2 is a subgroup of the symmetry
group G and the point group Ḡ of the configuration D. It is also easy to see that Og with g ∈ D2, defined in (2.40),
gives a unitary representation of D2 on L2

p(Yh). It is well known that D2 is an abelian group with 4 one-dimensional
irreducible representations that are completely determined by its characteristic table. Similarly to (2.44) and (2.45),
by the projections Pσ corresponding to the group D2, the space L2

p(Yh) can be written as the orthogonal sum of the
following four subspaces: for i, j = 0, 1,

Mi,j = {f ∈ L2
p(Yh) ; f1(−x1, x2, x3) = (−1)1+if1(x1, x2, x3), f1(x1,−x2, x3) = (−1)jf1(x1, x2, x3),

f2(−x1, x2, x3) = (−1)if2(x1, x2, x3), f2(x1,−x2, x3) = (−1)1+jf2(x1, x2, x3),

f3(−x1, x2, x3) = (−1)if3(x1, x2, x3), f3(x1,−x2, x3) = (−1)jf3(x1, x2, x3) } . (3.35)
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Theorem 3.7. For the large enough contrast τ , the eigenvalue problem (3.6) admits subwavelength eigenfrequencies

ω = O(
√
τ
−1

) as τ → ∞.

Proof. We consider the subspaces H1
p,0(Yh) := (M0,0 ⊕M0,1 ⊕M1,0) ∩H1

p(Yh) and H1
p,1(Yh) := M1,1 ∩H1

p(Yh). By
a lengthy but direct computation, one can check that these two function spaces are orthogonal with respect to the
sesquilinear form Aτ,ω in (3.7) and the H1

p-inner product. Therefore, if the field H ∈ H1
p,1(Yh) satisfies the variational

equation (3.6) for all φ ∈ H1
p,1(Yh), then (3.6) holds for all φ ∈ H1

p(Yh). It suffices to consider the eigenvalue problem

(3.6) on the subspace H1
p,1(Yh). We denote by λ(1)

j (τ, ω) the eigenvalues of the form AE
τ,ω restricted on H1

p,1(Yh). By

similar arguments as above, we can conclude that for each j, when τ is large enough, there exists ω(1)

j (τ) satisfying

λj(τ, ω
(1)

j ) = (ω(1)

j )2 and ωj(τ) = O(
√
τ

−1
) as τ → ∞, and that there holds, for some H ∈ H1

p,1(Yh), the equation

(3.10) holds for any φ ∈ H1
p,1(Yh); see Corollary 3.6. The proof is completed by noting that the condition (3.34) holds

for any H ∈ H1
p,1(Yh) due to the symmetry, and that Lemma 3.1 still holds if we restrict the space to H1

p,1(Yh).

It is clear that the set of eigenfrequencies of (3.6) is a subset of the eigenfrequencies of (3.10). For the sake of
simplicity, in the remaining of this section, we focus on the first nonzero positive eigenfrequency for the eigenvalue
problem (3.6):

ω∗(τ) :=
√
τ

−1
ω̂j0(τ) , for some j0 > 0 , (3.36)

where ω̂j0 is given as in Corollary 3.6. To show that ω∗(τ) is a desired real scattering resonance embedded in the
continuous spectrum for the problem (2.3), we only need to prove that there exists an associated divergence-free
eigenfunction Hj0 of (3.6). For this, we define u = ε−1divH for H ∈ H1

p(Yh) satisfying the equation (3.2) with (3.4).
It was shown in [12, Theorem 4.3] that u satisfies

∆u+ ω2εu = 0 on Yh ,
∂

∂ν
u = T u on Σ = Σh ∪ Σ−h . (3.37)

If divH ̸= 0, then (ω, u) is clearly an eigen-pair for the above eigenvalue problem (3.37). In Appendix B, we characterize
the limiting behavior of the resonances of (3.37) following the analysis in [2, 9], which readily provides a sufficient
condition for the existence of the embedded eigenvalue of the Maxwell operator Mε(0).

Theorem 3.8. Let ω∗(τ) =
√
τ
−1
ω̂j0(τ) be the lowest real resonance (3.36) of (3.6). If there holds

√
µj0 < c0 := max{√η0−1

,
√
γ0} , (3.38)

then, for large enough τ , ω∗(τ) is a subwavelength embedded eigenvalue for the scattering problem (2.3), where the

constant µj0 is the j0th eigenvalue of the form ÃE
∞,0 in (3.32), η0 is the largest eigenvalue of the operator KD in (B.4),

and the constant γ0 is given in (B.11).

Proof. We note from Proposition B.1 and Proposition B.2 that for any small δ > 0, when the contrast τ is large
enough, the equation (3.37) admits only trivial solution for any ω ∈ (0,

√
τ
−1

(c0 − δ)). By Corollary 3.6, we also have

ω∗(τ) ≤
√
τ
−1√

µj0 . Then it follows from the assumption
√
µj0 < c0 that for sufficiently large τ , the problem (3.37) is

well-posed at ω∗(τ) and hence has only zero solution u = 0, which means that the associated H is divegence-free.

Remark 3.9. Since the set of real resonances is clearly a subset of all scattering resonances that satisfy the asymptotics
(B.6) in the subwavelength regime, a straightforward way to relax the assumption (3.38) in the above result is to
consider the constant c0 := min{√ηj−1 ; ω =

√
τηj

−1+O(τ−1) is a real subwavelength resonance}. However, to show
that (3.38) can indeed hold in some scenarios, we need to quantitatively estimate the resonances of (3.6) and (3.37),
which is beyond the scope of this work.

4 Fano-type reflection anomaly

This section is devoted to the investigation of the Fano-type reflection anomaly for the dielectric metasurface with
broken symmetry. To this end, we first note from the symmetry assumption (3.1) that ε(x, y, z)|Yh

= ε(−x,−y, z)|Yh
.

We define the symmetric and the antisymmetric vector fields for the inversion operation (x′, x3) → (−x′, x3) via the
projections (2.44):

L2
sym(D) := {f ∈ L2(D) ; f1(x

′, x3) = f1(−x′, x3), f2(x′, x3) = f2(−x′, x3), f3(x′, x3) = −f3(−x′, x3)}, (4.1)

and

L2
ant(D) := {f ∈ L2(D) ; f1(x

′, x3) = −f1(−x′, x3), f2(x′, x3) = −f2(−x′, x3), f3(x′, x3) = f3(−x′, x3)} . (4.2)
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One may observe that L2
sym(D) := L2(D)∩ (M0,1∪M1,0) and L2

ant(D) := L2(D)∩ (M0,0∪M1,1), whereMi,j are given
in (3.35). We write Hant(div0, D) := L2

ant(D) ∩H(div0, D) and Hsym(div0, D) := L2
sym(D) ∩H(div0, D). Similarly,

we denote by H0,ant(div0, D) and H0,sym(div0, D) the antisymmetric and symmetric parts of the space H0(div0, D).
Let (Ei, Hi) be the incident plane wave:

Ei = pieiωd·x, Hi =
1

iω
∇× Ei = d× pieiωd·x , ω > 0 , (4.3)

where d ∈ S is the incident direction with d3 > 0, and pi ∈ S is the polarization vector with pi · d = 0. By Fredholm
alternative, the scattering problem (2.3) with α = ωd′ is solvable for any incident plane wave with ω > 0 [69], although
the solution may not be unique. Note that the subwavelength incident frequency, i.e., ω ≪ 1, is located in the first
radiation continuum |α| < ω < infq∈Λ∗\{0} |α + q|, so that the scattered wave Es consists of a single propagating
mode in the far field. In what follows, we write f ∼ g for two continuous functions (vector fields) on R if there holds
|f(x)− g(x)| = O(e−K|x3|) as x3 → ±∞. Then the total electric field E is of the form:

E ∼
{
pteiωd+·x x3 → ∞ ,

pieiωd+·x + preiωd−·x x3 → −∞ ,
(4.4)

where d± = (d′,±d3), and pt and pr are the reflection and transmission polarization vectors, respectively. Moreover,
the energy conservation gives [28]

|pt|2 + |pr|2 = |pi|2 = 1 .

We next derive the volume integral representations for pt and pr. We recall the quasi-periodic Green’s function (2.7)
with α = ωd′:

Gωd′,ω(x) =
i

2

eiωd′·x′

eiωd3|x3|

ωd3
+

1

2

∑

q∈Λ∗\{0}

ei(ωd′+q)·x′

e−
√

|ωd′+q|2−ω2|x3|
√

|ωd′ + q|2 − ω2
. (4.5)

which implies, as |x3| → ∞,

Gωd′,ω(x) ∼ i

2

eiωd′·x′

eiωd3|x3|

ωd3
.

Then it follows from the Lippmann-Schwinger equation (2.12) that as x3 → ±∞,

E ∼ pieiωd+·x + p±(d, D)eiωd±·x , (4.6)

where E = (1− τT ωd′,ω
D )−1[Ei] = τ−1Aτ (ωd

′, ω)−1[Ei] (cf. (2.14)) and

p±(d, D) = τ
iω

2d3
(I− d± ⊗ d±)

✂
D

e−iωd±·yE(y) dy . (4.7)

Combining (4.4) and (4.6) readily gives pt = pi + p+ and pr = p−.
In Section 3, we have considered the case of the normal incident wave (i.e., d = (0, 0, 1)) and discussed the existence

of embedded eigenvalues under the symmetry assumption for the metasurface (3.1). In this case, we have the bound
states in the continuum with the energy confined near the metasurface. When the symmetry is broken, the real
resonance may be shifted into the complex plane and the resonant modes can propagate into the far field, which leads
to the anomalous Fano scattering phenomena near the resonances. Inspired by recent physical advances [16, 49, 90],
we break the symmetry (3.1) by perturbing the domain D by a symmetric field V , i.e.,

V (x) ∈ L2
sym(Ω) ∩C∞(Ω) (4.8)

with L2
sym(Ω) defined as in (4.1), where Ω is an open neighborhood of D̄, and considering the incident direction d ∈ S

perturbed from the normal incidence:

d = (ϵα0, d3) , with ϵ≪ 1 and |α0| = 1 . (4.9)

We denote the perturbed domain by

Dt := (I + tV )(D) , |t| ≪ 1 . (4.10)

The main aim of this section is to approximate the scattered polarization p±(d, Dt) for such symmetry-broken con-
figuration uniformly in the incident frequency ω near the real resonance, and analyze the reflection and transmission
energy |pr|2 and |pt|2.

For the sake of simplicity and clarity, we introduce the following assumptions:
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C.1 In view of Theorems 3.7 and 3.8, we assume that ω∗ is a subwavelength embedded eigenvalue of (2.3) for the
normal incidence with an antisymmetric eigenfunction E ∈ Hant(div0, D) satisfying Aτ (0, ω∗)[E] = 0.

C.2 By Theorem 2.2, without loss of generality, we let ω∗ =
√
τλ0

−1
+O(τ−1) with λ0 being the largest eigenvalue

of the operator PdK0,0
D Pd. We assume that the eigenspace of PdK0,0

D Pd for λ0 is spanned by a real antisymmetric
field φ1 ∈ H0,ant(div0, D) and a real symmetric field φ2 ∈ H0,sym(div0, D).

C.3 Let ω̂ =
√
τω > 0 be the scaled incident frequency. We assume that ω̂−√

τω∗ is in a small compact neighbourhood
U of the origin. We always write ω̂0 =

√
λ0

−1
in what follows.

To justify the reasonability of the assumption (C.2), we first note that since the kernel G0,0 of the operator K0,0
D is

real, it suffices to consider the real eigenfunctions of PdK0,0
D Pd. Moreover, it is easy to check that for φ ∈ H0(div0, D),

we can decompose it as φ = φsym + φant with φsym ∈ H0,sym(div0, D) and φant ∈ H0,ant(div0, D), where both

H0,ant(div0, D) and H0,sym(div0, D) are invariant subspaces of PdK0,0
D Pd. It follows that if φ is an eigenfunction

for PdK0,0
D Pd associated with the eigenvalue λ0, which is neither antisymmetric or symmetric, then φsym and φant

are linearly independent eigenfunctions for λ0. However, it is a difficult task to characterize the conditions when the
eigenspace is of dimension two and exactly spanned by φsym and φant. From the generic simplicity [23,84], we expect
that such result holds generically, at least in the dilute regime. But here we leave the detailed investigation for a
future work. We remark that this fact can be proved for the acoustic Minnaert resonance in terms of the capacitance
matrix [3,4]. But in our case, due to the infinite-dimensional kernel of the leading-order operator of T α,ω

D consisting of
magnetostatic fields, there is essentially an infinite number of scattering resonances hybridizing with each other so that
the capacitance-matrix characterization is not available. We also would like to mention that an alternative approach
to analyze the Fano anomaly is to regard the reflection energy |pr|2 as an analytic function in ω and investigate its
behavior near the embedded eigenvalue by the asymptotic analysis as in [70, Sections 5.2 and 5.3]. In this way, the
assumption (C.2) can be removed (but some additional assumptions may be involved).

We shall design a structure in terms of the parameters α0, V, τ, ϵ and τ , under the assumptions (C.1)-(C.3), such
that the reflection energy |pr|2 presents a Fano-resonance shape near ω∗. The analysis for the transmission energy is
similar. Before we proceed, we collect some asymptotic formulas from [3,9] for the Green’s functions and the integral
operators, which apply to the general domain D without any symmetry assumption.

We start with the Taylor expansion of Gωd′,ω in (4.5): as ω → 0,

Gωd′,ω(x) = − 1

2iωd3
+Gd′

0 (x) + ωGd′

1 (x) +

∞∑

n=2

ωnGd′

n (x) , (4.11)

where the function Gd′

0 is defined by

Gd′

0 (x) := G0,0(x)− d′ · x′
2d3

, (4.12)

with G0,0(x) being the periodic Green’s function (i.e., Gα,ω with α = 0 and ω = 0), and Gd′

1 is given by

Gd′

1 := − i
(
d3|x3|+ d′ · x′

)2

4d3
− d′ · g1(x) , (4.13)

with g1 being a purely imaginary vector-valued function independent of d′ and ω and satisfying

g1(x
′, x3) = g1(x

′,−x3) = −g1(−x′, x3) . (4.14)

Then, by (4.11), we have the asymptotics for the operators Kωd′,ω
D and T ωd′,ω

D in (2.9) and (2.10): for φ ∈ L2(D),

Kωd′,ω
D [φ] = − 1

2iωd3
⟨1, φ⟩D +

∞∑

n=0

ωnKd′

D,n[φ] ,

and

T ωd′,ω
D =

∞∑

n=0

ωnT d′

D,n , (4.15)

where the series converge in the operator norm for ω ≪ 1. Here the operators Kd′

D,n, n ≥ 0, are defined by

Kd′

D,n[φ] :=

✂
D

Gd′

n (x− y)φ(y) dy , (4.16)
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with Gd′

n given in (4.11), while the operators T d′

D,n, n ≥ 0, are defined by

T d′

D,0[φ] = ∇divKd′

D,0[φ] , T d′

D,1[φ] = − 1

2id3
⟨1, φ⟩D +∇divKd′

D,1[φ] ,

and

T d′

D,n[φ] := Kd′

D,n−2[φ] +∇divKd′

D,n[φ] , n ≥ 2 . (4.17)

In particular, we can derive, by (4.12) and (4.16),

Kd′

D,0[φ] = K0,0
D [φ]− d′ · x′

2d3
⟨1, φ⟩+ 1

2d3

✂
D

d′ · y′φ(y) dy ,

which gives

PdKd′

D,0Pd = PdK0,0
D Pd , (4.18)

and

T d′

D,0[φ] = ∇divKd′

D,0[φ] = ∇divK0,0
D [φ] = T 0,0

D [φ] . (4.19)

The following result on the basic properties of the operator T 0,0
D is adapted from [9, Lemma 3.6].

Lemma 4.1. Both W and H0(div0, D) are the invariant subspaces of the operator T 0,0
D : H(div0, D) → H(div0, D)

with ker T 0,0
D = H0(div0, D). Moreover, we have σ(T 0,0

D |W ) ⊂ [−1, 0) and σ(T 0,0
D ) = σ(T 0,0

D |W ) ∪ {0}.

By integration by parts, it is easy to see that

(ϕ, T d′

D,n[φ])D = (ϕ, (Kd′

D,n−2 +∇divKd′

D,n)[φ])D = (ϕ,Kd′

D,n−2[φ])D , (4.20)

for any ϕ ∈ L2(D), φ ∈ H0(div0, D), or φ ∈ L2(D), ϕ ∈ H0(div0, D). It readily gives

PsKd′

D,n−2Pt = PsT d′

D,nPt , for s, t = d,w except the case s, t = w . (4.21)

It follows from (4.15) and (4.21) that

PsT ωd′,ω
D Pt =

∞∑

n=2

ωn
PsKd′

D,n−2Pt , for s, t = d,w except the case s, t = w , (4.22)

and

PwT ωd′,ω
D Pw =

∞∑

n=0

ωn
PwT d′

D,nPw . (4.23)

We are now ready to give the first-order approximation for the subwavelength resonances ω (i.e., the poles of the
meromorphic function Aτ (ωd

′, ω)−1 near the origin) in terms of the high contrast τ . For convenience, we define

KD := PdK0,0
D Pd : H0(div0, D) → H0(div0, D) . (4.24)

Theorem 4.2. Let D be a general smooth domain. When the contrast τ is large enough, the scattering resonances
for the problem (2.3) with the plane wave incidence (4.3) exist in the subwavelength regime. Moreover, for any
subwavelength resonance ω, as τ → ∞, there exists some eigenvalue λi of the operator KD with the orthogonal
eigenfunctions {φj}ni

j=1 ∈ H0(div0, D) such that the following asymptotics holds,

ω =
1√
τλi

− ci,j
2τλ2i

+O(τ−
3
2 ) , (4.25)

where ci,j, 1 ≤ j ≤ ni are the eigenvalues of the matrix C defined by

Ckl = (φk,PdKd′

D,1Pd[φl])D , for 1 ≤ k, l ≤ ni . (4.26)
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Proof. By the generalized Rouché theorem [34,35] and a similar argument as in [9, Section 3.3], we have the existence
of the subwavelength resonances ω = O(

√
τ

−1
) in the high contrast regime. To derive the asymptotic formula for a

subwavelength resonance ω, we consider the equation

Aτ (ωd
′, ω)[E] = 0 with E ∈ H(div0, D) and ∥E∥D = 1 . (4.27)

Acting the projection Pw on the above equation gives, by (4.19), (4.22), and (4.23),
(
T 0,0
D +O

(√
τ
−1))

[PwE] = O
(
τ−1

)
,

which, by the invertibility of T 0,0
D on W in Lemma 4.1, implies PwE = O(τ−1). We then act the projection Pd on the

equation (4.27) and find, by (4.18) and (4.22),

(1− ω̂2
KD −√

τ
−1
ω̂3

PdKd′

D,1Pd +O(τ−1))[E] = O(τ−1) , (4.28)

where ω̂ =
√
τω is the scaled resonance. It is easy to observe from (4.28) that the leading-order approximation for ω̂

is given by ω̂ =
√
λi

−1
+O(

√
τ

−1
) for some eigenvalue λi of KD. For the higher-order approximation, letting {φj}ni

j=1

be the orthogonal eigenfunctions of KD for λi, by the standard perturbation theory with the Lyapunov–Schmidt
reduction, we need to consider the zeros of the following determinant near ω̂i :=

√
λi

−1
:

det(I − ω̂2λiI −
√
τ
−1
ω̂3C) = 0 , (4.29)

with the ni × ni matrix C given in (4.26). It is easy to see that linearizing the above equation (4.29) at ω̂i gives

det(−2(ω̂ − ω̂i)ω̂
−1
i I −√

τ
−1
ω̂3
iC) = 0 .

Then, the desired approximation (4.25) for the resonance follows.

4.1 Shape derivatives and asymptotics

In order to analyze the scattering effect by the symmetry-broken metasurface, it is necessary to understand the
dependence of the subwavelength resonance ω on the domain D. For this, in view of (4.25), we will compute the shape
derivatives of the eigenvalues λi of the operator KD, which is also of independent interest.

Suppose that Ω is a smooth convex bounded domain such that D̄ ⊂ Ω and let V ∈ C∞(Ω) be the feasible
deformation fields. For a given field V , we define the map Φt := I + tV for t ≥ 0. Then Φ0(D) = D and Φt gives
a family of C∞-diffeomorphisms for small enough |t|. As in (4.10), we denote by Dt = Φt(D) the deformed domain.
Moreover, for any diffeomorphism Φ on D, we introduce the pullback of a function f on Φ(D): Φ∗f = f ◦ Φ, and
the pushforward of a function g on D: Φ∗g = g ◦ Φ−1. Note that Φ∗ is a smooth bijective map between L2(Dt) and
L2(D). With these notions, the eigenvalue problem on the deformed domain Dt:

KDt
[E] = λE , on L2(Dt) ,

can be equivalently transformed into a family of eigenvalue problems on the reference domain D:

K̃D,t[E] = λE , on L2(D) , with K̃D,t := Φ∗
tKDt

Φt,∗ . (4.30)

It is clear that the operator K̃D,t is the composition of

P
t
D := Φ∗

tPd,DtΦt,∗ and K̃t
D := Φ∗

tK0,0
Dt

Φt,∗ , (4.31)

namely, K̃D,t = P
t
DK̃t

DP
t
D, where Pd,Dt

: L2(Dt) → H0(div0, Dt) is the projection defined as in (2.16) (we add the
subscript to emphasize its dependence on the domain). The main results of this section are as follows. We postpone
their proofs to Appendix C for the sake of clarity.

Lemma 4.3. The operators P
t
D, K̃t

D : L2(D) → L2(D), defined in (4.31), are differentiable at t = 0 with the
derivatives:

d

dt

∣∣∣
t=0

P
t
D[E] = (∇V )TP⊥

d,DE −∇w , (4.32)

with w ∈ H1(D) being a solution to

(∇w,∇φ)D = ((−∇V + divV )Pd,DE + (∇V )TP⊥
d,DE,∇φ)D , ∀φ ∈ H1(D) , (4.33)

and

d

dt

∣∣∣
t=0

K̃t
D[E] =

✂
D

−divy
[
G0,0(x, y)(V (x)− V (y))

]
E(y) dy . (4.34)

Here, the projection P
⊥
d,D is the orthogonal complement of Pd,D.

22



Proposition 4.4. Suppose that λ0 is an eigenvalue of the operator KD with eigenfunctions {φj}mj=1 ⊂ L2(D). Then,
given a deformation field V ∈ C∞(Ω), there exists 0 < t0 ≪ 1 such that for any |t| ≤ t0, the operator KDt

on
the perturbed domain Dt = Φt(D) has exactly m eigenvalues near λ0, denoted by {λ0,j(t)}mj=1, that are continuously

differentiable in t with the derivatives λ̇0,j(0) being eigenvalues of the m×m Hermitian matrix K̂ defined by

K̂ij :=
d

dt

∣∣∣
t=0

Kij(t) = λ0(ν · V φi, φj)∂D , (4.35)

where

Kij(t) := (φi, K̃D,tφj)D .

With Theorem 4.2 and Proposition 4.4 above, we can easily derive the asymptotic expansions of the subwavelength
resonances for the symmetry-broken geometry, which will be useful in the next section. For ease of exposition, we first
introduce the following matrices under the assumptions (C.1)-(C.3) with the incident direction d given in (4.9). Let
the fields φ1 ∈ H0,ant(div0, D) and φ2 ∈ H0,sym(div0, D) be given in the assumption (C.2), and V be a deformation
field (4.8). By a slight abuse of notation, we define the 2× 2 symmetric matrix C0 by

C0
ij := (ν · V φi, φj)∂D , (4.36)

and the 2× 2 matrix C1,α0 as in (4.26) by

C1,α0

ij := (φi,PdKϵα0

D,1Pd[φj ])D . (4.37)

Note from (3.1) that the unit outer normal vector ν to ∂D is antisymmetric in the sense of (4.2). Thanks to the
symmetry properties of V and φi, we have

C0 =

[
0 c0
c0 0

]
, with c0 := (ν · V φ1, φ2)∂D . (4.38)

Moreover, recalling the kernel Gϵα0
1 (4.13) for the operator PdKϵα0

D,1Pd, we write it as

Gϵα0
1 (x) = iK1(x) + iϵ2K2(x) + iϵK3(x) ,

with

K1(x) = −d3|x3|
2

4
, K2(x) = − (α0 · x′)2

4d3
, K3(x) = −α0 ·

( |x3|x′
2

− ig1(x)

)
.

We remark that all Ki are real functions, since g1 is purely imaginary. Again, by the symmetry of φi and g1 in (4.14),
it follows that

C1,α0 = i

[
c1,1 0
0 c1,2

]
+ iϵ2

[
c2,1 0
0 c2,2

]
+ iϵ

[
0 c3

−c3 0

]
, (4.39)

with real numbers:

cs,l =

✂
D

✂
D

Ks(x− y)φl(x) · φl(y) dxdy , s = 1, 2 , l = 1, 2 , (4.40)

and

c3 =

✂
D

✂
D

K3(x− y)φ2(x) · φ1(y) dxdy . (4.41)

We claim that c1,1 is zero and c1,2 ≥ 0. Indeed, if the assumptions (C.1) and (C.2) hold, Theorem 4.2 for the case
of the normal incidence and the symmetric domain D shows that there are two characteristic values ω1 and ω2 of
Aτ (0, ω) near

√
τλ0

−1
with asymptotics: for j = 1, 2, as τ → ∞,

ωj =
1√
τλ0

− ic1,j
2τλ20

+O(τ−
3
2 ) , (4.42)

where c1,j , j = 1, 2, is defined in (4.40). Noting that the resonance ω1 = ω∗ corresponds to the antisymmetric function,
the assumption (C.1) enforces the vanishing of the imaginary part of ω1, that is, c1,1 = 0 and

ω∗ =
1√
τλ0

+O(τ−
3
2 ) . (4.43)

Moreover, it is well known that the scattering resonances exist in the lower half plane [9, 29], which implies c1,2 ≥ 0.
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Corollary 4.5. Given a deformation field V in (4.8), let d and Dt be the perturbed incident direction and domain
defined in (4.9) and (4.10). Under the assumptions (C.1) and (C.2), there exist two subwavelength resonances ω1 and
ω2 near

√
τλ0

−1
for the scattering problem (2.3) with α = ϵα0, which satisfy the asymptotic expansions: for j = 1, 2,

ωj =
1√
τ

(
1√
λ0

− µ0,j

2

)
+O(τ−

3
2 + |t|2τ− 1

2 ) , as τ → ∞ , |t| → 0 ,

with µ0,j being the eigenvalues of the following matrix:

M = tλ
− 1

2
0

[
0 c0
c0 0

]
+ τ−

1
2λ−2

0

(
i

[
0 0
0 c1,2

]
+ iϵ

[
0 c3

−c3 0

])
+O(ϵ2τ−

1
2 ) , (4.44)

where c1,2 ≥ 0 and c0, c3 ∈ R are given in (4.38), (4.40) and (4.41).

Proof. We only provide a sketch of the proof, as it is almost the same as those of Theorem 4.2 and Proposition 4.4.

Let ω̂ =
√
τω be the scaled resonance. We consider the characteristic values of (1 − τT ωd′,ω

Dt
)[E] = 0 near

√
τ

−1
ω̂0

with ∥E∥D = 1 and ω̂0 =
√
λ0

−1
. Similarly to the proof of Theorem 4.2, there holds PwE = O(τ−1), and it suffices to

solve, after mapping the problem to the reference domain D as in (4.30),

(1− ω̂2
K̃D,t −

√
τ
−1
ω̂3

P
t
DΦ∗

tKd′

D,1Φt,∗P
t
D)[Φ∗

tE] = O(τ−1) . (4.45)

We linearize the above equation (4.45) at ω̂ = ω̂0 and t = 0, and find that, up to an error term of O(τ−1) + O(|t|2),
the scaled resonance ω̂ near ω̂0 satisfies

det
(
−2(ω̂ − ω̂0)ω̂

−1
0 I− tC0 −√

τ
−1
ω̂3
0C

1,α0

)
= 0 ,

which readily completes the proof, by a direct computation.

4.2 Analysis of the reflection energy

In this section, we investigate the Fano-type transmission and reflection anomalies. For this, we will first derive
the leading-order approximation for the scattered polarization vectors p± defined in (4.7). Let φ1 and φ2 be the
antisymmetric and symmetric functions in the assumption (C.2), respectively. We introduce the following two 3 × 3
real matrices for later use:

Aant =

✂
D

x⊗ φ1 dx , Asym =

✂
D

x⊗ φ2 dx . (4.46)

By symmetry, it is easy to see that Aant and Asym are of the block form:

Aant =

[
A1 0
0 a2

]
, Asym =

[
0 b1

bT
2 0

]
,

where b1,b2 ∈ R
2 and A1 is the 2 × 2 matrix. The following proposition characterizes the solution of the volume

integral equation for the incident frequency ω near the embedded eigenvalue ω∗:

(1− τT ωd′,ω
Dt

)[E] = Ei . (4.47)

Theorem 4.6. Suppose that the assumptions (C.1)-(C.3) hold. Define ω̂0,j := ω̂0 −µ0,j/2 for j = 1, 2 with µ0,j given

in Corollary 4.5. There exists a constant CA > 0 such that when |t|+ τ− 1
2 ≤ CA|ω̂− ω̂0|, the solution E ∈ H(div0, Dt)

to the equation (4.47) has the asymptotic expansion uniformly in ω̂ near ω̂0:





Φ∗
tPw,DtE = −τ−1(T 0,0

D )−1[pi] +O
(
τ−1|t|+ τ−

3
2

|ω̂ − ω̂0|
)
,

Φ∗
tPd,Dt

E = q1φ1 + q2φ2 +O
(
τ−

1
2 +

τ−
1
2 |t|+ τ−1

|ω̂ − ω̂0|
)
,

as τ → ∞ , |t| → 0 , (4.48)

with q1, q2 ∈ C given by

[
q1
q2

]
=

1− ω̂2λ0
h

(
iτ−

1
2 ω̂

[
f1
f2

]
+O

(
τ−1 + τ−

1
2 |t|+ τ−

1
2 (|t|2 + τ−1)

|ω̂ − ω̂0|
))

, (4.49)
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where h is an analytic function in ω̂ defined by

h(ω̂) = r(ω̂)(ω̂ − ω̂0,1 +O(τ−1 + |t|2))(ω̂ − ω̂0,2 +O(τ−1 + |t|2)) , (4.50)

with r(ω̂) being invertible and analytic in ω̂ with |r(ω̂)| = 1, and the real numbers f1 and f2 are given by

f1 := d ·Aantpi , f2 := d ·Asympi . (4.51)

Proof. Noting the incident frequency ω = O(
√
τ

−1
) and that

✁
Dt
φ dx = 0 holds for any φ ∈ H0(div0, Dt), we have

the following asymptotic expansions for the incident wave:

Pw,Dt
Ei = pi +O(τ−

1
2 ) , Pd,Dt

Ei = iωPd,Dt
[pid · x] +O(τ−1) , (4.52)

which implies, by the pullback Φ∗
t ,

Φ∗
tPd,Dt

Ei = iωPd,D[pid · x] +O(τ−
1
2 |t|+ τ−1) .

It follows that, by (4.46) and (4.51),

(φj ,Φ
∗
tPd,DtE

i)D = iω(φj ,p
id · x)D +O(τ−

1
2 |t|+ τ−1)

= iωfj +O(τ−
1
2 |t|+ τ−1) . (4.53)

Following the analysis in [9, Section 4], we reformulate the equation (4.47) on the reference domain D with a matrix
form, by the projections and the pullback Φ∗

t :

A(t, τ, ω)

[
Φ∗

tPd,Dt
E

Φ∗
tPw,Dt

E

]
=

[
Φ∗

tPd,Dt
Ei

τ−1Φ∗
tPw,Dt

Ei

]
, (4.54)

with

A(t, τ, ω) :=

[
1− τΦ∗

tPd,DtT ωd′,ω
Dt

Pd,DtΦt,∗ −τΦ∗
tPd,DtT ωd′,ω

Dt
Pw,DtΦt,∗

−Φ∗
tPw,Dt

T ωd′,ω
Dt

Pd,Dt
Φt,∗ τ−1 − Φ∗

tPw,Dt
T ωd′,ω
Dt

Pw,Dt
Φt,∗

]
.

Similarly to Lemma 4.3, for n ≥ 1 and s, t = d,w, the operator Φ∗
tPs,Dt

T d′

Dt,n
Pt,Dt

Φt,∗ is differentiable at t = 0, and
there holds

Φ∗
tPs,DtT d′

Dt,nPt,DtΦt,∗ = Ps,DT d′

Dt,nPt,D +O(|t|) ,

where the error term is measured in the operator norm. Then, by expansions (4.22) and (4.23), we find

A(t, τ, ω) =

[
1− ω̂2

KD −ω̂2
PdKd′

D,0Pw

0 −T 0,0
D

]
+

[
O(|t|+ τ−

1
2 ) O(|t|+ τ−

1
2 )

O(τ−1) O(|t|+ τ−
1
2 )

]
. (4.55)

Hence, for ω̂ near ω̂0, the Neumann series expansion shows that when |t|+ τ−
1
2 = O(|ω̂− ω̂0|) is suitably small, there

holds ∥A(t, τ, ω)∥ ≲ |ω̂ − ω̂0|−1. We also see from (4.52) that [Pd,Dt
Ei, τ−1

Pw,Dt
Ei] = O(

√
τ

−1
). It follows that the

solution E ∈ H0(div0, Dt) to (4.47) satisfies

E = O(|ω̂ − ω̂0|−1τ−
1
2 ) . (4.56)

To obtain (4.48), we consider the second component of the equation (4.54). By estimates (4.52), (4.55) and (4.56),
we have

Φ∗
tPw,Dt

E = −τ−1(T 0,0
D )−1[pi] +O

(
τ−1|t|+ τ−

3
2

|ω̂ − ω̂0|
)
. (4.57)

Then, we consider the first component of (4.54). By the assumption (C.2), without loss of generality, let the field
Φ∗

tPd,Dt
E ∈ L2(D) have the following ansatz:

Φ∗
tPw,Dt

E = q1φ1 + q2φ2 + ϕ , with ϕ ⊥ φi , (4.58)

where ϕ ∈ L2(D) and q1, q2 ∈ C. Substituting (4.58) into (4.54), and using the asymptotic expansions (4.22) and
(4.52) and the estimate (4.57), we can derive

(
1− ω̂2

K̃D,t − τ−
1
2 ω̂3

P
t
DΦ∗

tKd′

D,1Φt,∗P
t
D +O(τ−1)

)
[q1φ1 + q2φ2 + ϕ]

=iωPd,D[pid · x] +O(τ−
1
2 |t|+ τ−1) +O

( τ−
3
2

|ω̂ − ω̂0|
)
. (4.59)
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We take the inner product between the above equation (4.59) and ϕ, and obtain

∣∣∣
(
ϕ, (1− ω̂2

KD +O(|t|) +O(τ−
1
2 ))[q1φ1 + q2φ2 + ϕ]

)

D

∣∣∣ ≲
(
τ−

1
2 +

τ−
3
2

|ω̂ − ω̂0|
)
∥ϕ∥D . (4.60)

Noting from (4.56) that ∥q1φ1 + q2φ2 + ϕ∥D = O(|ω̂ − ω̂0|−1τ−
1
2 ), and from the ansatz (4.58) and the assumption

(C.2) that, for ω̂ near
√
λ0

−1
,

∥ϕ∥2D ≲
∣∣(ϕ, (1− ω̂2

KD))[q1φ1 + q2φ2 + ϕ]
)
D

∣∣ ,

we estimate

0 < ∥ϕ∥2D −O
(τ− 1

2 (|t|+ τ−
1
2 )

|ω̂ − ω̂0|
)
∥ϕ∥D ≲

∣∣∣
(
ϕ,
(
1− ω̂2

KD +O
(
|t|+ τ−

1
2

))
[q1φ1 + q2φ2 + ϕ]

)

D

∣∣∣ ,

which, along with (4.60), gives

ϕ = O
(
τ−

1
2 +

τ−
1
2 |t|+ τ−1

|ω̂ − ω̂0|
)
. (4.61)

We proceed to take the inner product between (4.59) and φi. We first have, by Proposition 4.4,

(
φi, (1− ω̂2

K̃D,t)[φj ]
)
D

=
(
I − ω̂2λ0(I + tC0))ij +O(|t|2) .

Recalling the definition of C1,α0 in (4.37), there holds

(φi, τ
− 1

2 ω̂3
P
t
DΦ∗

tKd′

D,1Φt,∗P
t
D[φj ])D = τ−

1
2 ω̂3C1,α0

ij +O(τ−
1
2 |t|) .

It is also easy to see, by (4.61),
(
φi,
(
1− ω̂2

K̃D,t − τ−
1
2 ω̂3

P
t
DΦ∗

tKd′

D,1Φt,∗P
t
D +O(τ−1)

)
[ϕ]
)

D

=O
(
τ−1 + τ−

1
2 |t|+ τ−

1
2 (|t|2 + τ−1)

|ω̂ − ω̂0|
)
. (4.62)

Combining these facts together, it follows that [q1, q2] satisfies the following matrix equation:

(
I − ω̂2λ0(I + tC0)− τ−

1
2 ω̂3C1,α0 +O(τ−1 + |t|2)

)[q1
q2

]

=iτ−
1
2 ω̂

[
f1
f2

]
+O

(
τ−1 + τ−

1
2 |t|+ τ−

1
2 (|t|2 + τ−1)

|ω̂ − ω̂0|
)
, (4.63)

where the right side is from (4.53) and (4.62).
We write Z(ω̂) for the coefficient matrix of the equation (4.63). By Rouché’s theorem, we know that there are two

zeros of the analytic function det(Z) near ω̂0. We denote them by z1, z2 ∈ C and have, for ω̂ ∈ C near ω̂0,

det(Z(ω̂)) = r(ω̂)(ω̂ − z1)(ω̂ − z2) ,

where r(ω̂) is an invertible analytic function near ω̂0 with modulus of order one. Then, it follows from the analysis in
Corollary 4.5 that zi can be approximated by zi = ω̂0 −µ0,j/2+O(τ−1 + |t|2). Therefore, the formula (4.49) holds by
the inverse formula for 2× 2 matrices. The proof is complete by estimates (4.57), (4.58), and (4.61).

With the help of Theorem 4.6 above, we are now ready to derive the asymptotic expansion for the scattered
polarization vectors (4.7). The estimate (4.48) has shown that, for the solution E to (4.47),

Pw,DtE = O
(
τ−1 +

τ−
3
2

|ω̂ − ω̂0|
)
, Pd,DtE = O

( τ−
1
2

|ω̂ − ω̂0|
)
.

By the above estimate and Taylor expansion with ω =
√
τ
−1
ω̂, we find

p±(d, Dt) = τ
1
2
iω̂

2d3

(
I− d± ⊗ d±

) ✂
Dt

(
Pw,DtE − iτ−

1
2 ω̂d± · yPd,DtE

)
dy +O

( τ−1

|ω̂ − ω̂0|
)

=
ω̂2

2d3

(
I− d± ⊗ d±

) ✂
Dt

d± · yPd,DtE dy +O
(
τ−

1
2 +

τ−1

|ω̂ − ω̂0|
)
.
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Then, by a change of variables and (4.48), as well as (4.46), we further calculate

p±(d, Dt) =
ω̂2

2d3

(
I− d± ⊗ d±

) ✂
D

(d± · Φt)(Φ
∗
tPd,DtE) dΦt +O

(
τ−

1
2 +

τ−1

|ω̂ − ω̂0|
)

=
ω̂2

2d3

(
I− d± ⊗ d±

) ✂
D

d± · y(q1φ1 + q2φ2) dy +O
(
τ−

1
2 +

τ−
1
2 (τ−

1
2 + |t|)

|ω̂ − ω̂0|
)

=
ω̂2

2d3

(
q1g

±
1 + q2g

±
2

)
+O

(
τ−

1
2 +

τ−
1
2 (τ−

1
2 + |t|)

|ω̂ − ω̂0|
)
, (4.64)

where

g±
1 = (Aant)Td± − ⟨d±,A

antd±⟩d± ,

and

g±
2 = (Asym)Td± − ⟨d±,A

symd±⟩d± .

Recall that the perturbed incident direction d is of the form (4.9). A direct computation gives

g±
1 = ϵ

[
(AT

1 − a2)α0

0

]
+O(ϵ2) , g±

2 =

[
±b2

−ϵb2 · α0

]
+O(ϵ2) , as ϵ→ 0 . (4.65)

Similarly, thanks to p · d = 0, we have

f1 = O(ϵ) , f2 = O(1) . (4.66)

For simplicity, we introduce the small parameter:

δ = |t|+ τ−
1
2 ,

and consider the regime:

δ = o(|ω̂ − ω̂0|) , as ω̂ → ω̂0 . (4.67)

By the estimate (4.48) and the expansions (4.64), (4.65) and (4.66), we readily have

p±(d, Dt) =
iτ−

1
2 ω̂3

2d3

1− ω̂2λ0
h

f2

[
±b2

−ϵb2 · α0

]
+O(δ + ϵ2) , (4.68)

since (1 − ω̂2λ0)/h = O(|ω̂ − ω̂0|−1) holds for ω̂ near ω̂0. As a corollary, we can approximate the reflection energy
|pr|2 as follows.

Corollary 4.7. Suppose that the assumptions in Theorem 4.6 hold. In the regime (4.67), the reflection energy |pr|2
has the following asymptotics: for ω̂ ∈ R near ω̂0,

|pr|2 = τ−1 |1− ω̂2λ0|2
|h|2 p0 + o(δ + ϵ2) , as δ, ϵ→ 0 ,

with the real function p0 in ω̂:

p0(ω̂) :=
|ω̂|6

4(1− ϵ2)
f22
(
|b2|2 + ϵ2|b2 · α0|2

)
,

where h and f2 are given in (4.50) and (4.51), respectively.

We next show our main claim that for certain parameters, the Fano-type resonance can happen for the symmetry-
broken metasurface when the incident frequency ω is near the embedded eigenvalue ω∗. Recalling the definition of the
classical Fano formula [70] and the scaling ω =

√
τ

−1
ω̂, it suffices to prove that, for fixed large τ and small t, ϵ,

τ−1 |1− ω̂2λ0|2
|h|2 ≈ C

|θ + (ω − ω∗)|2
γ + |ω − ω∗|2

, as ω → ω∗ , (4.69)

for some constant C and parameters θ ∈ R and γ > 0. We first observe from Corollary 4.5 that, for j = 1, 2,

ω̂0,j =
1√
λ0

− iηj , (4.70)
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where ηj ≥ 0 are given by

η1 =
iτ−

1
2λ−2

0 c1,2 −
√
−τ−1λ−4

0 c21,2 + 4(t2λ−1
0 c20 + τ−1λ−4

0 ϵ2c23)

4
+O(ϵ2τ−

1
2 ) ,

and

η2 =
iτ−

1
2λ−2

0 c1,2 +
√
−τ−1λ−4

0 c21,2 + 4(t2λ−1
0 c20 + τ−1λ−4

0 ϵ2c23)

4
+O(ϵ2τ−

1
2 ) .

Hence, for t = τ−1ϵ2, there holds

η1 = O(τ−
1
2 ϵ2) , η2 = O(τ−

1
2 ) , (4.71)

that is, ω̂0,1 has a much smaller imaginary part than the one of ω̂0,2. By definition (4.50) of h, we can compute

τ−1 |1− ω̂2λ0|2
|h|2 =

λ20|(ω̂0 + ω̂)|2
|r(ω̂)|2

|(ω − ω∗) + (ω∗ − τ−
1
2 ω̂0)|2

|ω̂ − ω̂0,1 +O(τ−1)|2|ω̂ − ω̂0,2 +O(τ−1)|2 . (4.72)

Then, by estimates (4.43) and (4.70), we see

τ−
1
2 |ω̂ − ω̂0,i +O(τ−1)| = |ω − ω∗ + iτ−

1
2 ηi +O(τ−

3
2 )| ,

which implies, by η2 = O(τ−
1
2 ) in (4.71),

1

|ω̂ − ω̂0,1 +O(τ−1)|2|ω̂ − ω̂0,2 +O(τ−1)|2

=
τ−2

|ω − ω∗ + iτ−
1
2 η1 +O(τ−

3
2 )|2|ω − ω∗ + iτ−

1
2 η2 +O(τ−

3
2 )|2

=
1

|ω − ω∗ + iτ−
1
2 η1 +O(τ−

3
2 )|2|τ(ω − ω∗) + iτ

1
2 η2 +O(τ−

1
2 )|2

=O(1)
1

|ω − ω∗ + iτ−
1
2 η1 +O(τ−

3
2 )|2

as ω → ω∗ . (4.73)

Therefore, it follows from (4.72) and (4.73) that, for real ω approximating ω∗,

τ−1 |1− ω̂2λ0|2
|h|2 = O(1)

|(ω − ω∗) + (ω∗ − τ−
1
2 ω̂0)|2

|ω − ω∗ + iτ−
1
2 η1 +O(τ−

3
2 )|2

≈ O(1)
|(ω − ω∗) + (ω∗ − τ−

1
2 ω̂0)|2

|ω − ω∗|2 + τ−1η21
, (4.74)

if τ−
1
2 = o(ϵ2) holds (so that O(τ−

3
2 ) is a higher-order term with respect to τ−

1
2 η1). The formula (4.74) exactly

matches the Fano ansatz in (4.69), and hence justifies the predicted Fano-type scattering anomalies.

5 Concluding remarks and discussions

In this work, we have given a comprehensive investigation for the resonant scattering by all-dielectric metasurfaces
of periodically distributed nanoparticles with high refractive indices. We have characterized the essential spectrum
of the Maxwell operator associated with the periodic scattering problem. We have showed that the interested real
scattering resonances are the simple poles of the EM scattering resolvent with the corresponding resonant modes
being the bound states exponentially decaying away from the metasurface. We have found that the real scattering
resonances always exist below the essential spectrum of the Maxwell operator. We have also revealed some important
relations between the resonances and the symmetry of the metasurface, which helps us to prove that in the high
contrast regime, under the normal incidence, the subwavelength embedded eigenvalues exist for the symmetric dielectric
metasurfaces. The resonant states corresponding to the embedded eigenvalues are the desired bound states in the
continuum. To connect the BICs and the Fano resonances, we break the in-plane symmetry of the metasurface by
perturbing the geometry of the dielectric nanoparticles and the incident directions (i.e., the Bloch wave vectors). We
have derived the asymptotic expansions of the subwavelength resonances with respect to the high contrast and the
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shape perturbation. Furthermore, we have quantitatively approximated the reflection and transmission polarization
vectors near the resonances, and characterized the Fano-type asymmetric line shape in terms of the well-known Fano
formula. Therefore, this work has provided a solid mathematical theory for the Fano resonance phenomenon physically
observed in [49,58].

There has also been increasing interest in understanding the topological properties of the BICs and the associated
Fano resonances. In particular, we can define the topological charge by the winding number of the scattered polarization
vectors, and the BICs are noting than the vortex centers of the polarization vectors in the momentum space [90]. We
also note that the BICs have a natural connection with the polarization singularities, which is a fundamental concept
in the field of singular optics [22, 27, 79, 87]. It would be interesting to explore these concepts in our framework and
further investigate the robustness of BICs and the Fano-type resonances.

Appendix A. Auxiliary lemmas

In this section, we establish some useful lemmas for proving Theorem 2.8. Letting ε = 1 + τχD with τ > 0, we
consider the following elliptic equation on the unbounded domain Y∞:

−div(ε∇p) = f , (A.1)

with the quasi-periodic boundary condition. For the well-posedness of (A.1), we need the weighted Sobolev space:

H1,−1
α (Y∞) := {u ; (1 + |x3|2)−1/2u ∈ L2

α(Y∞) , ∇u ∈ L2
α(Y∞)} .

It is easy to see that H1,−1
α (Y∞) with α = 0 (i.e., a periodic boundary condition) contains the constant functions.

Lemma A.1. For any f ∈ (H1,−1
α (Y∞))∗, the equation (A.1) has a unique solution in H1,−1

α (Y∞)/R, continuously
depending on the data f .

The proof of the above lemma easily follows from [65, Theorem 2.5.14]. We next discuss how the solution of (A.1)
depends on the contrast τ . In fact, the following lemma holds.

Lemma A.2. Suppose that E ∈ L2
α(Y∞) satisfies div(εE) = 0 and div(χDE) ̸= 0. Define the coefficient ε′ = ε+ ηχD

for η > 0, and let p ∈ H1,−1
α (Y∞)/R be the unique solution to

div(ε′(E +∇p)) = 0 . (A.2)

Then there holds

∥E∥2ε,Y∞
+ ∥∇p∥2ε,Y∞

∥E∥D/∥∇p∥D ≤ ∥E +∇p∥2ε′,Y∞
.

Proof. By the equation (A.2) and divεE = 0, it is clear that

−div(ε′∇p) = ηdiv(χDE) ,

which implies ∇p ̸= 0 and

∥∇p∥2ε′,Y∞
= −η(∇p,E)D = −η(E,∇p)D. (A.3)

Then, a simple use of Cauchy’s inequality gives

∥∇p∥2ε,Y∞
≤ η(∥E∥D − ∥∇p∥D)∥∇p∥D . (A.4)

We can directly estimate, with the help of (A.3),

∥E +∇p∥2ε′,Y∞
− ∥E∥2ε,Y∞

= η∥E∥2D + ∥∇p∥2ε′,Y∞
+ η(E,∇p)D + η(∇p,E)D

= η∥E∥2D − ∥∇p∥2ε′,Y∞

≥ η∥E∥D(∥E∥D − ∥∇p∥D) . (A.5)

The proof is complete by (A.4) and (A.5):

∥E +∇p∥2ε′,Y∞
− ∥E∥2ε,Y∞

≥ ∥∇p∥2ε,Y∞
∥E∥D/∥∇p∥D ≥ 0 .
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Appendix B. Analysis of the scalar eigenvalue problem (3.37)

In this section, we will formally discuss the high-contrast limits of the subwavelength resonances and the associated
resonant modes of (3.37), and show the existence of real subwavelength resonances with a lower bound under the
symmetry assumption of the coefficient:

ε(x, y, z)|Yh
= ε(−x,−y, z)|Yh

.

The rigorous analysis can be performed in the same manner as in [70] and [9]. We recall the periodic Green’s function
G0,ω defined in (2.7), which clearly satisfies the transparent boundary condition ∂

∂νG
0,ω = T G0,ω on Σ, and the

associated volume integral operator K0,ω
D in (2.9). By the asymptotic expansion (4.11) of G0,ω:

G0,ω = Ĝ+O(ω) , with Ĝ :=
i

2ω
+G0,0 ,

we have K0,ω
D [φ] = K̂D[φ] +O(ω), where the operator K̂D is defined by

K̂D[φ] =
i

2ω
⟨1, φ⟩D +K0,0

D [φ] . (B.1)

It is well known that by the integral operator K0,ω
D , the eigenvalue problem (3.37) can be reformulated as

u = ω2τK0,ω
D [u] . (B.2)

To deal with the O(ω−1) singularity in (B.1), we define the space L2
0(D) = {u ∈ L2(D) ; ⟨1, u⟩D = 0} and write the

functions u ∈ L2(D) as u = ⟨1D, u⟩D + ū, where 1D := 1/|D| and ū ∈ L2
0(D). Such decomposition is unique and

orthogonal. Then the problem (B.2) is equivalent to

[
⟨1D, u⟩D

ū

]
− ω2τ

[
⟨1D,K0,ω

D [1]⟩D ⟨1D,K0,ω
D [·]⟩D

K0,ω
D [1]− ⟨1D,K0,ω

D [1]⟩D K0,ω
D [·]− ⟨1D,K0,ω

D [·]⟩D

] [
⟨1D, u⟩D

ū

]
= 0 .

By the asymptotic expansion (B.1) and K̂D[1] = i|D|
2ω +K0,0

D [1], we have

[
1− ωτ i|D|

2 +O(ω2τ) O(ω2τ)
−ω2τϕ1 +O(ω3τ) 1− ω2τKD +O(ω3τ)

] [
⟨1D, u⟩D

ū

]
= 0 , (B.3)

where ϕ1 := K0,0
D [1]− ⟨1D,K0,0

D [1]⟩D and

KD[·] := K0,0
D [·]− ⟨1D,K0,0

D [·]⟩D : L2
0(D) → L2

0(D) . (B.4)

Note from the coefficient matrix in (B.3) that in the high contrast regime, the subwavelength resonances of (3.37) can

happen in two cases: ω = O(τ−1) and ω = O(
√
τ
−1

). In the first case, we have the asymptotics:

[
1− ωτ i|D|

2 +O(ω2τ) O(ω2τ)
−ω2τϕ1 +O(ω3τ) 1− ω2τKD +O(ω3τ)

]
=

[
1− ωτ i|D|

2 0
0 1

]
+O(τ−1) ,

which readily gives a subwavelength resonance ω = 2
iτ |D| + O(τ−2) with the associated resonant mode being almost

constant: u = 1 +O(τ−1) on D. In the other case: ω = O(
√
τ
−1

), we first divide the first row of (B.3) by
√
τ
−1

and
then find

[
1− ω

√
τ i|D|

2 +O(ω2
√
τ) O(ω2

√
τ)

−ω2τϕ1 +O(ω3τ) 1− ω2τKD +O(ω3τ)

]
=

[
1− ω

√
τ i|D|

2 0
−ω2τϕ1 1− ω2τKD

]
+O(

√
τ
−1

) . (B.5)

Suppose that the compact self-adjoint operator KD admits the eigen-decomposition:

KD[u] =

∞∑

j=1

ηj(vj , u)Dvj , for u ∈ L2
0(D) .

Then, by the asymptotics (B.5), we can have another class of subwavelength resonances ωj =
√
ηjτ

−1 + O(τ−1) for

each j, with the resonant modes uj = vj +O(
√
τ
−1

) on D. We now summarize the above discussion as follows.
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Proposition B.1. The subwavelength resonances exist for the problem (3.37) in the high contrast regime. Moreover,
for any subwavelength resonance ω, there holds either

ω =
2

iτ |D| +O(τ−2) , or ω =
1

√
ηjτ

+O(τ−1) for some j ≥ 0 , (B.6)

where ηj is an eigenvalue of the operator KD on L2
0(D).

We proceed to consider the existence of real subwavelength resonances, which has been discussed in [14, 71]. We
provide a sketch of arguments below for completeness. With the help of the DtN operator (3.3), the variational
formulation of (3.37) reads as follows: find (ω, u) ∈ R\{0} ×H1

p (Yh) such that

bω(φ, u) = ω2(φ, εu)Yh
, ∀φ ∈ H1

p (Yh) , (B.7)

where bω(·, ·) is the sesquilinear form on H1
p (Yh):

bω(φ, u) = (∇φ,∇u)Yh
− ⟨φ, T u⟩Σ . (B.8)

Let T P and T E be defined as in Section 3 and bEω(·, ·) be defined by (B.7) with T replaced by T E . Moreover, we
introduce the symmetric and antisymmetric functions:

H1
p,sym(Yh) = {φ ∈ H1

p (Yh) ; φ(−x′, x3) = φ(x′, x3)} ,

and

H1
p,ant(Yh) = {φ ∈ H1

p (Yh) ; φ(−x′, x3) = −φ(x′, x3)} ,

which are orthogonal with respect to bEω(·, ·). Similarly to Proposition 3.3, we can prove that bEω(·, ·) is a symmetric
positive form on H1

p,ant(Yh) with eigenvalues λantj (τ, ω) decreasing in ω, where λantj is given by the min-max principle:

λantj (τ, ω) = min
V⊂H1

p,ant(Yh)

dimV=j

max
H∈V

bEω(u, u)

(u, εu)Yh

. (B.9)

It follows that for each j, the equation λantj (τ, ω) = ω2 admits a unique solution ωj > 0, and we can find uj ∈ H1
p,ant(Yh)

such that

bEωj
(φ, uj) = ω2

j (φ, εu)D , ∀φ ∈ H1
p,ant(Yh) . (B.10)

We claim that for the large enough contrast τ , ωj would be in the subwavelength regime. Indeed, by (B.9), we have

λantj (τ, ω) ≤ min
V⊂H1

0,ant(Yh)

dimV=j

max
H∈V

bEω(u, u)

τ(u, u)D
= O(τ−1) ,

with H1
0,ant(Yh) := {u ∈ H1

p,ant(Yh) ; u = 0 on Yh\D}, which readily gives ωj = O(
√
τ
−1

). By the orthogonality
between H1

p,sym(Yh) and H1
p,ant(Yh), the equation (B.10) holds for any φ ∈ H1

p (Yh). In addition, thanks to ωj ≪ 1

and uj ∈ H1
p,ant(Yh), we have (uj)q = 0 for q ∈ Λ∗

P = {0} by symmetry, which gives bEωj
(φ, uj) = bωj

(φ, uj).
Therefore, ωj is the desired real subwavelength resonance for (3.37). The following result that gives a lower bound for
real subwavelength resonances is a variant of [71, Theorem 4.1]. Let X be the subspace of H1

p (Yh) defined by

X := {u ∈ H1
p (Yh) ; uq = 0 for q ∈ Λ∗

P} .

Proposition B.2. Suppose that ω is a real subwavelength resonance of (3.37) satisfying ω = O(
√
τ
−1

) for large
enough τ . Then it holds that

ω ≥
√
γ0
τ

+O

(
1

τ3/4

)
,

where γ0 > 0 is given by

γ0 = inf
u∈H1

p(Yh)

b0(u, u)

(u, u)Yh

, (B.11)

with b0(·, ·) given in (B.8) with ω = 0.
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Proof. Let u be a resonant mode associated with the real resonance ω = O(
√
τ
−1

). Then u ∈ X satisfies

bω(φ, u) = ω2(φ, εu)Yh
, ∀φ ∈ X .

We now consider the following variational eigenvalue problem on X:

bω(φ, u) = γ(φ, u)Yh
, ∀φ ∈ X . (B.12)

Since bω(·, ·) is a positive symmetric form on X, we let γj(ω) ≥ 0 be the eigenvalues of (B.12), which has the

asymptotics: γj(ω) = γj(0) +O(
√
τ
−1

), by the standard perturbation theory. Hence, we can observe

ω2 =
bω(u, u)

(u, εu)Yh

≥ 1

τ
inf

u∈H1
p(Yh)

bω(u, u)

(u, u)Yh

≥ 1

τ
γ0(0) +O

(
1

τ3/2

)
.

The proof is complete by noting that γ0(0) is strictly positive. Indeed, if γ0(0) = 0, then the eigenfunction must be
constant which does not belong to the space X.

Appendix C. Proofs in Section 4.1

C.1. Proof of Lemma 4.3

Let us first compute the derivative of Pt
D at t = 0. By the construction of the Helmholtz decomposition in [10], we

have, for E ∈ L2(D),

P
t
DE = E − Φ∗

t∇u ,

where, up to constants, u ∈ H1(Dt) satisfies the variational equation:

(Φt,∗E,∇φ)Φt(D) = (∇u,∇φ)Φt(D) , ∀φ ∈ H1(Dt) . (C.1)

Then, we define Qt = (∇Φt)
−1, and find, by chain rule,

P
t
DE = E − Φ∗

t∇u = E −QT
t ∇Φ∗

tu , (C.2)

and

d

dt
P
t
DE = − d

dt
QT

t ∇Φ∗
tu−QT

t ∇
d

dt
Φ∗

tu . (C.3)

It is direct to compute

d

dt
QT

t =
d

dt
(I + t∇V )−T = −(∇V )T . (C.4)

Moreover, by change of variables, we can see from (C.1) that Φ∗
tu is the solution to

(E,QT
t ∇φJ(Φt))D = (QtQ

T
t ∇w,∇φJ(Φt))D , ∀φ ∈ H1(D) , (C.5)

where J(Φt) := det((I + t∇V ) is the Jacobian determinant. It is known that [26, 38]

d

dt

∣∣∣
t=0

J(Φt) =
d

dt

∣∣∣
t=0

det(I + t∇V ) = divV . (C.6)

We denote by u0 the solution to (C.1) at t = 0, i.e.,

(E,∇φ)D = (∇u0,∇φ)D , ∀φ ∈ H1(D) , (C.7)

and take the derivative of the variational equation (C.5) at t = 0 with (C.4) and (C.6),

(E, (−(∇V )T + divV )∇φ)D =− ((∇V + (∇V )T − divV )∇u0,∇φ)D + (∇ d

dt

∣∣∣
t=0

Φ∗
tu,∇φ)D .

Then, by (C.3), (C.4) and (C.7) with ∇u0 = P
⊥
d,DE, we can conclude the desired formula (4.32).
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We next compute the derivative of K̃t
D, which essentially follows from [67, Proposition 3.2]. We sketch the compu-

tation below. By definition and change of variables, we have

K̃t
D[E] = Φ∗

tK0,0
Dt

Φt,∗[E] =

✂
Φt(D)

G0,0(Φt(x), y)E(Φ−1
t (y)) dy

=

✂
D

G0,0(Φt(x),Φt(y))E(y)J(Φt) dy .

Then, a direct calculation gives

d

dt

∣∣∣
t=0

K̃t
D[E] =

✂
D

−∇yG
0,0(x, y) · (V (x)− V (y))E(y) dy −

✂
D

G0,0(x, y)divy(V (x)− V (y))E(y) dy

=

✂
D

−divy
[
G0,0(x, y)(V (x)− V (y))

]
E(y) dy .

C.2. Proof of Proposition 4.4

Similarly to Theorem 4.2, the proposition is a direct consequence of the standard perturbation theory with the
Lyapunov-Schmidt reduction; see also the monograph [39]. It suffices to compute the Hermitian matrix K̂. We start
with the definition, by chain rule,

d

dt

∣∣∣
t=0

Kij =
(
φi,

d

dt

∣∣∣
t=0

P
t
DK0,0

D [φj ]
)

D
+
(
φi,K0,0

D

d

dt

∣∣∣
t=0

P
t
D[φj ]

)

D
+
(
φi,

d

dt

∣∣∣
t=0

K̃t
D[φj ]

)

D
. (C.8)

We observe from [9, Proposition 5.1] that the eigenfunction of KD is of H1-regularity, which allows us to use the
integration by parts for (4.34): for E ∈ H1(D),

d

dt

∣∣∣
t=0

K̃t
D[E] =

✂
D

G0,0(x, y)∇E(y)(V (x)− V (y)) dy −
✂
∂D

G0,0(x, y)(V (x)− V (y)) · ν(y)E(y) dy .

It follows that the last term in (C.8) can be calculated as

(
φi,

d

dt

∣∣∣
t=0

K̃t
D[φj ]

)

D
=− (K0,0

D [φi],∇φjV )D + (K0,0
D [φi ⊗ V ],∇φj)D

+ (K0,0
D [φi], ν · V φj)∂D − (K0,0

D [φi ⊗ V ], φj ⊗ ν)∂D . (C.9)

Thanks to KD[φi] = λ0φi, for the first and third term in (C.9), there hold

−(K0,0
D [φi],∇φjV )D = −(λ0φi,∇φjV )D − (P⊥

d,DK0,0
D [φi],∇φjV )D , (C.10)

and

(K0,0
D [φi], ν · V φj)∂D = (λ0φi, ν · V φj)∂D + (P⊥

d,DK0,0
D [φi], ν · V φj)∂D . (C.11)

For the second term in (C.9), a simple computation gives, by changing the order of differentiation and integration,

(K0,0
D [φi ⊗ V ],∇φj)D = (φi ⊗ V,∇K0,0

D [φj ])D + (K0,0
D [φi ⊗ V ], φj ⊗ ν)∂D . (C.12)

Then, applying the integration by parts to the first term in the right-hand side of (C.12), we find

(φi ⊗ V,∇K0,0
D [φj ])D =− (divV φi +∇φiV, (Pd,D + P

⊥
d,D)K0,0

D [φj ])D + (ν · V φi,K0,0
D [φj ])∂D

=− (div(φi ⊗ V ), λ0φj)D − (divV φi +∇φiV,P
⊥
d,DK0,0

D [φj ])D + (ν · V φi,K0,0
D [φj ])∂D

=− (divV φi +∇φiV,P
⊥
d,DK0,0

D [φj ])D + (ν · V φi,K0,0
D [φj ])∂D

+ (φi, λ0∇φjV )D − (φi, λ0φjν · V )∂D . (C.13)

Combining the above calculations (C.9)-(C.13), we arrive at

(
φi,

d

dt

∣∣∣
t=0

K̃t
D[φj ]

)

D
=− (P⊥

d,DK0,0
D [φi],∇φjV )D + (P⊥

d,DK0,0
D [φi], ν · V φj)∂D + λ0(ν · V φi, φj)∂D

− (divV φi +∇φiV,P
⊥
d,DK0,0

D [φj ])D + (ν · V φi,P
⊥
d,DK0,0

D [φj ])∂D . (C.14)
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We next compute the first two terms in (C.8). It is easy to see from (4.32) that

P
⊥
d,D∇w = P

⊥
d,D(−∇V + divV )Pd,DE + P

⊥
d,D(∇V )TP⊥

d,DE ,

which implies

P
⊥
d,D

d

dt

∣∣∣
t=0

P
t
D[E] = P

⊥
d,D(∇V − divV )Pd,DE . (C.15)

It is also clear from (4.32) that

Pd,D
d

dt

∣∣∣
t=0

P
t
D = Pd,D(∇V )TP⊥

d,D . (C.16)

By (C.15), we readily have

(
φi,K0,0

D

d

dt

∣∣∣
t=0

P
t
D[φj ]

)

D
=
(
φi,K0,0

D (Pd,D + P
⊥
d,D)

d

dt

∣∣∣
t=0

P
t
D[φj ]

)

D

=
(
λ0φi,

d

dt

∣∣∣
t=0

P
t
Dφj

)

D
+
(
P
⊥
d,DK0,0

D φi, (∇V − divV )φj

)

D

=
(
P
⊥
d,DK0,0

D φi, (∇V − divV )φj

)

D
, (C.17)

where the first term in the second equality vanishes due to (C.16). Similarly, we derive

(
φi,

d

dt

∣∣∣
t=0

P
t
DK0,0

D [φj ]
)

D
=
(
φi, (∇V )TP⊥

d,DK0,0
D φj

)

D
. (C.18)

Collecting (C.14), (C.17) and (C.18), we obtain

d

dt

∣∣∣
t=0

Kij =(P⊥
d,DK0,0

D φi, (∇V − divV )φj −∇φjV )D + (P⊥
d,DK0,0

D [φi], ν · V φj)∂D

+ ((∇V − divV )φi −∇φiV,P
⊥
d,DK0,0

D [φj ])D + (ν · V φi,P
⊥
d,DK0,0

D [φj ])∂D

+ λ0(ν · V φi, φj)∂D . (C.19)

To simplify the above formula, we write ∇pi ∈ L2(D) for P⊥
d,DK0,0

D φi and then have

(P⊥
d,DK0,0

D φi, (∇V − divV )φj −∇φjV )D

=(∇pi,∇× (V × φj))D

=(∇∂Dpi, ν × (V × φj))∂D

=(∇∂Dpi,−ν · V φj)∂D ,

by integration by parts with ν · φj = 0 on ∂D. It follows that

(P⊥
d,DK0,0

D φi, (∇V − divV )φj −∇φjV )D + (P⊥
d,DK0,0

D [φi], ν · V φj)∂D = 0 .

Similar calculation yields the vanishing of the term ((∇V −divV )φi−∇φiV,P
⊥
d,DK0,0

D [φj ])D+(ν ·V φi,P
⊥
d,DK0,0

D [φj ])∂D.
The proof is complete by (C.19).
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[35] I. Gokhberg and E. I. Sigal. An operator generalization of the logarithmic residue theorem and the theorem of
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