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Abstract. A systematic two-step procedure is proposed for the derivation of full asymptotic expansions of
the solution of elliptic partial differential equations set on a domain perforated with a small hole on which a

Dirichlet boundary condition is applied. First, an integral representation of the solution is sought, which enables
to exploit the explicit dependence with respect to the small parameter to predict the correct form of a two-scale
ansatz. Second, the terms of the ansatz are characterized by the method of compound asymptotic expansions as
the solutions of a cascade of successive interior and exterior domains. This allows to interpret them as high-order
correctors, for which error bounds can be proved using variational estimates. The methodology is illustrated on
two different problems: we start by revisiting the perforated Poisson problem with Dirichlet boundary conditions
on both the hole and the outer boundary, where we highlight how the method enables to retrieve very naturally
the correct form of the ansatz in the most delicate two-dimensional setting. Then, we provide original and
complete asymptotic expansions for a perforated cell-problem featuring periodic conditions.
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1. Introduction

Small inclusion or topological asymptotics are of interest in many applications of mathematical physics, such
as topology optimization [23, 36, 38, 4, 26], image processing [12], inverse tomography [10, 11, 14, 27] and
imaging [7, 5, 15]. These quantify the sensitivity of the solution to some physical model to the nucleation of a
small inclusion in the working domain.

The usual methods to derive topological asymptotics can broadly be classified into two classes: the method
of compound asymptotic expansions, which compare the solution to the physical model to a tentative ansatz
thanks to variational estimates [29, 33, 38, 23, 36, 18, 38, 11, 27, 26], and layer potential methods, which rely
on an integral representation of the solution to characterize explicitly its dependence with respect to the small
parameter [10, 7, 10, 14, 17, 32]. If layer potential methods enable one to obtain full asymptotic expansions, the
resulting asymptotics involve Neumann series of integral operators, which may be quite difficult to understand
physically [9], and rather tedious to compute numerically. On the other hand, the method of compound
asymptotic expansions identifies the terms of the guessed ansatz as the solutions to a cascade of well-posed
problems which have a clear physical interpretation: higher order terms correct the error accumulated by lower
order ones at the boundaries [26]. However, the correct form of the ansatz may be difficult to guess a priori
(especially in dimension d = 2); very often, it is proposed in the literature without justification, and it is only
a posteriori that one finds that it is amenable to error estimates.

The goal of this paper is to highlight that one can obtain complete small inclusion asymptotics by using a
two-step systematic process which benefits from the advantages of both methods:

• first, an explicit representation of the physical solution in terms of layer potentials is sought. Owing
to a change of variable in these integral operators, the explicit dependence with respect to the small
parameter enables to determine the correct form of the ansatz satisfied by the full asymptotic expansion
of the solution;

• second, the method of compound asymptotic expansions is applied to characterize the terms of this
ansatz as the solutions to a cascade of equations. It is then possible to prove error bounds a posteriori
with standard variational estimates.

This procedure is systematic and could be applied as well for many other types of perforated Dirichlet problems.

For the purpose of illustrating the method, we derive in this paper full asymptotic expansions of the solutions
uǫ and Xη as to the following problems:




−∆uǫ = f in Ω,

uǫ = 0 on ∂ωǫ,

uǫ = 0 on ∂Ω,

(1.1)





−∆Xη = 1 in P\(ηT ),

Xη = 0 on ∂(ηT ),

Xη is P − periodic,

(1.2)

where we use a different notation for the domains Ω and P , and for the small parameters ǫ > 0 and η > 0 to
emphasize the difference in the physical motivations.

x0

ωǫ = x0 + ǫω

Ω

(a) Schematic for the problem (1.1). Dirichlet bound-
ary conditions are applied on the background domain
Ω and on a small inclusion ωǫ.

P = (− 1
2 ,

1
2 )

d

∂P

ηT

(b) Schematic for the problem (1.2). Periodic bound-
ary conditions are considered on a unit cell P and a
Dirichlet boundary condition is applied on the obsta-
cle ηT .

Figure 1. Setting of the two perforated problems considered in this paper.

The problem (1.1) (illustrated on Figure 1a) is known as the perforated Poisson problem; it finds applications
e.g. in structural design [23, 26]. Ω is a smooth bounded open subdomain of Rd with d ≥ 2, f ∈ C∞(Ω) is a
smooth right-hand side, and ωǫ := x0+ ǫω is a small inclusion obtained by centering a smooth domain ω around
x0 ∈ Ω and rescaling it by a size factor ǫ. In the limit where ǫ converges to zero, it can easily be shown that uǫ
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converges to the solution u to the same Dirichlet problem with no hole,
{
−∆u = f in Ω,

u = 0 on ∂Ω,
(1.3)

and the problem of finding the asymptotic of uǫ as ǫ→ 0 is to understand how the solution to (1.3) is perturbed
by a perforation of the domain Ω with the small hole ωǫ.

The problem (1.2) (illustrated on Figure 1b) arises in the context of periodic homogenization of perforated
structures [1, 3, 28, 19], where Xη plays the role of a homogenized corrector. P := (− 1

2 ,
1
2 )

d stands for the
unit hypercube and ηT is a smooth obstacle T centered around the origin and rescaled by a small size factor
η > 0. The quantity

∫
P\(ηT )

Xη dx is the analogue of the Darcy porosity tensor in the context of a porous fluid

medium filled with solid obstacles of shape ηT ; determining its asymptotic as η → 0 is of interest to understand
the transition from the regime where the effective medium is governed by the Darcy’s law to the one when it is
governed by the Brinkmann equation [3]. In contrast with (1.1), there is no limit for Xη as η → 0 because the
“limit problem” {

−∆X = 1 in P,

X is P–periodic,
(1.4)

has no solution (see Proposition 5.3 below); as a result, Xη has a singular asymptotic behavior as η → 0.

The asymptotic analysis of (1.1) traces back at least to Lions [31, 13]. It can be fully treated by the method
of two-scale or compound asymptotic expansions: when the dimension is greater or equal to 3, d ≥ 3, an ansatz
of the form

uǫ(x) =

+∞∑

p=0

ǫp
(
vp

(
x− x0
ǫ

)
+ wp(x)

)
(1.5)

is proposed and the functions (vp)p≥0 and (wp)p≥0 are identified by inserting (1.5) into (1.1); these are found
to be successive correctors of the error committed by the previous orders on the Dirichlet condition on the
hole ∂ωǫ and on the outer boundary ∂Ω. Then one proves using either the maximum principle or variational
estimates that the truncation of the formal series (1.5) at rank N yields an approximation of the solution uǫ to
(1.1) at the order O(ǫN+1) (see [26] and Proposition 3.7 below). However, this method does not work when the
dimension is equal to two (d = 2), because terms with logarithmic powers of ǫ occur: for instance, the leading
order asymptotic of uǫ is given by

uǫ(x) = u(x)− u(x0)−
u(x0)

1
2π log(ǫ)− Φ∞ +RΩ(x0)

[
Φ

(
x− x0
ǫ

)
+RΩ(x, x0)−RΩ(x0, x0)

]
+O(ǫ), (1.6)

for some constant Φ∞ and auxiliary functions Φ and RΩ (defined in (2.9) and (4.8) below). Hence a more
complicated ansatz needs to be found in this case; a full treatment following this method has been proposed
by Kozlov et. al. [29, section 1.4] for a circular hole ωǫ and then by Maz’ya et. al. in [33, section 2.4.1] for a
general obstacle.

From our point of view, the method of compound asymptotic expansions is not completely satisfactory,
because the ansatz (1.5) or (1.6) has to be guessed beforehand. On the other hand, the problem (1.1) can also
be tackled by the use of layer potential theory. The full asymptotic analysis of (1.1) in the two-dimensional case
d = 2 by this method is possible and systematic; it has been performed in [16]. However, the authors of [16]
consider a double layer potential representation which yields somewhat more complicated representations of the
asymptotic expansions (featuring Cauchy products and Leibniz rules), and they do not provide a characterization
of the terms of the ansatz as corrector functions.

In this paper, we revisit the derivation of complete asymptotic expansions for the problem (1.1), where we
show that the correct form of the ansatz, namely some analyticity of the solution with respect to ǫ (and log ǫ if
d = 2), can be fully elucidated from a single layer potential representation and its factorization by a rescaling
operator (Proposition 2.5). We retrieve the results of [26] and the ansatz (1.5) in the case d ≥ 3 (Proposition 3.4
below), where we find additionally and very naturally that wp = 0 for 0 ≤ p < d − 2. The correct form of the
ansatz for the more delicate two-dimensional case is derived in Proposition 4.5 below and its terms are fully
characterized in Proposition 4.6. Although the final results are equivalent to those in the book of Maz’ya et.
al. [33], the procedure to derive the ansatz from the single layer potential representation is, to the best of our
knowledge, original.

We then show that the same procedure can be used to analyze the periodic cell problem (1.2), for which only
the first order expansion of Xη has, to date, been computed. The first term of the expansion has been identified
by [3] with the use of a suitable rescaling and weak convergence arguments, while [28] considered a double layer
integral representation of Xη which enables to obtain a first order asymptotic expansion with a quantitative
error estimate. In this work, we show that full asymptotic expansions of Xη (given in Proposition 5.11 and
Proposition 5.13) can be computed from a suitable single layer potential characterization in both the dimensions
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d ≥ 3 and d = 2. Quite surprisingly, we find that no logarithmic powers of η arises in the two-dimensional case;
this particularity is once more fully elucidated thanks to the characterization with integral operators.

The paper outlines as follows. Sections 2 to 4 provide a detailed analysis for the Poisson problem (1.1).
Section 2 recalls some essential background material on layer potentials and exhibits a simple integral rep-
resentation of the solution uǫ. We then establish the existence of a suitable factorization of the single layer
potential in Ω, which elucidates the origin of some analyticity of the solution (in fact, of its normal derivative)
with respect to ǫ (and log ǫ if d = 2). A complete asymptotic analysis of the perforated problem (1.1) is then
proposed in Sections 2 and 3 for the cases d ≥ 3, and d = 2 respectively. We rely very much on the proper-
ties of Deny-Lions spaces (also called Beppo-Levi or homogeneous Sobolev spaces), which are the appropriate
mathematical framework for studying the solutions to the Laplace equation with Dirichlet boundary conditions
on some exterior domain. Finally, the same methodology is applied in Section 5 for deriving full asymptotic
expansions for the periodic cell problem (1.2).

Through the analysis of (1.1) and (1.2) and its potential generalization to several other physical problems,
we hope to bring a pedagogical exposure of the strength of layer potential methods for the asymptotic analysis
of PDE problems. In particular, a similar method is applied for the homogenization of non-periodic resonant
metamaterials in our work [20].

2. Analytic layer potential representations for the perforated Poisson problem

In this first section, we recall some basic results about single layer potentials in exterior domains in Section 2.1,
and about single layer potentials in domains with Dirichlet boundary conditions in Section 2.2. This allows
us to introduce an integral representation of the solution uǫ to (1.1), which is at the basis of the derivation
of a two-scale ansatz for finding its full asymptotic expansion with respect to ǫ → 0. Then, we introduce in
Section 2.3 a rescaling operator Px0,ǫ around the hole, which enables to explicit the analytic dependence of the
representation with respect to ǫ when d ≥ 3, and with respect to log ǫ when d = 2.

2.1. Single layer potential in the exterior domain

Throughout the paper, we denote by Γ the fundamental solution of the Laplace operator (i.e. ∆Γ = δ0 in R
d):

Γ(x) :=





1

2π
log |x| if d = 2,

−
1

(d− 2)|∂B(0, 1)|

1

|x|d−2
if d ≥ 3,

(2.1)

where |∂B(0, 1)| is the measure of the unit sphere of Rd. For any Lipschitz open set D ⊂ R
d, we denote by SD

the single layer potential on ∂D:

∀x ∈ R
d, ∀φ ∈ H− 1

2 (∂D), SD[φ](x) :=

∫

∂D

Γ(x− y)φ(y) dσ(y). (2.2)

In the whole paper, The next proposition recalls the main properties of the single layer potential SD [21, 6].

Proposition 2.1. For any φ ∈ H− 1
2 (∂D):

(i) SD[φ] is a harmonic function in R
d\∂D;

(ii) SD[φ] is continuous on ∂D while its normal derivative has a jump:

JSD[φ]K = 0, (2.3)
s
∂SD[φ]

∂n

{
= φ, (2.4)

where Ju K denotes the jump of a function u across ∂D, and n is the outward normal:

Ju K := u|+ − u|− with u|+(y) := lim
t→0
t>0

u(y + tn), u|−(y) := lim
t→0
t<0

u(y − tn), y ∈ ∂D.

(iii) SD[φ] has the following asymptotic behavior at infinity:

SD[φ](x) =

+∞∑

k=0

(−1)k

k!
∇kΓ(x) ·

∫

∂D

ykφ(y) dσ(y), (2.5)

where the series converge for any x ∈ R
d\D satisfying |x| > supy∈D |y|.

In (2.5), yk and ∇kΓ denote the k-th order tensors

yk = (yi1yi2 . . . yik)1≤i1...ik≤d, ∇kΓ = (∂ki1...ikΓ)1≤i1...ik≤d,
4



and ∇kΓ(x) · yk is their contraction:

∇kΓ(x) · yk :=
∑

1≤i1...ik≤d

∂ki1...ikΓ(x)yi1 . . . yik .

Finally, we shall need the following lemma in the proof of Proposition 4.2 and Proposition 5.10 below.

Lemma 2.1. For any given constant k-th order tensor ξk = (ξi1...ik)1≤i1...ik≤d ∈ R
dk

and any smooth open
bounded domain D ⊂ R

d containing 0,
∫

∂D

∂Γ

∂n
dσ = 1 and

∫

∂D

∂

∂n
∇kΓ(x) · ξk dσ(x) = 0 if k > 0. (2.6)

Proof. Using the harmonicity of ∇kΓ, we can rewrite the boundary integral on a small sphere B(0, ǫ) with ǫ > 0:
∫

∂P

∂

∂n
∇kΓ(x) · ξk dσ(x) =

∫

∂P

∇k+1Γ(x) · (ξk ⊗ n) dσ(x) =

∫

∂B(0,ǫ)

∇k+1Γ(x) · (ξk ⊗ n) dσ(x)

= ǫd−1ǫ2−d−k−1

∫

∂B(0,1)

∇k+1Γ(x) · ξk ⊗ n dσ(x) = ǫ−k

∫

∂B(0,1)

∇k+1Γ(x) · ξk ⊗ n dσ(x),

(2.7)

where ⊗ denotes the usual tensor product. When k = 0, the right-hand side can be computed explicitly as
∫

∂B(0,1)

∇Γ(x) · n dσ(x) =

∫

∂B(0,1)

1

|∂B(0, 1)|

1

|x|d−1

x

|x|
· n dσ = 1.

When k > 0, the left-hand side of (2.7) is a finite quantity, which must be equal to zero, by considering the
limit ǫ→ 0. �

2.2. Dirichlet Green function and single layer potential in the interior domain

From the fundamental solution Γ of (2.1), we construct the Laplace Green kernel GΩ(x, y) with Dirichlet
boundary conditions on Ω, defined as the unique solution to

{
∆yGΩ(x, ·) = δx in Ω,

GΩ(x, ·) = 0 on ∂Ω,
for any x ∈ Ω. (2.8)

Classically, the function GΩ(x, ·) is constructed by using a difference problem [6].

Proposition 2.2. The Green kernel GΩ is given by

GΩ(x, y) := Γ(x− y) +RΩ(x, y),

where for any x ∈ Ω, RΩ(x, ·) is the unique solution to the difference problem
{
∆yRΩ(x, ·) = 0 in Ω,

RΩ(x, ·) = −Γ(x− ·) on ∂Ω.
(2.9)

The function RΩ satisfies RΩ(x, y) = RΩ(y, x) for any (x, y) ∈ Ω × Ω. Furthermore, for any x ∈ Ω, RΩ is a
smooth function of Ω.

This allows to define the single layer potential SΩ,ωǫ
with a Dirichlet boundary condition on ∂Ω from the

formula

∀φ ∈ H− 1
2 (∂ωǫ), ∀x ∈ Ω, SΩ,ωǫ

[φ](x) :=

∫

∂ωǫ

GΩ(x, y)φ(y) dσ(y). (2.10)

We note that the operator SΩ,ωǫ
is a compact perturbation of the “classical” single layer potential Sωǫ

:

SΩ,ωǫ
[φ] = Sωǫ

[φ] +

∫

∂ωǫ

RΩ(·, y)φ(y) dσ(y). (2.11)

The potential SΩ,ωǫ
satisfies the following properties.

Proposition 2.3. (i) For any φ ∈ H− 1
2 (∂ωǫ), SΩ,ωǫ

[φ] satisfies
{
−∆SΩ,ωǫ

[φ] = 0 in Ω\∂ωǫ,

SΩ,ωǫ
= 0 on ∂Ω.

(ii) SΩ,ωǫ
satisfies the jump relations

JSΩ,ωǫ
[φ]K = 0,

s
∂SΩ,ωǫ

[φ]

∂n

{
= φ. (2.12)

(iii) The single layer potential SΩ,ωǫ
is invertible when considered as an operator H− 1

2 (∂ωǫ) → H
1
2 (∂ωǫ).
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Proof. The point (i) is obtained from the definition (2.10). The point (ii) follows by using the jump relation on
Sωǫ

and the fact that the perturbation in (2.11) is smoothing. Let us prove the point (iii). Recall that SΩ,ωǫ
is

a Fredholm operator of index 0 [34], as a compact perturbation of the Fredholm operator Sωǫ
: H− 1

2 (∂ωǫ) →

H
1
2 (∂ωǫ). Therefore, it is sufficient to show that this operator has a trivial kernel to prove its invertibility.

Let φ ∈ H− 1
2 (∂ωǫ) be such that u := SΩ,ωǫ

[φ] = 0. The function u satisfies




−∆u = 0 in Ω\∂ωǫ,

u = 0 on ∂ωǫ,

u = 0 on ∂Ω,

which easily implies u = 0 on Ω\ωǫ and on ωǫ. From the jump relation (ii), it holds φ = J ∂u
∂nK = 0 hence SΩ,ωǫ

is injective. �

It is now easy to infer the following integral representation for the solution uǫ to the perforated problem (1.1).

Proposition 2.4. The following single layer potential representation holds for the solution uǫ to the perforated
Poisson problem (1.1):

uǫ(x) = u(x)− SΩ,ωǫ
[S−1

Ω,ωǫ
[u|∂ωǫ

]], (2.13)

where u is the solution to the Poisson problem (1.3) without the hole.

Proof. It is immediate to check from the properties of SΩ,ωǫ
that the function vǫ := −SΩ,ωǫ

[S−1
Ω,ωǫ

[u|∂ωǫ
]] satisfies

{
−∆vǫ = 0 in Ω\ωǫ,

vǫ = −u|∂ωǫ
on ∂ωǫ.

Hence, by uniqueness of the solution to (1.1), we find that uǫ = u+ vǫ. �

2.3. Factorization and analyticity of a single layer potential representation of the perforated so-

lution

In what follows, we consider the mapping τx0,ǫ which rescales its argument by a factor ǫ around x0:

τx0,ǫ(t) := x0 + ǫt, t ∈ R
d, (2.14)

and we introduce the (pull-back) operator Px0,ǫ : Hs(∂ωǫ) → Hs(∂ω) defined for any s ∈ R by

Px0,ǫ[φ] := φ ◦ τx0,ǫ for any φ ∈ Hs(∂ωǫ). (2.15)

The operator Px0,ǫ enables one to factorize SΩ,ωǫ
in terms of an operator Sω(ǫ) : H− 1

2 (∂ω) → H
1
2 (∂ω) which

is defined on a space independent of ǫ, which is analytic in ǫ when d ≥ 3, and in log ǫ when d = 2.

Proposition 2.5. The following factorizations holds:

SΩ,ωǫ
= ǫP−1

x0,ǫSω(ǫ)Px0,ǫ,

where Sω(ǫ) : H− 1
2 (∂ω) → H

1
2 (∂ω) is the operator defined by

Sω(ǫ)[φ](t) =
1

2π
log ǫ

∫

∂ω

φ dσ δd=2 + Sω[φ](t) + ǫd−2

∫

∂ω

RΩ(x0 + ǫt, x0 + ǫt′)φ(t′) dσ(t′), t ∈ ∂ω. (2.16)

Proof. For φ ∈ H− 1
2 (∂ω) and t ∈ ∂ω, we compute

Sω(ǫ)[φ](t) := Px0,ǫSΩ,ωǫ
P−1
x0,ǫ[φ](t) = SΩ,ωǫ

[φ ◦ τ−1
x0,ǫ] ◦ τx0,ǫ(t)

=

∫

∂ωǫ

GΩ(x0 + ǫt, y)φ ◦ τ−1
x0,ǫ(y) dσ(y) = ǫd−1

∫

∂ω

GΩ(x0 + ǫt, x0 + ǫt′)φ(t′) dσ(t′)

= ǫd−1

∫

∂ω

Γ(ǫ(t− t′))φ(t′) dσ(t′) + ǫd−1

∫

∂ω

RΩ(x0 + ǫt, x0 + ǫt′)φ(t′) dσ(t′).

The identity (2.16) is obtained by using Γ(ǫ(t− t′)) = 1
2π log ǫδd=2 + ǫ2−dΓ(t− t′). �

In order to obtain full asymptotic expansions of the solution uǫ to (1.1), we rewrite (2.13) in terms of Sω(ǫ):

uǫ(x) = u(x)− Sω(ǫ)
[
Sω(ǫ)

−1[u|∂ωǫ
◦ τx0,ǫ]

](x− x0
ǫ

)
. (2.17)

In the next sections, we compute asymptotic expansions for the inverse of the operator Sω(ǫ) : H− 1
2 (ω) →

H
1
2 (ω) which allow to infer full asymptotic expansions of uǫ based on this representation. Since the mathematical

treatment when the dimension is greater than three, d ≥ 3, is substantially different from the one when d = 2
(because of the logarithmic term in (2.16)), we present the analysis in two dedicated Sections 3 and 4.
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3. Full asymptotic analysis of the perforated Poisson problem in dimension d ≥ 3

This section is devoted to the full asymptotic analysis of the perforated Dirichlet problem (1.1) in the case
where the dimension is at least three-dimensional: d ≥ 3. Section 3.1 recalls some background material on
Deny-Lions spaces and on the exterior Dirichlet problem in R

d\ω in this context. The two-scale ansatz for the
solution uǫ is then derived in Section 3.2 based on the analytic expression (2.16) of the single layer potential.
The terms of the ansatz are identified as solutions of a fully determined cascade of interior and exterior problems
in Section 3.3. Finally, an error estimate for the truncation of the ansatz at a finite order is proved in Section 3.4.

3.1. Preliminaries: Deny-Lions spaces and exterior Dirichlet problem in dimension d ≥ 3

Our analysis relies on several fundamental results about the Deny-Lions spaces (also called Beppo-Levi, or
also homogeneous Sobolev spaces) which are recalled in this section. For any d ≥ 2, the Deny-Lions space
D1,2(Rd) is defined as the completion of the space of compactly supported functions with respect to the L2

norm of the gradient (see [30, 35]):

D1,2(Rd) := C∞
c (Rd)

||∇·||
L2(Rd) . (3.1)

When the space is at least three-dimensional, we have the following characterization of D1,2(Rd) (see [24, 35, 2]).

Proposition 3.1. Assume d ≥ 3. The following Poincaré inequality holds in the space D1,2(Rd):

∀v ∈ D1,2(Rd)

∣∣∣∣
∣∣∣∣

v

1 + |x|

∣∣∣∣
∣∣∣∣
L2(Rd)

≤
2

d− 2
||∇v||L2(Rd). (3.2)

Reciprocally, the space D1,2(Rd) has the following characterization:

D1,2(Rd) =

{
v
∣∣∣ v

1 + |x|
∈ L2(Rd) and ∇v ∈ L2(Rd)

}
, (3.3)

and ||v||D1,2(Rd) := ||∇v||L2(Rd) defines a norm on D1,2(Rd).

Remark 3.1. The condition v/(1 + |x|) ∈ L2(Rd) can be interpreted formally as v(x) = o(|x|1−d/2) at infinity.
In particular, constant functions do not belong to D1,2(Rd) for d ≥ 3.

Similarly, we define D1,2(Rd\ω) for a bounded domain ω, and D1,2
0 (Rd\∂ω) the subspace of functions of D1,2(Rd)

vanishing on ∂ω:

D1,2
0 (Rd\∂ω) := {v ∈ D1,2(Rd) | v = 0 on ∂ω},

where the trace makes sense due to the inclusion D1,2(Rd) ⊂ H1
loc(R

d). The space D1,2(Rd) is the natural space
for the solutions to the exterior Laplace problem.

Proposition 3.2. Let g ∈ H
1
2 (∂D).

(i) There exists a unique solution to the problem




−∆v = 0 in R
d\∂ω,

v = g on ∂ω,

v ∈ D1,2(Rd).

(3.4)

(ii) The solution v can be represented as a single layer potential:

v = Sω

[s
∂v

∂n

{]
in R

d, (3.5)

where J ∂v
∂nK = ∂v

∂n

∣∣
+
− ∂v

∂n

∣∣
−

is the jump of the normal derivative of v across ∂ω. Consequently, v has

the following asymptotic expansion at infinity:

v(x) =

(∫

∂ω

s
∂v

∂n

{
dσ

)
Γ(x) +O

(
1

|x|d−1

)
as |x| → +∞. (3.6)

More precisely, the following expansion holds for any x sufficiently far from ω:

v(x) =
+∞∑

k=0

(−1)k

k!
∇kΓ(x) ·

∫

∂ω

s
∂v

∂n

{
tk dσ(t). (3.7)

Proof. (see also [35]) (i) The solution to (3.4) is given by v := ṽ+ f̃ where f̃ is a lifting of the boundary condition

(i.e. f̃ ∈ D1,2(Rd), vanishing outside a ball, and f̃ = g on ∂ω) and ṽ is the unique Lax-Milgram solution to the
variational problem

find ṽ ∈ D1,2
0 (Rd\∂ω), such that ∀v ∈ D1,2

0 (Rd\ω),

∫

Rd

∇v · ∇v dx =

∫

Rd

∆f̃v dx.
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(ii) Using an integration by parts on (3.4), we can show that for any compactly supported function φ ∈ C∞
c (Rd),

∫

Rd

v∆φ dx =

∫

∂ω

s
∂v

∂n

{
φ dσ, (3.8)

i.e. ∆v = J ∂v
∂nK dσ in the sense of distributions, where dσ is the surface measure of ∂ω. Consider then the

function v̂ defined by

v̂(x) :=

(
Γ ∗

s
∂v

∂n

{)
(x) =

∫

∂ω

Γ(x− y)

s
∂v

∂n

{
(y) dσ(y) = Sω

[s
∂v

∂n

{]
(x).

Due to (3.8) and the property of the fundamental solution, it holds ∆(v − v̂) = 0 in the sense of distributions,
which implies that v − v̂ is a harmonic function in R

d (see e.g. [22]). Furthermore, v − v̂ ∈ D1,2(Rd). Using
some integration by parts in R

d, we find that ∇(v − v̂) = 0 in R
d, which implies v = v̂ and the representation

formula (3.5) is proved. The asymptotic expansion and (3.7) follow from (2.5). �

Proposition 3.2 implies the existence of a function Φ solving the exterior problem




−∆Φ = 0 in R
d\ω,

Φ = 1 on ∂ω,

Φ(x) → 0 as |x| → +∞.

(3.9)

Such a function Φ vanishing at infinity does not exist in the two-dimensional setting (there may be either a
constant or a logarithmic growth at infinity, see Section 3), which is one of the main differences with the case
d ≥ 3. We recall that the (harmonic) capacity of the set ∂ω is the positive number defined by

cap(ω) := −

∫

∂ω

∂Φ

∂n
dσ =

∫

Rd\ω

|∇Φ|2 dx.

For the identification of the two-scale ansatz, we need the following classical result [6], which can also be
viewed as a consequence of the previous proposition.

Proposition 3.3. The single layer potential Sω : H− 1
2 (∂ω) → H

1
2 (∂ω) is an invertible Fredholm operator

for d ≥ 3. Moreover, for any φ ∈ H− 1
2 (∂ω), the function Sω[φ] belongs to D1,2(Rd) and is the solution to an

exterior Dirichlet problem of the form (3.4).

3.2. Derivation of the two-scale ansatz based on the single layer potential representation

We now derive a two-scale ansatz for uǫ based on the representation (2.17) and the analytic expression (2.16).
In this context where the dimension is greater than three, it is straightforward to obtain that the inverse of
Sω(ǫ) is analytic in ǫ.

Proposition 3.4. Assume d ≥ 3. Then Sω(ǫ) : H− 1
2 (∂ω) → H

1
2 (∂ω) is an analytic operator in ǫ and we have

further

Sω(ǫ)
−1 = S−1

ω +O(ǫd−2), (3.10)

where O(ǫd−2) is an analytic operators in ǫ estimated in operator norm.

Inserting the asymptotic formula (3.10) into (2.17), we read a two-scale ansatz for uǫ.

Corollary 3.1. Assume d ≥ 3. There exist functions (vp)p≥0 and (wp)p≥d−2 such that the following ansatz
holds for the solution uǫ to the perforated Laplace problem (1.1):

uǫ(x) = u(x) +

+∞∑

p=0

ǫpvp

(
x− x0
ǫ

)
+

+∞∑

p=d−2

ǫpwp(x), x ∈ Ω\ωǫ, (3.11)

where:

(i) the series (3.11) converges for any fixed x ∈ Ω\{x0};
(ii) vp ∈ D1,2(Rd) is the solution of an exterior Dirichlet problem of the form (3.4) for any p ≥ 0;
(iii) wp ∈ H1(Ω) for any p ≥ d− 2;

(iv) the series
∑+∞

p=0 ǫ
pvp is convergent in D1,2(Rd\ω);

(v) the series
∑+∞

p=d−2 ǫ
pwp is convergent in H1(Ω);

(vi) the first term of the series is given by v0 = −u(x0)Sω[S
−1
ω [1∂ω]] = −u(x0)Φ with Φ being the solution

to the exterior problem (3.9).

Proof. We use the representation (2.17). Since u|∂ωǫ
◦ τx0,ǫ = u(x0)1∂ω +O(ǫ), we find by using (3.10):

Sω(ǫ)
−1[u|∂ωǫ

◦ τx0,ǫ] = u(x0)S
−1
ω [1∂ω] +O(ǫ),
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where O(ǫ) is analytic in ǫ. Noticing that (2.16) can be rewritten as

Sω(ǫ)[φ]

(
x− x0
ǫ

)
= Sω[φ]

(
x− x0
ǫ

)
+ ǫd−2

∫

∂ω

RΩ(x, x0 + ǫt′)φ(t′) dσ(t′),

we obtain the ansatz (3.11) by inserting φ = Sω(ǫ)
−1[u|∂ωǫ

◦ τx0,ǫ], using a Taylor series and by identifying
powers of ǫ. The convergence of the series results from the convergence of the far field expansion (2.5) for
the fundamental solution. The properties (ii)-(v) are then easily verified. The property (vi) is obtained by
computing explicitly the leading order asymptotic:

uǫ(x) = u(x)− u(x0)Sω[S
−1
ω [1∂ω]]

(
x− x0
ǫ

)
+O(ǫ) = u(x)− u(x0)Φ

(
x− x0
ǫ

)
+O(ǫ),

from where the value of v0 is inferred. �

It would be feasible, in principle, to explicit the functions vp and wp from asymptotic series based on (2.17)
and (3.10). However, such computations would involve Cauchy products and Neumann series which would
be difficult to interpret directly. In the next subsection, we provide a comprehensive characterization of the
functions vp and wp by identifying them as the solutions to some exterior and interior Laplace problems in R

d\ω
and Ω respectively.

3.3. The recursive system for computing the corrector functions

Inserting the ansatz (3.11) into the original perforated Laplace problem (1.1) and identifying identical powers
of ǫ, the following proposition shows that the functions (vp)p≥0 and (wp)p≥d−2 are sequences of correctors,
correcting successive errors on the boundary and in the vicinity of the hole committed by the previous correctors.

Proposition 3.5. The functions (vp)p≥0 and (wp)p≥d−2 of (3.11) are uniquely characterized by the following
recursive system of exterior and interior problems:





−∆vp = 0 in R
d\ω, p ≥ 0,

vp(t) = −
1

p!
∇pu(x0) · t

p for t ∈ ∂ω, 0 ≤ p < d− 2,

vp(t) = −
1

p!
∇pu(x0) · t

p −

p−d+2∑

k=0

1

k!
∇kwp−k(x0) · t

k for t ∈ ∂ω, p ≥ d− 2,

vp(x) = O(|x|2−d) as |x| → +∞, p ≥ 0,

(3.12)

and 



−∆wp = 0 in Ω,

wp(x) = −

p∑

k=d−2

v
(k)
p−k(x) for x ∈ ∂Ω,

for all p ≥ d− 2, (3.13)

where for any p ≥ 0 and k ≥ d− 2, v
(k)
p are the functions occuring in the far field expansion of vp, i.e.:

vp

(
x− x0
ǫ

)
=

+∞∑

k=d−2

ǫkv(k)p (x) (3.14)

with

v(k)p (x) :=
(−1)k−d+2

(k − d+ 2)!
∇k−d+2Γ(x− x0) ·

∫

∂ω

s
∂vp
∂n

{
tk−d+2 dσ(t), x ∈ ∂Ω, k ≥ d− 2. (3.15)

Proof. Inserting x = x0 + ǫt with t ∈ ∂ω in the ansatz (3.11), using the boundary condition satisfied by uǫ − u
and some Taylor expansions in the vicinity of x0, we obtain:

−

+∞∑

p=0

ǫp
1

p!
∇pu(x0) · t

p = uǫ(x0 + ǫt)− u(x0 + ǫt) =

+∞∑

p=0

ǫpvp(t) +

+∞∑

p=d−2

+∞∑

k=0

ǫp+k 1

k!
∇kwp(x0) · t

k

=

+∞∑

p=0

ǫpvp(t) +

+∞∑

p=d−2

p−d+2∑

k=0

ǫp
1

k!
∇kwp−k(x0) · t

k.

Identifying identical powers of ǫ yields the system (3.12). Then, considering x ∈ ∂Ω, we find by using the far
field expansion (3.15):

0 = uǫ(x)− u(x) =

+∞∑

p=0

+∞∑

k=d−2

ǫp+kv(k)p (x) +

+∞∑

p=d−2

ǫpwp(x) =
∑

p=d−2

p∑

k=d−2

ǫpv
(k)
p−k(x) +

+∞∑

p=d−2

ǫpwp(x).

Hence, (3.13) follows by identifying identical powers of ǫ. �
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Remark 3.2. The system (3.12) and (3.13) determines completely the functions (vp)p≥0 and (wp)p≥d−2. Indeed,
the functions (vp′)0≤p′<d−2 are determined from (3.12). Then if (vp′)0≤p′≤p−d+2 is determined for p ≥ d − 2,
then wp is determined from the boundary value problem (3.13), which determines in turn vp through the exterior
problem (3.12).

3.4. Quantitative error estimates for the truncated ansatz

The last step of our analysis is to provide error bounds in the space H1(Ω\ωǫ) for the truncation of the
ansatz (3.11) determined from the cascade of equations (3.12) and (3.13). The main tool is the following norm
estimate for the solution to a Poisson problem in the perforated cell.

Proposition 3.6. Let g ∈ H
1
2 (∂ωǫ) and h ∈ H

1
2 (∂Ω). Let vǫ ∈ H1(Ω\ωǫ) be the solution to the boundary value

problem 



−∆vǫ = 0 in Ω\ωǫ,

vǫ = g on ∂ωǫ,

vǫ = h on ∂Ω.

(3.16)

There exists a constant C > 0 independent of g, h and ǫ such that

||vǫ||L2(Ω\ωǫ) + ||∇vǫ||L2(Ω\ωǫ) ≤ C(||g||
H

1
2 (∂ωǫ)

+ ||h||
H

1
2 (∂ωǫ)

),

Proof. This is a classical result which can be proved by following the lines of Proposition 5.6 of the appendix.
The key point is the Poincaré inequality ||v||L2(∂Ω) ≤ C||∇v||L2(∂Ω) with a constant C independent of ǫ, which

is valid for any v ∈ H1(Ω\ωǫ) satisfying v = 0 on ∂Ω. �

Remark 3.3. In Proposition 3.6 and in the whole remainder of the paper, || · ||Hs(K) and || · ||Hs(∂K) denote the
standard Hs–Sobolev norm inside K and on its boundary for a given smooth domain K ⊂ Ω. In particular, we
choose a definition of the norm which is independent of ǫ when writing e.g. || · ||

H
1
2 (∂ωǫ)

.

Proposition 3.7. For any N ∈ N, let uNǫ be the truncated ansatz

uNǫ (x) := u(x) +

N∑

p=0

ǫpvp

(
x− x0
ǫ

)
+

N∑

p=d−2

ǫpwp(x), x ∈ Ω\ωǫ,

where the functions (vp)p≥0 and (wp)p≥d−2 are defined from (3.12) and (3.13), and where second sum is null by
convention if N < d− 2. Then uNǫ is an approximation of uǫ of order O(ǫN+1) in the H1(Ω\ωǫ) norm in view
of the following error bound:

||uǫ − uNǫ ||L2(Ω\ωǫ) + ||∇uǫ −∇uNǫ ||L2(Ω\ωǫ) ≤ CN ǫ
N+1,

for a constant CN independent of ǫ (but which may depend on N).

Proof. The function rNǫ := uǫ − uNǫ satisfies −∆rNǫ = 0. Furthermore, in view of the definitions of vp and wp:
it holds with t ∈ ∂ω:

rǫ(x0 + ǫt) = uǫ(x0 + ǫt)− u(x0 + ǫt)−

N∑

p=0

ǫpvp(t)−

N∑

p=d−2

ǫpwp(x0 + ǫt)

= −
N∑

p=0

ǫp
1

p!
∇pu(x0) · t

p −
N∑

p=0

ǫpvp(t)−
N∑

p=d−2

N−p∑

k=0

ǫp+k 1

k!
∇kwp(x0) · t

k +O(ǫN+1)

=

N∑

p=d−2

p−d+2∑

k=0

ǫp
1

k!
∇kwp−k(x0) · t

k −

N−d+2∑

k=0

N∑

p=d−2+k

ǫp
1

k!
∇kwp−k(x0) · t

k +O(ǫN+1) = O(ǫN+1).

Similarly, we find for x ∈ ∂Ω:

rǫ(x) = uǫ(x)− u(x)−

N∑

p=0

ǫpvp

(
x− x0
ǫ

)
−

N∑

p=d−2

wp(x)

= −

N∑

p=0

N−p∑

k=d−2

ǫp+kv(k)p (x) +

N∑

p=d−2

p∑

k=d−2

ǫpv
(k)
p−k(x) +O(ǫN+1) = O(ǫN+1).

The result follows from Proposition 3.6. �
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4. Asymptotic analysis of the perforated problem in dimension d = 2

This section is devoted to the full asymptotic analysis of (1.1) in the more delicate case d = 2. The main
result is the two-scale expansion (4.22) (or equivalently, (4.25)), which is original and which is completely
characterized in Proposition 4.6. This section follows the same structure as the previous one: the definition and
the main properties of exterior Laplace solutions in dimension 2 are recalled in Section 4.1. We introduce an
important (and classical) auxiliary function Φ vanishing on the hole ω and growing logarithmically at infinity.
This enables, in Section 4.2, to compute full asymptotic expansions of the inverse of the operator Sω(ǫ) arising
in the representation formula (2.17), and then to obtain a complete power series expansion of uǫ(x). Finally,
we characterize the terms of the series as the solutions to a cascade of explicit recursive interior and exterior
problems in Section 4.3, before stating a quantitative error estimate in the H1(Ω\ωǫ)–norm for the truncation
of the ansatz in Section 4.4.

4.1. Preliminaries: Deny-Lions space and the exterior Dirichlet problem in dimension d = 2

In dimension 2, the Deny-Lions or Beppo-Levi space D1,2(R2) defined by (3.1) has a significantly different
characterization than in dimensions d ≥ 3.

Proposition 4.1. Assume d = 2. Then the following Poincaré inequality holds in D1,2(R2):

∀v ∈ D1,2(R2),

∣∣∣∣
∣∣∣∣

v

(|x|+ 1) log(|x|+ 2)

∣∣∣∣
∣∣∣∣
L2(R2)

≤ C(||∇v||L2(R2) + ||v||L2(B(0,1))), (4.1)

where B(0, 1) is the unit ball of R
2 and for some constant C > 0. Reciprocally, D1,2(R2) has the following

characterization:

D1,2(R2) =

{
v
∣∣∣ v

(|x|+ 1) log(|x|+ 2)
∈ L2(R2) and ∇v ∈ L2(R2)

}
, (4.2)

and

||v||D1,2(R2) :=

(∣∣∣∣
∣∣∣∣

v

(|x|+ 1) log(|x|+ 2)

∣∣∣∣
∣∣∣∣
2

L2(R2)

+ ||∇v||2L2(R2)

) 1
2

, (4.3)

or

||v||D1,2(R2) :=
(
||v||

2
L2(B(0,1)) + ||∇v||2L2(R2)

) 1
2

, (4.4)

define two equivalent norms on D1,2(R2).

Remark 4.1. One of the main differences between the cases d = 2 and d ≥ 3 lies in the fact that D1,2(R2)
contains constant functions, but not D1,2(Rd) with d ≥ 3. The condition v/((|x| + 1) log(|x| + 2)) can be
interpreted as v(x) = o(log(|x|)). In particular and in contrast with d ≥ 3, the fundamental solution does not
belong to D1,2(R2): Γ /∈ D1,2(R2).

The next proposition states the main properties of the solutions to the exterior Laplace problem with a
Dirichlet boundary condition on the boundary of the set ω.

Proposition 4.2. Let g ∈ H
1
2 (∂ω).

(i) There exists a unique solution v ∈ D1,2(R2) to the problem




−∆v = 0 in R
2\∂ω,

v = g on ∂ω,

v ∈ D1,2(R2).

(4.5)

(ii) The outer normal flux (as well as the inner normal flux) of v vanishes:
∫

∂ω

∂v

∂n

∣∣∣∣
+

dσ = 0. (4.6)

(iii) There exists a constant v∞ such that the solution v admits the following single layer potential represen-
tation:

v = v∞ + Sω

[s
∂v

∂n

{]
in R

2. (4.7)

Consequently, the asymptotic behavior of v at infinity reads

v(x) = v∞ +O(|x|−1) as |x| → +∞.

More precisely, the following expansion holds for any x ∈ R
2 sufficiently far away from ω:

v(x) = v∞ +
+∞∑

k=1

(−1)k

k!
∇kΓ(x) ·

∫

∂ω

s
∂v

∂n

{
tk dσ(t).
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Proof. (i) Existence and uniqueness of a solution to (4.5) is obtained as in the case d ≥ 3: we use the Poincaré
inequality which enables to write ||v||B(0,R) ≤ C||∇v||B(0,R) for v satisfying v = 0 on ∂ω with R large enough
to contain ω, and then using the definition (4.4) of the norm with B(0, 1) replaced with B(0, R).
(ii) Integrating −∆v = 0 against the constant test function 1 in the whole set R2\ω implies (4.6) (this is possible
because 1 ∈ D1,2(R2\ω)).
(iii) Consider the function ṽ defined by the single layer potential

ṽ(x) := Sω

[s
∂v

∂n

{]
(x) =

∫

∂D

Γ(x− y)

s
∂v

∂n

{
(y) dσ(y).

The function ṽ satisfies ∆ṽ = ∆v =
q
∂v
∂n

y
dσ in the distributional sense. This implies that v − ṽ is a harmonic

function in R
2. Since v − ṽ ∈ D1,2(R2), an integration by parts in R

2 yields ∇(v − ṽ) = 0, which means that
v − ṽ is a constant, which we denote by v∞. The asymptotic behavior follows from (4.6). �

We now introduce an important auxiliary function Φ, which solves an exterior boundary value problem in
R

2\ω, but which does not belong to D1,2(R2\ω) due to a logarithmic growth.

Proposition 4.3. (i) There exists a unique solution Φ to the problem





−∆Φ = 0 in R
2\ω,

Φ = 0 on ∂ω,

Φ(x) ∼
1

2π
log |x| as |x| → +∞,

(4.8)

satisfying Φ− Γ ∈ D1,2(R2\ω).
(ii) There exists a constant Φ∞ such that Φ admits the following single layer potential representation:

Φ(x) = Sω

[
∂Φ

∂n

∣∣∣∣
+

]
(x) + Φ∞, x ∈ R

2\ω. (4.9)

Consequently, we have the asymptotic expansion

Φ(x) =
1

2π
log |x|+Φ∞ +O(|x|−1). (4.10)

(iii) Independently of the shape of the obstacle ω, the normal flux of Φ is equal to one:

∫

∂ω

∂Φ

∂n

∣∣∣∣
+

dσ = 1. (4.11)

Proof. (i) Using the fact that ∆ log |x| = 0 in R
2\{0}, the solution Φ is given by Φ(x) = 1

2π log |x|+Ψ(x) where

Ψ is the unique solution in D1,2(R2\ω) to the difference problem




−∆Ψ = 0 in R
2\ω,

Ψ = −
1

2π
log |x| on ∂ω,

Ψ = Ψ∞ +O(|x|−1) as |x| → +∞.

(ii) The reasoning is the same as in point (iii) of Proposition 4.2, noticing that ∂Φ
∂n

∣∣
−
= 0.

(iii) This result follows from (4.6) and Lemma 2.1 with k = 0. �

Remark 4.2. If ω is the unit disk, then the constant v∞ arising in the far field asymptotic (4.7) is given by
v∞ = 1

2π

∫
∂ω
g dσ. Indeed, this is can be found by writing the solution to (4.5) explicitly in polar coordinates as

v(r, θ) =
∑

k∈Z

r−|k|gke
ikθ where gk :=

1

2π

∫ 2π

0

g(t)e−ikt dt.

This property is used crucially by Kozlov et. al. [29, section 1.4] for the asymptotic analysis of (1.1) with circular
hole ωǫ. However, it does not hold for arbitrarily shaped obstacles. In fact, in the general case, integrating the
boundary condition of (4.5) against ∂Φ

∂n

∣∣
+
yields

v∞ =

∫

∂ω

g
∂Φ

∂n

∣∣∣∣
+

dσ. (4.12)
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4.2. Identification of the two-scale ansatz based on a single layer potential representation

We have now all the material to derive the two-scale ansatz based on the integral representation (2.17). As
in the previous section, the main task is to determine the asymptotic expansion of the inverse Sω(ǫ)

−1. The
identity (2.16) can be rewritten as

Sω(ǫ)[φ](t) =

(
1

2π
log ǫ+RΩ(x0, x0)

)∫

∂ω

φ dσ + Sω[φ] +O(ǫ), (4.13)

where O(ǫ) is analytic in ǫ. In order to compute the inverse of (4.13), we first need to invert the zero-th order

part S̃ω(ǫ) defined by

S̃ω(ǫ)[φ] :=

(
1

2π
log ǫ+RΩ(x0, x0)

)∫

∂ω

φ dσ + Sω[φ]. (4.14)

This operator is invertible despite the fact that Sω might not be invertible in two dimensions [8]. This point
is established in the following proposition; it relies on Proposition 4.2 and the definition (4.8) of the auxiliary
function Φ.

Proposition 4.4. For ǫ > 0 sufficiently small, the operator S̃ω(ǫ) : H− 1
2 (∂ω) → H

1
2 (∂ω) defined by (4.14) is

invertible and its inverse reads explicitly

(S̃ω(ǫ))
−1[f ] =

v∞f
1
2π log ǫ− Φ∞ +RΩ(x0, x0)

∂Φ

∂n

∣∣∣∣
+

+

s
∂vf
∂n

{
, ∀f ∈ H

1
2 (∂ω), (4.15)

where vf is the unique solution to the problem




∆vf = 0 in R
2\ω,

vf = f on ∂ω,

vf ∈ D1,2(R2\ω),

(4.16)

and where v∞f is the constant such that vf = v∞f +O(|x|−1) as |x| → +∞. In particular, there exists a constant

C > 0 independent of ǫ such that the operator norm of S̃ω(ǫ)
−1 satisfies

|||(S̃ω(ǫ))
−1|||

H−
1
2 (∂ω)→H

1
2 (∂ω)

≤ C.

Proof. Let us consider a right hand-side f ∈ H
1
2 (∂ω) and let us solve the equation

S̃ω(ǫ)[φ] =

(
1

2π
log ǫ+RΩ(x0, x0)

)∫

∂ω

φ dσ + Sω[φ] = f. (4.17)

The function v := Sω[φ] has the following asymptotic behavior at infinity:

v(x) =
1

2π
log |x|

∫

∂ω

φ dσ +O

(
1

|x|

)
.

By the definition (4.17) of Φ, it follows that the function w := v −
(∫

∂ω
φ dσ

)
Φ solves the following exterior

problem 



∆w = 0 in R
3\∂ω,

w = f −

(
1

2π
log ǫ+RΩ(x0, x0)

)∫

∂ω

φ dσ on ∂ω,

w = −

(∫

∂ω

φ dσ

)
Φ∞ +O

(
1

|x|

)
as |x| → +∞.

Clearly, w ∈ D1,2(R2\ω) and by uniqueness of the solution to a problem of the form (4.5), it must hold

w = vf −

(
1

2π
log ǫ+RΩ(x0, x0)

)∫

∂ω

φ dσ. (4.18)

Then, from the fact that w → −
∫
∂ω
φ dσΦ∞ as |x| → +∞, we deduce that

v∞f −

(
1

2π
log ǫ− Φ∞ +RΩ(x0, x0)

)∫

∂ω

φ dσ = 0,

from where we obtain ∫

∂ω

φ dσ =
v∞f

1
2π log ǫ− Φ∞ +RΩ(x0, x0)

.

Coming back to (4.18), we deduce

Sω[φ] =
v∞f

1
2π log ǫ− Φ∞ +RΩ(x0, x0)

Φ + vf −
1
2π log ǫ+RΩ(x0, x0)

1
2π log ǫ− Φ∞ +RΩ(x0, x0)

v∞f .

The final expression (4.15) comes from the jump relation φ = J∂Sω [φ]
∂n K. �
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In all what follows, we denote by aǫ the quantity

aǫ :=
1

2π
log ǫ− Φ∞ +RΩ(x0, x0). (4.19)

We infer the full asymptotic expansion of the inverse of Sω(ǫ).

Corollary 4.1. Assume d = 2. For any f ∈ H
1
2 (∂ω), there exists a family of functions (vp,q)p≥0,0≤q≤p solutions

to exterior Dirichlet problems of the form (4.16) such that the inverse Sω(ǫ)
−1[f ] of (4.13) admits the following

series expansion as ǫ→ 0:

Sω(ǫ)
−1[f ] =

+∞∑

p=0

p∑

q=0

ǫp

aqǫ

(
v∞p,q
aǫ

∂Φ

∂n

∣∣∣∣
+

+

s
∂vp,q
∂n

{)
. (4.20)

Proof. Equation (4.13) can be rewritten as

Sω(ǫ) = S̃ω(ǫ) +O(ǫ) = S̃ω(ǫ)(I + S̃ω(ǫ)
−1O(ǫ)).

Using a Neumann series, we obtain

Sω(ǫ)
−1[f ] =

+∞∑

p=0

S̃ω(ǫ)
−1(O(ǫ)pS̃ω(ǫ)

−1)[f ], (4.21)

where O(ǫ) is an analytic operator valued function. Then, in view of the formula (4.15), there exists some

functions fp,q ∈ H
1
2 (∂ω) such that

+∞∑

p=0

(O(ǫ)pS̃ω(ǫ)
−1)[f ] =

+∞∑

p=0

p∑

q=0

ǫp

aqǫ
fp,q.

Indeed, the factor aǫ appears with an exponent q in the term (S̃ω(ǫ)
−1O(ǫ))p[f ] only if p ≥ q. The result follows

with vp,q being the solution to (4.16) with boundary datum fp,q. �

Inserting (4.20) with f := u|∂ωǫ
◦ τx0,ǫ into (2.17), we obtain the following proposition.

Proposition 4.5. Assume d = 2. There exist functions (vp,q)p≥0,0≤q≤p and (wp,q)p≥1,0≤q≤p such that the
following ansatz holds for the solution uǫ to the perforated Laplace problem (1.1):

uǫ(x) = u(x) +

(
+∞∑

p=0

p∑

q=0

ǫp

aqǫ

v∞p,q
aǫ

)(
1

2π
log ǫ+RΩ(x, x0) + Φ

(
x− x0
ǫ

)
− Φ∞

)

+

+∞∑

p=0

p∑

q=0

ǫp

aqǫ

(
vp,q

(
x− x0
ǫ

)
− v∞p,q

)
+

+∞∑

p=1

p∑

q=0

ǫp

aqǫ
wp,q(x),

(4.22)

where:

(i) the series (4.22) converges for any fixed x ∈ Ω\{x0};
(ii) RΩ is the solution of the difference problem (2.9);
(iii) Φ is the auxiliary function with logarithmic growth at infinity defined by (4.8);
(iv) aǫ :=

1
2π log ǫ+RΩ(x0, x0)− Φ∞;

(v) for any p ≥ 0 and 0 ≤ q ≤ p, vp,q ∈ D1,2(R2\ω) is a function solving a boundary value problem of the

form (4.16) which satisfies vp,q(x) = v∞p,q +O
(

1
|x|

)
as |x| → +∞;

(vi) wp,q ∈ H1(Ω) for any p ≥ 1 and 0 ≤ q ≤ p;
(vii) the function v0,0 is constant and equal to v0,0(x) = −u(x0).

Proof. Coming back to the representation (2.13), equation (2.16) can be rewritten

uǫ(x) = u(x)−
1

2π
log ǫ

∫

∂ω

φǫ dσ − Sω[φǫ]

(
x− x0
ǫ

)
−

∫

∂ω

RΩ(x, x0 + ǫt′)φǫ(t
′) dσ(t′), (4.23)

where φǫ := Sω(ǫ)
−1[u|∂ωǫ

◦ τx0,ǫ]. By using a Taylor expansion, it is clear that the function u|∂ωǫ
◦ τx0,ǫ is

analytic in ǫ. Then, the representation (4.20) yields the existence of functions (vp,q)p≥0,0≤q≤p satisfying (v)
such that

φǫ = −

+∞∑

p=0

p∑

q=0

ǫp

aqǫ

(
v∞p,q
aǫ

∂Φ

∂n

∣∣∣∣
+

+

s
∂vp,q
∂n

{)
. (4.24)

The ansatz (4.22) follows by substituting (4.24) into (4.23), remarking that

Sω

[
∂Φ

∂n

∣∣∣∣
+

]
(x) = Φ(x)− Φ∞, Sω

[s
∂vp,q
∂n

{]
(x) = vp,q(x)− vp,q∞ ,
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and by using a Taylor expansion for RΩ(x, x0 + ǫt′) so as to identify the functions wp,q.
Finally, we identify the leading order asymptotic. From (4.21), we find

φǫ = u(x0)S̃ω(ǫ)
−1[1∂ω] +O(ǫ) = u(x0)

1
1
2π log ǫ− Φ∞ +RΩ(x0, x0)

∂Φ

∂n

∣∣∣∣
+

+O(ǫ),

which yields

uǫ(x) = u(x)−
u(x0)

aǫ

[
1

2π
log ǫ+RΩ(x, x0) + Φ

(
x− x0
ǫ

)
− Φ∞

]
+O(ǫ),

from where we obtain v0,0(x) = −u(x0). �

Remark 4.3. The first sum of the second line of (4.22) featuring vp,q((x− x0)/ǫ)− v∞p,q starts at the rank p = 1
because v0,0 = −u(x0) = v∞p,q is a constant.

Remark 4.4. Grouping the constants v∞p,q, the ansatz (4.22) can also be written

uǫ(x) = u(x) +

(
1

aǫ

+∞∑

p=0

p∑

q=0

ǫp

aqǫ
v∞p,q

)(
Φ

(
x− x0
ǫ

)
+RΩ(x, x0)−RΩ(x0, x0)

)

+

+∞∑

p=0

p∑

q=0

ǫp

aqǫ
vp,q

(
x− x0
ǫ

)
+

+∞∑

p=1

p∑

q=0

ǫp

aqǫ
wp,q(x).

(4.25)

The form (4.22) makes visible the matching of the Dirichlet boundary condition on ∂Ω at order O(ǫ), while
(4.25) makes more prominent the one on ∂ωǫ. Interestingly, (4.25) features the weighting function

ǫ 7→
1

aǫ

+∞∑

p=0

p∑

q=0

ǫp

aqǫ
v∞p,q,

which depends only on ǫ (and not of x), and which is determined by the far field limits (v∞p,q)0≤p,0≤q≤p of the
functions (vp,q)p≥0,0≤q≤p.

4.3. The recursive system for computing corrector functions

Similarly to the derivation of Section 3.3, it is possible to characterize the functions (vp,q)p≥0,0≤q≤p and
(wp,q)p≥1,0≤q≤p arising in the ansatz (4.22) as the solutions to a recursive system of exterior and interior
Dirichlet problems in R

2\ω and in Ω. This result is to our knowledge original, and illustrates well the relevance
of the single layer potential representation (2.13), since the ansatz (4.22) could be otherwise difficult to guess.

Proposition 4.6. The functions (vp,q)p≥0,0≤q≤p and (wp,q)p≥1,0≤q≤p are uniquely characterized as the solutions
to the following recursive system of partial differential equations posed in the exterior domain R

2\ω and in the
interior set Ω:





−∆vp,q = 0, in R
2\ω,

v0,0(t) = −u(x0), for t ∈ ∂ω,

−
1

p!
∇pu(x0) · t

p = vp,0(t) +

p−1∑

k=0

1

k!
∇kwp−k,0(x0) · t

k, for t ∈ ∂ω, p ≥ 1,

vp,q(t) = −

p−q+1∑

k=1

v∞p−k,q−1

k!
∇kR(x0) · t

k

−

p−q∑

k=0

1

k!
∇kwp−k,q(x0) · t

k, for t ∈ ∂ω, p ≥ 1 and 1 ≤ q ≤ p,

vp,q(x) = v∞p,q +O(|x|−1),

(4.26)

(4.27)

(4.28)

(4.29)

(4.30)

where we denote by R the function defined by R(x) := RΩ(x, x0), and





−∆wp,q = 0, in Ω,

wp,0(x) = −

p∑

k=1

v
(k)
p−k,0, on ∂Ω, p ≥ 1,

wp,q = −

p−q+1∑

k=1

Φ(k) −

p−q∑

k=1

v
(k)
p−k,q, on ∂Ω for p ≥ 1 and 1 ≤ q ≤ p,

(4.31)

(4.32)

(4.33)
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where for any k ∈ N, Φ
(k)
k≥1 and (v

(k)
p,q )k≥1 are the functions occurring in the far field expansions of Φ and vp,q:

v(k)p,q (x) =
(−1)k

k!
∇kΓ(x− x0) ·

∫

∂ω

s
∂vp,q
∂n

{
tk dσ(t) and Φ(k)(x) :=

(−1)k

k!
∇kΓ(x− x0) ·

∫

∂ω

∂Φ

∂n

∣∣∣∣
+

tk dσ(t),

for any p ≥ 0, 0 ≤ q ≤ p and k ≥ 1 as ǫ→ 0.

Proof. Inserting x = x0 + ǫt with t ∈ ∂ω in the boundary condition satisfied by uǫ − u, and using a Taylor
expansion, we read

−

+∞∑

p=0

ǫp

p!
∇pu(x0) · t

p = uǫ(x0 + ǫt)− u(x0 + ǫt)

=
+∞∑

p=0

p∑

q=0

(
ǫp

aqǫ
v∞p,q +

ǫp

aq+1
ǫ

v∞p,q

+∞∑

k=1

ǫk

k!
∇kR(x0) · t

k

)

+

+∞∑

p=0

p∑

q=0

ǫp

aqǫ

(
vp,q(t)− v∞p,q

)
+

+∞∑

p=1

p∑

q=0

ǫp

aqǫ

+∞∑

k=0

ǫk

k!
∇kwp,q(x0) · t

k

=

+∞∑

p=0

p∑

q=0

ǫp

aqǫ
vp,q(t) +

+∞∑

p=1

p∑

k=1

p−k+1∑

q=1

ǫp

aqǫ
v∞p−k,q−1

1

k!
∇kR(x0) · t

k +

+∞∑

p=1

p−1∑

k=0

p−k∑

q=0

ǫp

aqǫ

1

k!
∇kwp−k,q(x0) · t

k

=

+∞∑

p=0

p∑

q=0

ǫp

aqǫ
vp,q(t) +

+∞∑

p=1

p∑

q=1

p−q+1∑

k=1

ǫp

aqǫ
v∞p−k,q−1

1

k!
∇kR(x0) · t

k +

+∞∑

p=1

p−1∑

q=0

p−q∑

k=0

ǫp

aqǫ

1

k!
∇kwp−k,q(x0) · t

k.

Identifying identical powers of ǫ and aǫ, we obtain the boundary conditions (4.27) to (4.29). We then consider
x ∈ ∂Ω. Using the far field expansions

Φ

(
x− x0
ǫ

)
=

1

2π
log |x− x0| −

1

2π
log(ǫ) + Φ∞ +

+∞∑

k=1

ǫkΦ(k)(x), (4.34)

vp,q

(
x− x0
ǫ

)
= v∞p,q +

+∞∑

k=1

ǫkv(k)p,q (x), (4.35)

and recalling RΩ(x, x0) = − 1
2π log |x− x0| for x ∈ ∂Ω, we obtain

0 = uǫ(x)− u(x) =
+∞∑

p=0

p∑

q=0

ǫp

aq+1
ǫ

+∞∑

k=1

ǫkΦ(k)(x) +
+∞∑

p=0

p∑

q=0

ǫp

aqǫ

+∞∑

k=1

ǫkv(k)p,q (x) +
+∞∑

p=1

p∑

q=0

ǫp

aqǫ
wp,q(x)

=
+∞∑

p=1

p∑

k=1

p−k+1∑

q=1

ǫp

aqǫ
Φk(x) +

+∞∑

p=1

p∑

k=1

p−k∑

q=0

ǫp

aqǫ
v
(k)
p−k,q(x) +

+∞∑

p=1

p∑

q=0

ǫp

aqǫ
wp,q(x)

=

+∞∑

p=1

p∑

q=1

p−q+1∑

k=1

ǫp

aqǫ
Φ(k)(x) +

+∞∑

p=1

p−1∑

q=0

p−q∑

k=1

ǫp

aqǫ
v
(k)
p−k,q(x) +

+∞∑

p=1

p∑

q=0

ǫp

aqǫ
wp,q(x).

Identifying identical powers of ǫ and aǫ yield finally the boundary conditions (4.32) and (4.33). �

Remark 4.5. The recursive system (4.26) to (4.33) characterizes completely the functions (vp,q)p≥0,0≤q≤p and
(wp,q)p≥1,0≤q≤p. Indeed:

• the function v0,0 is determined by (4.27);
• once the functions vp′,q′ are known for all 0 ≤ p′ ≤ p−1 and 0 ≤ q′ ≤ p′, one can compute the functions
wp,q for 0 ≤ q ≤ p from the boundary conditions (4.32) and (4.33);

• once the functions vp′,q′ are known for all 0 ≤ p′ ≤ p− 1 and 0 ≤ q′ ≤ p′, and once the functions wp′,q′

are known for all 0 ≤ p′ ≤ p and 0 ≤ q′ ≤ p′, it is possible to compute the functions vp,q for all 0 ≤ q ≤ p
from the boundary conditions (4.28) and (4.29).

4.4. Quantitative error estimates for the truncated ansatz

We finally provide an error bound for the truncation of the ansatz (4.22) determined from the cascade of
equations of Proposition 4.6.
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Proposition 4.7. For any N ∈ N, let uNǫ be the truncated ansatz at rank N :

uNǫ (x) := u(x) +
N∑

p=0

p∑

q=0

ǫp

aqǫ

v∞p,q
aǫ

(
1

2π
log ǫ+RΩ(x, x0) + Φ

(
x− x0
ǫ

)
− Φ∞

)

+
N∑

p=0

p∑

q=0

ǫp

aqǫ

(
vp,q

(
x− x0
ǫ

)
− v∞p,q

)
+

N∑

p=1

p∑

q=0

ǫp

aqǫ
wp,q(x).

The function uNǫ is an approximation of uǫ at order O(ǫN+1) in the H1(Ω\ωǫ)–norm in view of the following
error bound:

||uǫ − uNǫ ||L2(Ω\ωǫ) + ||∇uǫ −∇uNǫ ||L2(Ω\ωǫ) ≤ CN ǫ
N+1,

for a constant CN independent of ǫ (but which may depend on N).

Proof. The proof follows from the definition of the functions (vp,q)p≥0,0≤q≤p and (wp,q)p≥1,0≤q≤p and is similar
to that of Proposition 3.7. We note that the key estimate of Proposition 3.6 remains true in this two-dimensional
setting d = 2. �

5. High-order asymptotics for a perforated periodic cell problem

In this section, we show how the ideas of the previous sections can be adapted to derive in a similar manner
arbitrary order asymptotics for the solution Xη to the periodic cell problem (1.2). The section outlines as follows.
Section 5.1 introduces an appropriate variational framework for precising the meaning of “periodic” boundary
conditions for the solution to a Laplace problem of the form (1.2). The periodic Green function is introduced
and key estimates are established. The next Section 5.2 establishes a characterization of the normal derivative
∂Xη

∂n as the generator of the kernel of a suitable periodic single layer potential. This property is exploited in
Section 5.3 and Section 5.4 to read full asymptotic expansions for Xη in the cases d ≥ 3 and d = 2 respectively.
As previously, we derive cascade of well posed systems of exterior and periodic problems for the terms of the
obtained two-scale expansion, and we prove some error estimates in energy norm.

5.1. Preliminaries: the Poisson equation with periodic boundary conditions

This part introduces the mathematical background for manipulating solutions to Poisson problems with
periodic boundary conditions with or without a hole. Section 5.1.1 recalls some facts about the Sobolev space
of periodic functions. A variational framework for the existence and uniqueness of solutions to the Laplace
equation with periodic boundary conditions (without a hole) is then provided in Section 5.1.2. Section 5.1.3
introduces the periodic Green function and states its main properties. Finally, Section 5.1.4 states an existence
and uniqueness result for the solutions to the Laplace equation with periodic boundary conditions perforated
with a small hole, and states uniform norm estimates for the solution.

5.1.1. Sobolev space of periodic functions

Let C∞
per(P ) be the space of smooth P–periodic functions:

C∞
per(P ) = {f ∈ C∞(Rd) | ∀1 ≤ i ≤ d, f(x+ ei) = f(x)}, (5.1)

where (ei)1≤i≤d is the canonical basis of Rd.

Definition 5.1. We define the space H1
per(P ) as the completion of the space of smooth periodic functions for

the H1 norm:

H1
per(P ) := {v ∈ C∞(P )| v is P–periodic}

||·||+||∇·||
.

In what follows, we denote by v̂(ξ) the trigonometric coefficients of any function v ∈ L2(P ) for any ξ ∈ Z
d:

∀ξ ∈ Z
d, v̂(ξ) :=

∫

P

e−2iπξ·xv(x) dx.

The following result is well-known, see e.g. Proposition 5.38 in [37].

Proposition 5.1. The space H1
per(P ) admits the following equivalent characterization:

H1
per(P ) = {v ∈ L2(P ) |

∑

ξ∈Zd

(1 + 4π2|ξ|2)|v̂(ξ)|2 < +∞}. (5.2)

Four our applications whereby we need to estimates the solution of a problem of the form (1.2) from the
boundary data, we introduce a different characterization of H1

per(P ) suitable for the formulation of elliptic

problems with periodicity conditions. Functions of H1
per(P ) are H

1(P ) functions whose trace on ∂P is periodic
in the following weak sense.
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Definition 5.2. A function v ∈ L2(∂P ) is said to be P–periodic if for any smooth periodic function φ ∈ C∞
per(P )

it satisfies ∫

∂P

vφn dσ = 0, (5.3)

or equivalently, v coincide on opposite matching faces: v|yi=−1/2 = v|yi=1/2 for any 1 ≤ i ≤ d.

Proposition 5.2. The space H1
per(P ) can alternatively be characterized as the subspace of functions of H1(P )

whose traces are P–periodic in the sense of (5.3):

H1
per(P ) = {v ∈ H1(P ) | v|∂P is P–periodic}. (5.4)

Proof. Obviously any function v ∈ C∞
per(P ) satisfies (5.3). By density and the L2(∂P ) continuity of the trace

operator of H1
per(P ), (5.3) is also true for any function v ∈ H1

per(P ). This implies the direct inclusion ⊂.

Let us prove the reverse inclusion ⊃. We use the characterization (5.2). Let v ∈ H1(P ) satisfy (5.3). By
using Green’s identity, the Fourier coefficients of v satisfy for any 1 ≤ k ≤ d:

v̂(ξ) =

∫

P

e−2iπξ·xv(x) dx =

∫

P

div

(
−

ek

2iπξk
e−2iπξ·x

)
v(x) dx

=

∫

P

ek

2iπξk
· ∇v(x)e−2iπξ·x dx−

∫

∂P

ek · n

2iπξk
e−2iπξ·yv(y) dσ(y). (5.5)

By using (5.3) with φ(x) = e−2iπξ·x, the last integral of (5.5) vanishes and we obtain

∀1 ≤ k ≤ d, v̂(ξ) =
1

2iπξk
∂̂kv(ξ).

Since ∇v ∈ L2(P ), the series
∑

ξ∈Zd

∑d
k=1 |∂̂kv(ξ)|

2 converges and therefore we obtain

∑

ξ∈Zd

(1 + 4π2|ξ|2)|v̂(ξ)|2Z
d

|v̂(ξ)|2 +
∑

ξ∈Zd

d∑

k=1

|∂̂kv(ξ)|
2 < +∞.

This implies that v belongs to H1
per(P ) by (5.2). �

5.1.2. The Poisson equation with periodic boundary conditions

In what follows, we give a variational meaning to a Laplace problem in H1
per(P ) equipped with suitable

periodic boundary conditions. We denote by H−1
per(P ) the dual space of H1

per(P ).

Proposition 5.3. Let f ∈ H−1
per(P ), h0 ∈ H

1
2 (∂P ) and h1 ∈ L2(∂P ). The problem





−∆u = f in P,

u− h0 is P–periodic,

∂u

∂n
n− h1n is P–periodic,

(5.6)

admits a unique solution u ∈ H1(P ), defined up to a constant, if and only if the compatibility condition
∫

P

f dx+

∫

∂P

h1 dσ = 0 (5.7)

is satisfied. Furthermore, the solution u satisfies the following properties:

(i) u− h̃0 ∈ H1
per(P ) for any extension h̃0 ∈ H1(P ) of h0 satisfying h̃0 = h0 on ∂P ;

(ii) there exists a constant C independent of f , h0 and h1 such that

||∇u||L2(P ) ≤ C(||f ||H−1(P ) + ||h0||
H

1
2 (∂P )

+ ||h1||L2(∂P )). (5.8)

Proof. Let us consider an extension h̃0 ∈ H1(P ) of h0 satisfying h̃0 = h0 on ∂P and ||h̃0||H1(P ) ≤ C||h0||
H

1
2 (∂P )

.

We consider the following variational problem: find v ∈ H1
per(P ) such that for any v′ ∈ H1

per(P ), it holds:
∫

P

∇v · ∇v′ dx =

∫

P

fv′ dx+

∫

∂P

h1v
′ dσ −

∫

P

∇h̃0 · ∇v
′ dx. (5.9)

By standard arguments involving the Poincaré-Wirtinger inequality (||v −
∫
P
v dx||L2(P ) ≤ C||∇v||L2(P )) and

the Lax-Milgram theorem, this problem admits a unique solution defined up to a constant if and only if (5.7)

is satisfied. We define then u := v + h̃0. By integration by parts, we obtain that (5.9) is a weak formulation
of (5.6). The estimate (5.8) is obtained by setting v′ = v in (5.9). Uniqueness comes from the fact that if v is
another solution to (5.6), then u− v is harmonic and periodic, hence it is constant. �
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Remark 5.1. The last boundary condition of (5.6) can be interpreted more conveniently as

∀v′ ∈ H1
per(P ),

∫

∂P

∂u

∂n
v′ dσ =

∫

∂P

h1v
′ dσ.

If u is smooth, this means that the values of ∂u/∂n on matching faces of ∂P satisfy, for any 1 ≤ i ≤ d,
(
∂u

∂n
− h1

)∣∣∣∣
yi=− 1

2

= −

(
∂u

∂n
− h1

)∣∣∣∣
yi=

1
2

.

We also need regularity estimates. We assume now that h0 and h1 are respectively the boundary trace and
the normal derivative of a smooth (possibly non-periodic) function h living in the vicinity of ∂P . Without loss
of generality, we assume that h is an element of C∞(P\T ) where we recall that T ⋐ P .

Proposition 5.4. Let f ∈ C∞
per(P ) be a smooth periodic function. Assume that there exists an open set T such

that T ⋐ P and let h ∈ C∞(P\T ) be such that:

(H1) the Laplacian of h is a smooth P–periodic function:

∆h ∈ C∞
per(P\T );

(H2) h satisfies the compatibility condition
∫

P

f dx+

∫

∂P

∂h

∂n
dy = 0. (5.10)

Then the unique solution u, defined up to a constant, to




−∆u = f in P,

u− h is P–periodic,

∂u

∂n
n−

∂h

∂n
n is P–periodic,

(5.11)

satisfies the following properties:

(i) u− h ∈ C∞
per(P\T ) is a smooth P–periodic function on P\T ,

(ii) for any k > d/2− 1, there exists a constant Ck > 0 which depends only on k such that

||u− 〈u〉||L∞(P ) + ||∇u||L∞(P ) ≤ Ck(||f ||Hk(P ) + ||h||Hk+2(P\T )). (5.12)

Proof. Let θ ∈ C∞(P ) be a cut-off function satisfying θ = 1 in the vicinity of ∂P and compactly supported in

P\T . Then h̃ = θh ∈ C∞(P ) is a smooth function (extended by 0 in T ) satisfying h̃ = h in the vicinity of ∂P

and h̃ = 0 on T . The function v := u− h̃ is the solution to



−∆v = f +∆h̃,

v is P–periodic,

∂v

∂n
n is P–periodic.

(5.13)

Since ∆h ∈ C∞
per(P\T ), it holds that ∆h̃ ∈ C∞

per(P ) is a smooth periodic function. Therefore, by solving (5.13)
explicitly with trigonometric expansions, we obtain the standard regularity estimate

||u− 〈u〉||Hk+2(P ) ≤ Ck(||f ||Hk(P ) + ||h||Hk+2(P )),

for any k and a constant Ck > 0 depending only on k. Then (5.12) follows by the Sobolev embedding theorem
(see e.g. Theorem 5.29 in [37]). �

5.1.3. The periodic Green function

We have now all the material to introduce the periodic Green function which is defined, up to the choice of
an additive constant, as the unique function G#(x, ·) satisfying

{
∆G# = δx − 1 in P,

G# is P–periodic.
(5.14)

The periodic Green function G is a classical object of solid-state physics, see [8, 6, 39]. See also [25] in the
context of the Stokes system, and [28, Appendix A.2] in homogenization. A common and rather straightforward
definition of G is possible in terms of a singular Fourier series expansion, e.g.

G(x) = −
∑

ξ∈Zd\{0}

e2iπξ·x

4π2|ξ|2
, x ∈ P\{0}. (5.15)

For our purpose, we prefer to rely on a definition of G# making use of a suitable difference problem.
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Proposition 5.5. The periodic Green kernel G#,η of (5.14) is given by

G#(x, y) = Γ(x− y) +R#(x− y),

where R# is the unique solution, defined up to a constant, to the difference problem




−∆R# = 1 in P,

R# + Γ is P–periodic,

∂R#

∂n
n+

∂Γ

∂n
n is P–periodic.

(5.16)

The function R# ∈ C∞(P ) is smooth in P and R# + Γ ∈ C∞(Rd\Zd) is a smooth P–periodic function.

Proof. Existence and uniqueness of the function R# is obtained by applying Proposition 5.4. Assumptions (H1)
and (H2) are satisfied with f = 1 and h = −Γ, since with e.g. T = B(0, 1/4):

(H1) ∆Γ = 0 in C∞
per(P\T );

(H2) the compatibility condition is satisfied due to the identity
∫
∂P

∂Γ
∂n dσ = 1 resulting from Lemma 2.1.

�

In view of the symmetry of P , it is easy to verify that

∇R#(0) = 0 and ∇2R#(0) = −
1

d
I. (5.17)

Remark 5.2. Observing that Γ is already a P–periodic function in the sense of Definition 5.1, we deduce that
R# belongs to H1

per(P ) and that it can be conveniently computed with the finite-element method by solving
the variational problem

find R# ∈ H1
per(P ) such that ∀v ∈ H1

per(P ),

∫

P

∇R# · ∇v dx =

∫

P

v dx−

∫

∂P

∂Γ

∂n
v dσ. (5.18)

We plot on Figure 2 below the function R# computed with this method in dimension d = 2.

(a) R (b) G

Figure 2. Periodic Green function G# = Γ+R# in the two-dimensional domain P = (− 1
2 ,

1
2 )

2

computed by solving (5.18) with the finite-element method.

5.1.4. The Poisson problem in the perforated periodic cell

We now state results regarding existence and uniqueness of solutions to the periodic Laplace equation perfo-
rated with a small hole ηT . Throughout this part, the average of a function v ∈ L1(P ) is denoted by 〈v〉:

〈v〉 :=

∫

P

v(x) dx.

If v vanishes on ∂(ηT ), we still denote by 〈v〉 the same quantity where we assume that v is extended by 0 in ηT .

Lemma 5.1. There exists a constant C > 0 independent of η such that the following Poincaré inequalities hold
for any v ∈ H1(P\(ηT )) vanishing on ∂(ηT ):

||v||L2(P\(ηT )) ≤

{
C| log η|

1
2 ||∇v||L2(P\(ηT )) if d = 2,

Cη1−d/2||∇v||L2(P\(ηT )) if d ≥ 3,
(5.19)

and

|〈v〉| ≤

{
C| log η|

1
2 ||∇v||L2(P\(ηT )) if d = 2,

Cη1−d/2||∇v||L2(P\(ηT )) if d ≥ 3,
(5.20)

and
||v − 〈v〉||L2(P\(ηT )) ≤ C||∇v||L2(P\(ηT )). (5.21)
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Proof. The first inequality is classical [30, 2]. A detailed proof is found in Theorem A.1 of [28]. The second
inequality is obtained from the first by the Cauchy-Schwarz inequality. The third one is just the Poincaré-
Wirtinger inequality in the hypercube P = (− 1

2 ,
1
2 )

d. �

Proposition 5.6. Let h ∈ C∞(P\T ) be a function satisfying the assumption (H1) of Proposition 5.4, namely

∆h ∈ C∞
per(P\T ).

For f ∈ C∞
per(P ), g ∈ H

1
2 (∂(ηT )), there exists a unique solution u ∈ H1(P\(ηT )) to





−∆u = f in P\(ηT ),

u = g on ∂(ηT ),

u− h is P–periodic,

∂u

∂n
n−

∂h

∂n
n is P–periodic.

(5.22)

Furthermore, for any k > d
2 − 1, there exists a constant Ck independent of η, f and h such that if d ≥ 3,

||∇u||L2(P\(ηT )) ≤ Ck

[
|α(f, h)|η1−d/2 + ||g(η·)||

H
1
2 (∂T )

ηd/2−1 + ||f − α(f, h)||Hk(P ) + ||h||Hk+2(P\T )

]
, (5.23)

and

||u||L2(P\(ηT )) ≤ Ck

[
|α(f, h)|η2−d + ||g(η·)||

H
1
2 (∂T )

+ ||f − α(f, h)||Hk(P ) + ||h||Hk+2(P\T )

]
, (5.24)

where α(f, h) is the “default of compatibility” defined by

α(f, h) :=

∫

P

f dx+

∫

∂P

∂h

∂n
dσ. (5.25)

If d = 2 the same bounds hold by replacing η1−d/2 with | log η|
1
2 :

||∇u||L2(P\(ηT )) ≤ Ck

[
|α(f, h)| | log η|

1
2 + ||g(η·)||

H
1
2 (∂T )

+ ||f − α(f, h)||Hk(P ) + ||h||Hk+2(P\T )

]
, (5.26)

and

||u||L2(P\(ηT )) ≤ Ck

[
|α(f, h)| | log η|+ ||g(η·)||

H
1
2 (∂T )

| log η|
1
2 + ||f − α(f, h)||Hk(P ) + ||h||Hk+2(P\T )

]
. (5.27)

Proof. Existence and uniqueness of a solution u ∈ H1(P\(ηT )) can be obtained by adapting the proof of
Proposition 5.3, where no compatibility condition is required because of the Dirichlet boundary condition on
∂(ηT ). Let us prove the estimates (5.23) and (5.24). We decompose u = u1 + u2 in terms of the solutions to
two distinct problems: u1 ∈ H1(P ) is defined as the unique solution to





−∆u1 = f − α(f, h) in P,

u1 − h is P–periodic,

∂u1
∂n

n−
∂h

∂n
n is P–periodic,

u1(0) = 0.

(5.28)

The problem (5.28) is of the type of (5.11). Existence is ensured by the compatibility condition
∫

P

f dx− α(f, h) +

∫

∂P

∂h

∂n
dy = 0,

which is satisfied by the definition (5.25) of α(f, h). Uniqueness is obtained by the condition u1(0) = 0,
which can be enforced by considering the solution ũ1 of the same problem satisfying 〈ũ1〉 = 0 before setting
u1 := ũ1 − ũ1(0), which makes sense due to the smoothness of u1. By Propositions 5.3 and 5.4, u1 satisfies the
following bounds:

||u1||L2(P ) + ||∇u1||L2(P ) ≤ ||ũ1||L2(P ) + ||∇ũ1||L2(P ) + |ũ1(0)|

≤ Ck(||f − α(f, h)||Hk(P ) + ||h||Hk+2(P\T )),
(5.29)

and

||∇u1||L∞(P ) ≤ Ck(||f − α(f, h)||Hk(P ) + ||h||Hk+2(P\T )). (5.30)

The function u2 is defined as the solution to the difference problem




−∆u2 = α(f, h) in P,

u2 = g − u1 on ∂(ηT ),

u2|∂P is P–periodic,

∂u2
∂n

n

∣∣∣
∂P

is P–periodic.
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Let K be an open set containing the obstacle T : T ⋐ K. Consider an extension g̃η in K of the function g(η·)
compactly supported in K, satisfying g̃η = g(η·) on ∂T and ||g̃η||H1(K) ≤ C||g(η·)||

H
1
2 (∂T )

for a constant C

independent of g and η. We define ĝ := g̃η(·/η), which yields an extension of g compactly supported in P
(extending by 0 in P\(ηK)) satisfying ĝ = g on ∂(ηT ) and

||ĝ||H1(P ) = ||g̃η(·/η)||H1(ηK) = ηd/2−1||∇g̃η||L2(K) + ηd/2||g̃η||L2(K)

≤ Cηd/2−1||g̃η||H1(K) ≤ Cηd/2−1||g(η·)||
H

1
2 (∂T )

.

Similarly, by setting û1(x) = u1(x)θ(x/η) for a cutoff function θ ∈ C∞
c (K) satisfying θ = 1 on ∂T , we construct

an extension û1 ∈ H1(P ) compactly supported in P such that û1 = u1 on ∂(ηT ) and

||û1||H1(P ) = ηd/2||θu1(η·)||L2(K) + ηd/2−1||∇(θu1(η·))||L2(K) ≤ Cηηd/2−1||∇u1||L∞(P ),

where we have used u1(0) = 0 in the last estimate (which implies ||u1(η·)||L∞(K) ≤ Cη||∇u1||L∞(P )). Since the
function v2 := u2 − ĝ − û1 satisfies v2 = 0 on ∂(ηT ), an integration by parts yields, for d ≥ 3,
∫

P\(ηT )

|∇v2|
2 dx =

∫

P\(ηT )

∇u2 · ∇v2 dx−

∫

P\(ηT )

∇v2 · (∇ĝ +∇û1)

=

∫

P\(ηT )

α(f, h)v2 dx−

∫

P\(ηT )

∇v2 · (∇ĝ +∇û1)

≤ C(|α(f, h)|η1−d/2 + ||∇ĝ||L2(P\(ηT )) + ||∇û1||L2(P\(ηT )))||∇v2||L2(P\(ηT ))

≤ C(|α(f, h)|η1−d/2 + ηd/2−1||g(η·)||
H

1
2 (∂T )

+ ηd/2||∇u1||L∞(P ))||∇v2||L2(P\(ηT )).

(5.31)

We obtain thus if d ≥ 3,

||∇u2||L2(P\(ηT )) ≤ ||∇v2||L2(P\(ηT )) + Cηd/2−1||g(η·)||
H

1
2 (∂T )

+ ηd/2||∇u1||L∞(P )

≤ Ck(|α(f, h)|η
1−d/2 + ηd/2−1||g(η·)||

H
1
2 (∂T )

+ ηd/2||f − α(f, h)||Hk(P ) + ηd/2||h||Hk+2(P\T )). (5.32)

The Poincaré inequality (5.19) yields then

||u2||L2(P\(ηT )) ≤ Ck(|α(f, h)η
2−d + ||g(η·)||

H
1
2 (∂T )

+ η||f − α(f, h)||Hk(P ) + η||h||Hk+2(P\T )). (5.33)

The final result for d ≥ 3 follows by summing the two estimates (5.29) and (5.33). In the case d = 2, the

estimates (5.26) and (5.27) are similarly obtained by replacing the quantities η1−d/2 with | log η|
1
2 coming from

the Poincaré inequality (5.19) in (5.31) to (5.33). �

Remark 5.3. The estimates (5.23) and (5.24) highlight that in the limit η → 0, the blowing up of a solution u
to (5.22) may come from either the compatibility condition α(f, h) = 0 not being satisfied (as in the problem
(1.2)), or from a boundary datum g of order greater than η1−d/2.

5.2. A single layer potential characterization of the periodic perforated solution

We now focus on the asymptotic analysis of the solution Xη to the periodic cell problem (1.2), which is
well-posed in the sense provided by Proposition 5.6. We start by deriving a characterization of Xη in terms of
an appropriate single layer potential operator. Since the choice of constant for the periodic Green function G#

matters in the definition of this single layer potential, we choose this constant to be set such that

R#(0) = 0, (5.34)

and we keep this choice in the whole remainder of our analysis. The mapping η 7→ R#(η·) is analytic in η and
since ∇R#(0) = 0 (equation (5.17)), it holds R#(ηt) = O(η2) for t ∈ ∂T . We are now able to introduce a
specific single layer potential parameterized by a constant κ ∈ R.

Definition 5.3. For a given real κ ∈ R, we define Sκ
#,ηT to be the single layer potential defined by

Sκ
#,ηT [φ](x) :=

∫

∂(ηT )

G#(x, y)φ(y) dσ(y) + η2−d

(
−
log η

2π
δd=2 + κ

)∫

∂(ηT )

φ dσ, (5.35)

for any φ ∈ H− 1
2 (∂(ηT )) and x ∈ P .

The single layer potential Sκ
#,ηT is obtained by adding to the periodic Green kernel a particular constant

depending on η and κ. It is a compact perturbation of the standard single layer potential SηT , and hence satisfies
jump relations analogous to (2.12). The constant κ is to be set below to a special value κη (depending on η),
making Sκ

#,ηT not invertible. The scaling η2−d and the additive term − log η/(2π) when d = 2 are motivated
by simplifications occurring in Proposition 5.7 below.

We have the following property showing how the cell solution Xη to (1.2) is related to Sκ
#,ηT .
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Lemma 5.2. The kernel of Sκ
#,η is either trivial or is the space of functions proportional to

∂Xη

∂n :

Ker(Sκ
#,ηT ) ⊂ span

(
∂Xη

∂n

)
.

Moreover, Xη has the following single layer potential representation when this kernel is not trivial:

Xη(x) =
1

−1 + ηd|T |
Sκ
#,ηT

[
∂Xη

∂n

]
. (5.36)

Proof. If Sκ
#,ηT [φ] = 0 on ∂(ηT ), then the function u := Sκ

#,ηT [φ] satisfies




−∆u =

∫

∂(ηT )

φ dσ(y) in P\ηT,

u = 0 on ∂T,

u is P–periodic,

∂u

∂n
n is P–periodic.

Therefore u =
(∫

∂(ηT )
φ dσ

)
Xη and φ =

(∫
∂(ηT )

φ dσ
)

∂Xη

∂n

∣∣∣
+
by using the jump relation of Sκ

#,ηT . Reciprocally,

if φ =
∂Xη

∂n is an element of the kernel, then (5.36) holds since
∫

∂(ηT )

∂Xη

∂n
dσ = −|P\(ηT )| = −1 + ηd|T |.

�

Motivated by the characterization (5.36), we show in the next Sections 5.3 and 5.4 how to choose the constant
κ in (5.35) in such a way S#,ηT has a non trivial kernel.

Before proceeding, we introduce the rescaling function τη defined by

τη(t) := ηt for any t ∈ ∂T,

and the rescaling operator Pη : Hs(∂(ηT )) → Hs(∂T ) defined by

Pη[φ] := φ ◦ τη for any φ ∈ Hs(∂(ηT )), for any s ∈ R.

Using the same argument as in Proposition 2.5, we can prove that Sκ
#,ηT can be factorized in terms of some

analytic operator Sκ
T (η).

Proposition 5.7. The following factorization holds:

Sκ
#,ηT = ηP−1

η Sκ
T (η)Pη, (5.37)

where Sκ
T (η) : H− 1

2 (∂ω) → H
1
2 (∂ω) is given by

Sκ
T (η)[t] = ST [φ](t) + κ

∫

∂T

φ dσ + ηd−2

∫

∂T

R#(η(t− t′))φ(t′) dσ(t′), t ∈ ∂T. (5.38)

Proof. The proof is identical to that of Proposition 2.5, where simplifications occur in both cases d ≥ 3 and
d = 2 owing to the choice of the additive constants in the definition (5.35). �

5.3. Full asymptotic expansions in dimension d ≥ 3

Throughout this part, we denote by φ∗ ∈ L2(∂T ) the function

φ∗ := S−1
T [1∂T ] =

∂Φ

∂n

∣∣∣∣
+

, (5.39)

where Φ ∈ D1,2(Rd\T ) is the solution to the exterior problem (3.9). We denote by cap(T ) the capacity of the
obstacle T which is the positive number defined by [8]:

cap(T ) := −

∫

∂T

φ∗ dσ = −

∫

∂T

∂Φ

∂n
dσ =

∫

Rd\T

|∇Φ|2 dx. (5.40)

Proposition 5.8. There exists a real analytic function η 7→ κη such that the operator S
κη

#,ηT defined according

to (5.35) has a non-trivial kernel, given by

Ker(S
κη

#,ηT ) = span

(
∂Xη

∂n

)
.

23



Moreover, κη and
∂Xη

∂n admit the following convergent series representations:

κη :=
1

cap(T )
+
∑

p≥d

ηpcp, and
∂Xη

∂n
= (1− ηd|T |)


 η1−d

cap(T )
φ∗ ◦ τ−1

η +
∑

p≥1

ηpφp ◦ τ
−1
η


 , (5.41)

for some constants (cp)p≥d and functions (φp)p≥1 of L2(∂T ) satisfying
∫

∂T

φp dσ = 0 for all p ≥ 1.

Proof. Let us consider the functional

F ((κ, φ), η) :=

(
ST [φ] + κ

∫

∂T

φ dσ + ηd−2

∫

∂T

R#(η(· − t′))φ(t′) dσ(t′),

∫

∂T

φ dσ + cap(T )

)
. (5.42)

Clearly, F ((1/ cap(T ), φ∗), 0) = 0. Moreover, let us solve the following linear system with right-hand side
(ψ, b) ∈ L2(∂T )× R and unknown (δφ, δκ) ∈ L2(∂T )× R:

D(κ,φ)F ((1/ cap(T ), φ
∗), 0) · (δφ, δκ) =

(
ST [δφ] + δκ

∫

∂T

φ∗ dσ +
1

cap(T )

∫

∂T

δφ dσ,

∫

∂T

δφ dσ

)
= (ψ, b).

The above equation is equivalent to

δφ− cap(T )δκφ∗ +
1

cap(T )
bφ∗ = S−1

T [ψ] and

∫

∂T

δφ dσ = b.

Integrating over ∂T , we obtain

δκ =
1

cap(T )2

∫

∂T

S−1
T [ψ] dσ and δφ = S−1

T [ψ] +
1

cap(T )

(∫

∂T

S−1
T [ψ] dσ − b

)
φ∗.

Consequently, D(κ,φ)F ((1/ cap(T ), φ
∗), 0) is invertible, and the inverse reads

D(κ,φ)F ((1/ cap(T ), φ
∗), 0)−1 · (ψ, b)

=

(
S−1
D [ψ] +

1

cap(T )

∫

∂T

ψ dσφ∗ −
1

cap(T )
bφ∗,−

1

cap(T )

∫

∂T

ψ dσ

)
. (5.43)

Therefore, the (analytic) implicit function theorem yields analytic κη and φη such that F ((κη, φη), η) = 0 for η
belonging to a neighborhood of zero with c0 = 1/ cap(T ) and φ0 = φ∗. Obviously, with such choice of kη and φη,
it holds S

κη

T (η)[φη] = 0 and hence S
κη

#,ηT [φη ◦τ
−1
η ] = 0 (due to the factorization (5.37)), showing that Ker(S#,ηT )

is not trivial. Let us estimate the magnitude of the first order variation (δφ, δκ) := (φη − φ∗, κη − 1/ cap(T )).
We have by using (5.17):

0 = F ((κη, φη), η)

= D(κ,φ)F ((c0, φ
∗), 0) · (δφ, δκ) +

(
ηd−2

∫

∂T

R#(η(· − t′))φη(t
′) dσ(t′), 0

)

= D(κ,φ)F ((c0, φ
∗), 0) · (δφ, δκ) +

(
O(ηd), 0

)
.

Solving this equation with (5.43), we obtain that (δφ, δκ) is of order O(ηd). We obtain therefore the existence
of (cp)p≥d and (φp)p≥d such that

κη =
1

cap(T )
+
∑

p≥d

ηpcp and φη = φ∗ +
∑

p≥d

ηpφp.

Finally, Lemma 5.2 implies that there exists a constant αη such that
∂Xη

∂n = αηφη ◦ τ−1
η . The constant can be

identified by computing∫

∂(ηT )

∂Xη

∂n
dσ = −

∫

P\(ηT )

∆Xη dx = −

∫

P\(ηT )

1 dx = −1 + ηd|T |;

while

αη

∫

∂(ηT )

φη ◦ τ
−1
η dσ = αηη

d−1

∫

∂T

φη dσ = −aηη
d−1 cap(T ).

The result follows with αη = (1− ηd|T |)η1−d/cap(T ). �

We are now ready to read an ansatz for Xη from the series expansion (5.41).

Proposition 5.9. There exist functions (vp)p≥2 and (wp)p≥0 such that the following ansatz holds:

Xη(x) =
η2−d

cap(T )
(1− Φ(x/η)) +

∑

p≥2

ηpvp(x/η) +
∑

p≥0

ηpwp(x), (5.44)

where:
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(i) the series are convergent for any fixed x ∈ P\{0};
(ii) Φ is the solution to the exterior problem (3.9);

(iii) vp is the solution to an exterior Dirichlet problem in R
d\T for any p ≥ 2. Moreover,

∫
∂T

r
∂vp

∂n

z
dσ = 0

or equivalently, vp(x) = O(|x|1−d) as |x| → +∞ for p ≥ 2;
(iv) wp ∈ H1(P ) is a function of the interor domain, and w0(0) = 0 and w1(0) = 0.

Proof. From the result of Lemma 5.2 and the factorization (5.37), we can infer that

Xη(x) =

(∫

∂(ηT )

∂Xη

∂n
dσ

)−1

S
κη

#,ηT

[
∂Xη

∂n

]
(x) =

1

−1 + ηd|T |
S
κη

T (η)

[
∂Xη

∂n
◦ τη

]
(x/η). (5.45)

The ansatz follows by inserting (5.41) in this expression and by using the formula (5.38). �

Similarly as in Sections 3.3 and 4.3, we characterize the corrector functions (vp)p≥2 and (wp)p≥0 as the solutions
to a recursive system of exterior Dirichlet problems in R

d\T and periodic Laplace problems in P in the form of
(5.11).

Proposition 5.10. The functions (vp)p≥2 and (wp)p≥0 of (5.44) are uniquely characterized as the solutions to
the following recursive systems of exterior and interior problems:





−∆wp =

{
1 if p = 0,

0 if p ≥ 1,
in P,





wp −
1

cap(T )
Φ(d−2+p) is P–periodic,

∂wp

∂n
n−

1

cap(T )

∂Φ(d−2+p)

∂n
n is P–periodic,

for 0 ≤ p ≤ d,





wp −
1

cap(T )
Φ(d−2+p) +

p−2∑

k=d−1

v
(k)
p−k is P–periodic,

∂wp

∂n
n−

1

cap(T )

∂Φ(d−2+p)

∂n
n+

p−2∑

k=d−1

∂v
(k)
p−k

∂n
n is P–periodic,

for p > d,

(5.46)

and 



−∆vp = 0 in R
d\T,

vp(t) = −wp(0)−

p∑

k=1

1

k!
∇kwp−k(0) · t

k for t ∈ ∂T, p ≥ 2,

vp(x) = O(|x|1−d) as |x| → +∞,

(5.47)

where w0(0) = w1(0) = 0 and wp(0) is determined for p ≥ 2 by the condition
∫

∂T

∂vp
∂n

∣∣∣∣
+

dσ = 0 for p ≥ 2. (5.48)

and (Φ(k))k∈N and (v
(k)
p )k∈N denote the functions arising in the far field expansion of (vp)p≥2 and Φ:

v(k)p (x) :=
(−1)k−d+2

(k − d+ 2)!
∇k−d+2Γ(x) ·

∫

∂T

s
∂vp
∂n

{
tk−d+2 dσ(t), k ≥ d− 1, (5.49)

and

Φ(k)(x) :=
(−1)k−d+2

(k − d+ 2)!
∇k−d+2Γ(x) ·

∫

∂T

∂Φ

∂n

∣∣∣∣
+

tk−d+2 dσ(t), k ≥ d− 2. (5.50)

Proof. The identity −∆Xη = 1 = −
∑

p≥0 η
p∆wp, yields by identification −∆w0 = 1, and −∆wp = 0 for p ≥ 1

in P . Then, setting x = ηt with t ∈ ∂T , we obtain

Xη(t) = 0 =
∑

p≥2

ηpvp(t) +
+∞∑

p=0

ηp
+∞∑

k=0

ηk
1

k!
∇kwp(0) · t

k =
∑

p≥2

ηpvp(t) +
+∞∑

p=0

p∑

k=0

ηp
1

k!
∇kwp−k(0) · t

k,

from where we infer (5.47). For x ∈ ∂P , we find that

Xη(x) =
η2−d

cap(T )

(
1−

+∞∑

k=d−2

ηkΦ(k)(x)

)
+
∑

p≥2

ηp
+∞∑

k=d−1

ηkv(k)p (x) +
∑

p≥0

ηpwp(x)

=
η2−d

cap(T )
−

+∞∑

p=0

ηp

cap(T )
Φ(d−2+p)(x) +

+∞∑

p=d+1

p−2∑

k=d−1

ηpv
(k)
p−k(x) +

∑

p≥0

ηpwp(x).
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The boundary conditions of (5.46) follow from the fact that Xη must be P–periodic.
Finally, let us verify the well-posedness of (5.46) and (5.47), namely the compatibility condition (5.10) which
ensures the well-posedness of (5.46). Since the solution Φ of (3.9) satisfies Φ(d−2)(x) = − cap(T )Γ(x), it follows
that the compatibility condition of (5.46) is satisfied for p = 0, and we have even w0 = R#. Due to the identities
(2.6) of Lemma 2.1, it is also satisfied for p ≥ 1. Therefore, (5.46) admits a unique solution wp defined up to
the choice of the value of wp(0) as soon as the functions (v′p)0≤p′≤p−(d−1) are known. Finally, let us clarify how
the constant wp(0) in (5.47) is determined by (5.48). Clearly, vp = −wp(0)Φ + ṽp where ṽp is the solution to





−∆ṽp = 0 in R
d\T ,

ṽp(t) = −

p∑

k=1

1

k!
∇kwp−k(0) · t

k for t ∈ ∂T,

ṽp(x) = O(|x|2−d) as |x| → +∞.

From (5.48), we infer that wp(0) is given by the formula wp(0) = − 1
cap(T )

∫
∂T

∂ṽp
∂n

∣∣∣
+
dσ. �

We conclude our analysis by providing the following error bounds for the truncation of the ansatz (5.44). The
proof requires significant adaptations of the one of Proposition 3.7 due to the peculiarity of the variational
framework accounting for the P–periodicity.

Proposition 5.11. For any N ∈ N, let XN
η be the truncated ansatz at rank N :

XN
η (x) :=

η2−d

cap(T )
(1− Φ(x/η)) +

N∑

p=2

ηpvp(x/η) +

N∑

p=0

ηpwp(x),

where the functions (vp)p≥2 and (wp)p≥0 are defined according to Proposition 5.10. Then XN
η is an approxima-

tion of the solution Xη to (1.2) at the order O(ηN+1) in the H1(P\(ηT ))–norm according to the following error
bound:

||Xη −XN
η ||L2(P\(ηT )) + ||∇Xη −∇XN

η ||L2(P\(ηT )) ≤ CNη
N+1.

Proof. The function rη := Xη −XN
η satisfies −∆rη = 0 (because the term w0 = R# is included in the truncated

ansatz), as well as the following boundary conditions: for any t ∈ ∂T ,

rη(ηt) = −XN
η (ηt) = −

N∑

p=2

ηpvp(t)−

N∑

p=0

ηpwp(ηt) = −

N∑

p=2

ηpvp(t)−

N∑

p=0

N−p∑

k=0

ηp+k 1

k!
∇kwp(0) · t

k +O(ηN+1)

= −
N∑

p=2

ηpvp(t)−
N∑

p=0

p∑

k=0

ηp
1

k!
∇kwp−k(0) · t

k +O(ηN+1) = −w0(0)− η(w1(0) +∇w0(0) · t) +O(ηN+1)

= O(ηmin(2,N+1)),

and for any x ∈ ∂P :

rη(x) = Xη(x)−
η2−d

cap(T )
+

η2−d

cap(T )
Φ(x/η)−

N∑

p=2

ηpvp(x/η)−

N∑

p=0

ηpwp(x)

=
η2−d

cap(T )
Φ(x/η)−

N∑

p=2

ηpvp(x/η)−
1

cap(T )

N∑

p=0

ηpΦ(d−2+p)(x) +

N∑

p=0

p−2∑

k=d+1

ηpv
(k)
p−k +H,

where H is a P–periodic function due to the boundary conditions of (5.46). Let then hη to be the function

defined on P\T (a neighborhood of ∂T ) by

hη(x) :=
η2−d

cap(T )
Φ(x/η)−

N∑

p=2

ηpvp(x/η)−
1

cap(T )

N∑

p=0

ηpΦ(d−2+p)(x) +

N∑

p=0

p−2∑

k=d+1

ηpv
(k)
p−k(x).

Using the asymptotic expansion in the far field of Φ and vp, we find that ||hη||Hk(P\T ) ≤ Ckη
N+1 for any

k > d/2 − 1. Furthermore, observing that ∆hη = 0, we can use the result of Proposition 5.6 to estimate the
function rη, which satisfies 




−∆rη = 0 in P\(ηT ),

rη(ηt) = O(ηmin(2,N+1)) for t ∈ ∂T,

rη − hη is P–periodic,

∂rη
∂n

n−
∂hη
∂n

n is P–periodic.

26



By using Lemma 2.1 and (5.50), we evaluate the default of compatibility which is given in this context by

α(0, hη) =

∫

∂P

∂hη
∂n

dσ =
η2−d

cap(T )

∫

∂P

∂Φ(x/η)

∂n
dσ −

N∑

p=2

ηp
∫

∂P

∂vp(x/η)

∂n
dσ + 1

=
η2−d

cap(T )

∫

∂(ηT )

∂Φ(x/η)

∂n
dσ −

N∑

p=2

ηp
∫

∂(ηT )

∂vp(x/η)

∂n
dσ + 1

=
1

cap(T )

∫

∂T

∂Φ

∂n
dσ −

N∑

p=2

ηp+d−2

∫

∂T

∂vp
∂n

dσ + 1 = 0,

where we used the harmonicity of Φ and vp at the second line, and the definition (5.40) of the capacity at the
third line. The final estimate follows by using the result of estimates of Proposition 5.6. �

5.4. Full asymptotic expansions in dimension d = 2

In the two-dimensional case, we consider the function

φ∗ :=
∂Φ

∂n

∣∣∣∣
+

,

where Φ is the solution to the exterior boundary value problem (4.8) with logarithmic growth at infinity. In
this two-dimensional context, we can adapt the proof of Proposition 5.8 to obtain the following result.

Proposition 5.12. There exists a real analytic function η 7→ κη such that the operator S
κη

#,ηT defined according

to (5.35) has a non-trivial kernel, given by

Ker(S
κη

#,ηT ) = span

(
∂Xη

∂n

)
.

Moreover, κη and
∂Xη

∂n admit the following series representations:

κη = Φ∞ +
∑

p≥2

ηpcp and
∂Xη

∂n
= (1− η2|T |)


−η−1φ∗ ◦ τ−1

η +
∑

p≥1

ηpφp ◦ τ
−1
η


 ,

where Φ∞ is the constant of (4.9), and for some constants (cp)p≥2 and functions (φp)p≥1 of L2(∂T ) satisfying
∫

∂T

φp dσ = 0 for all p ≥ 1.

Proof. We apply once again the implicit function theorem to the functional F ((κ, φ), η) with cap(T ) replaced
by −1 in (5.42). Since F ((Φ∞,

∂Φ
∂n

∣∣
+
), 0) = 0, we obtain by proceeding similarly the existence of coefficients

(cp)p≥2 and (φp)p≥2 such that F ((κη, φη), η) = 0 for small η ≥ 0 with

κη = Φ∞ +
∑

p≥2

ηpcp and φη = φ∗ +
∑

p≥2

ηpφp.

Then, there exists a constant αη such that ∂X
∂n = αηφη ◦ τ−1

η , and the same identification process yields

αη = −(1− η2|T |)η−1. �

Repeating the proof of Proposition 5.9, we infer as such the following ansatz for Xη in dimension d = 2.

Proposition 5.13. There exist functions (vp)p≥2 and (wp)p≥0 such that the following ansatz holds:

Xη(x) = Φ (x/η) +

+∞∑

p=2

ηpvp(x/η) +

+∞∑

p=0

ηpwp(x), (5.51)

where:

(i) the series of (5.51) converge for any fixed x ∈ P\{0};
(ii) Φ is the solution to the exterior problem (4.8) with logarithmic growth;
(iii) vp ∈ D1,2(R2\T ) is the solution to an exterior Dirichlet problem in R

d\T satisfying vp(x) = O(|x|−1)
as |x| → +∞, for p ≥ 2 (namely, satisfying additionally v∞p = 0);

(iv) wp ∈ H1(P ) is a function of the interior domain satisfying w0(0) = w0(1) = 0.

Remark 5.4. It is remarkable that no logarithm of η occurs in the ansatz (5.51), in contrast to the one (4.22)
obtained for the perforated problem (1.1). This further highlights the strength of the layer potential method to
derive the correct form of the two scale asymptotic expansion.
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Proposition 5.14. The functions (vp)p≥2 and (wp)p≥0 of (5.51) are uniquely characterized as the solutions to
the following recursive systems of exterior and interior problems:





−∆wp =

{
1 if p = 0,

0 if p ≥ 1,
in P,





wp +Φ(k) is P–periodic,

∂wp

∂n
n+

∂Φ(k)

∂n
n is P–periodic,

for 0 ≤ p ≤ 2,





wp +Φ(k) +

p−2∑

k=1

v
(k)
p−k is P–periodic,

∂wp

∂n
n+

∂Φ(k)

∂n
n+

p−2∑

k=1

∂v
(k)
p−k

∂n
n is P–periodic,

for 0 ≤ p ≤ 2,

(5.52)

and 



−∆vp = 0 in R
d\T,

vp(t) = −wp(0)−

p∑

k=1

1

k!
∇kwp−k(0) · t

k for t ∈ ∂T, p ≥ 2,

vp(x) = O(|x|−1) as |x| → +∞.

(5.53)

Here, w0(0) = 0, w1(0) = 0 and wp(0) is determined by the condition vp(x) = O(|x|−1) as |x| → +∞ for p ≥ 2,

and v
(k)
p and Φ(k) are defined as in (5.49) and (5.50) for k ≥ 1.

Proof. First, −∆Xη = 1 yields similarly as in Proposition 5.10 the identity −∆w0 = 1 and −∆wp = 0 for p ≥ 1,
as well as the boundary condition of (5.53) on ∂T . Then, for x ∈ ∂P , we have

Xη(x) = −
1

2π
log η +Φ∞ +

+∞∑

k=0

ηkΦ(k)(x) +

+∞∑

p=2

+∞∑

k=1

ηp+kv(k)p (x) +

+∞∑

p=0

ηpwp(x)

= −
1

2π
log η +Φ∞ +

+∞∑

k=0

ηkΦ(k)(x) +

+∞∑

p=3

p−2∑

k=1

ηpv
(k)
p−k(x) +

+∞∑

p=0

ηpwp(x),

which yields the periodic boundary condition of (5.52). It is clear that the compatibility conditions of (5.52)
are satisfied (due to Lemma 2.1). Finally, wp(0) is determined as wp(0) = ṽ∞p where ṽp ∈ D1,2(R2\T ) is the
unique solution to the Dirichlet problem





−∆ṽp = 0 in R
2\T ,

ṽp = −

p∑

k=1

1

k!
∇wp−k(0) · t

k for t ∈ ∂T,

ṽp(x) = ṽ∞p +O(|x|−1) as |x| → +∞.

�

Adapting the proof of Proposition 5.11 yields the following final result.

Proposition 5.15. For any N ∈ N, let XN
η be the truncated ansatz at rank N :

XN
η (x) := Φ(x/η) +

N∑

p=2

ηpvp(x/η) +

N∑

p=0

ηpwp,

where (vp)p≥2 and (wp)p≥0 are the functions defined by the recursive system of Proposition 5.14. Then XN
η

is an approximation of the solution Xη to (1.2) at order O(ηN+1) in the H1(P\(ηT )) norm according to the
following error bounds:

||Xη −X 0
η ||L2(P\(ηT )) + ||∇Xη −∇X 0

η ||L2(P\(ηT )) ≤ CNη,

and

| log η|−
1
2 ||Xη −XN

η ||L2(P\(ηT )) + ||∇Xη −∇XN
η ||L2(P\(ηT )) ≤ CNη

N+1 for any N ≥ 1.

Proof. The proof is identical to that of Proposition 5.11, the only difference coming from the factor | log η|
1
2

coming from (5.27), which affects the L2(P\(ηT )) bound on Xη −XN
η . �
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[35] Nédélec, J.-C. Acoustic and electromagnetic equations: integral representations for harmonic problems, vol. 144. Springer

Science \& Business Media, 2013.

[36] Pommier, J., and Samet, B. The topological asymptotic for the Helmholtz equation with Dirichlet condition on the boundary
of an arbitrarily shaped hole. SIAM journal on control and optimization 43, 3 (2004), 899–921.

[37] Robinson, J. C. Infinite-dimensional dynamical systems: an introduction to dissipative parabolic PDEs and the theory of

global attractors, vol. 28. Cambridge University Press, 2001.

29



[38] Samet, B., Amstutz, S., and Masmoudi, M. The topological asymptotic for the Helmholtz equation. SIAM Journal on

Control and Optimization 42, 5 (2003), 1523–1544.
[39] Zimmerman, R. W. Elastic moduli of a solid containing spherical inclusions. Mechanics of Materials 12, 1 (1991), 17–24.

30


	1. Introduction
	2. Analytic layer potential representations for the perforated Poisson problem
	2.1. Single layer potential in the exterior domain
	2.2. Dirichlet Green function and single layer potential in the interior domain
	2.3. Factorization and analyticity of a single layer potential representation of the perforated solution

	3. Full asymptotic analysis of the perforated Poisson problem in dimension d>=3
	3.1. Preliminaries: Deny-Lions spaces and exterior Dirichlet problem in dimension d>3
	3.2. Derivation of the two-scale ansatz based on the single layer potential representation
	3.3. The recursive system for computing the corrector functions
	3.4. Quantitative error estimates for the truncated ansatz

	4. Asymptotic analysis of the perforated problem in dimension d=2
	4.1. Preliminaries: Deny-Lions space and the exterior Dirichlet problem in dimension d=2
	4.2. Identification of the two-scale ansatz based on a single layer potential representation
	4.3. The recursive system for computing corrector functions
	4.4. Quantitative error estimates for the truncated ansatz

	5. High-order asymptotics for a perforated periodic cell problem
	5.1. Preliminaries: the Poisson equation with periodic boundary conditions
	5.2. A single layer potential characterization of the periodic perforated solution
	5.3. Full asymptotic expansions in dimension d>=3
	5.4. Full asymptotic expansions in dimension d=2

	References

