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Abstract

The goal of this paper is to relate the capacitance matrix formalism to the tight-

binding approximation. By doing so, we open the way to the use of mathematical

techniques and tools from condensed matter theory in the mathematical and numeri-

cal analysis of metamaterials, in particular for the understanding of their topological

properties. We firstly study how the capacitance matrix formalism, both when the

material parameters are static and modulated, can be posed in a Hamiltonian form.

Then, we use this result to compare this formalism to the tight-binding approx-

imation. We prove that the correspondence between the capacitance formulation

and the tight-binding approximation holds only in the case of dilute resonators. On

the other hand, the tight-binding model is often coupled with a nearest-neighbour

approximation, whereby long-range interactions are neglected. Even in the dilute

case, we show that long-range interactions between subwavelength resonators are

relatively strong and nearest-neighbour approximations are not generally appropri-

ate.
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1 Introduction

The study of acoustic wave propagation in metamaterials was first pioneered by Minnaert
in 1933. Here, by metamaterials we mean materials with microstructures that act as
subwavelength resonators, that is, structures with diameter much smaller than the oper-
ating wavelength [21–23, 29]. Due to the subwavelength nature of some of the resonances
of their building blocks, these microstructures can produce a high interference for long
wavelengths. In [25], Minnaert studied acoustic waves in bubbly media and noticed that
the resonant and scattering properties of sound moving inside water is significantly shifted
when introducing air bubbles. In the 1950s an artificial screen of bubbles in a lake was
used to shield damns from shocks. More recently, sophisticated wave manipulations, such
as waveguides, super-resolution, cloaking and shielding devices were obtained by means
of metamaterials [19, 24].

A fundamental property of subwavelength resonators is that their material param-
eters differ greatly from the background medium. To investigate their subwavelength
resonances, a capacitance matrix formalism describing the properties of finite as well as
periodic systems of subwavelength resonators has been introduced [1, 2, 4, 10]. The capac-
itance matrix formulation is a discrete approximation of the wave equation. It has enabled
the mathematical justification of many of the remarkable applications of metamaterials
listed above [5, 7, 10, 14, 16], also in the case of time-dependent material parameters [11].
See also the recent review paper on the topic [4]. To achieve this theory, layer-potential
techniques and Gohberg-Sigal theory [9, 20] have been used. Floquet-Bloch theory has
been also utilised when the material is supposed to possess a periodic structure. The
starting point of the theory is the wave equation.

Superficially, the capacitance formulation bears resemblance to the tight-binding ap-
proximation commonly used in condensed matter theory. Like the capacitance matrix
formulation, the tight-binding approximation enables to recast a continuous problem
(Schrödinger’s equation) as a discrete one. It consists in assuming that the main in-
teractions are given by self-interactions. In the case where the electrons are strongly
bonded to the atoms, a mode for the whole system can be well approximated by a linear
combination of modes relative to single atoms [18]. Similarly as for the tight-binding ap-
proximation, the capacitance formulation has been used to describe topological properties
of subwavelength resonator systems [3, 6, 8, 13]. In large structures, the tight-binding ap-
proximation is usually coupled with a nearest-neighbour approximation, where long-range
interactions are neglected.

The main goal of this paper is to link the capacitance formulation of subwavelength
resonators with the tight-binding approximation. By doing so, we open the way to the use
of mathematical techniques and tools from condensed matter theory in the mathematical
and numerical analysis of subwavelength metamaterials, in particular for investigating
their topological properties. We firstly rewrite the resonant problem for the wave equa-
tion in a Hamiltonian form. Based on this, we investigate the validity of the tight-binding
approximation. We demonstrate that a tight-binding-type approximation is only valid
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if the resonators are dilute, i.e., they are significantly smaller than their separating dis-
tance. Nevertheless, even in the dilute case, long-range interactions cannot be accurately
neglected.

2 Setting

Our goal is to provide a characterisation for the solution to the wave equation in a structure
composed of contrasting materials. The material parameters are given by ρ(x, t) and
κ(x, t). In the example of acoustic waves ρ and κ correspond to the density and the
bulk modulus. We remark that the equation of study models a range of problems. In
particular, it can be used to study both acoustic waves and polarized electromagnetic
waves.

We consider the time-dependent wave equation in three dimensions,
Ç

∂

∂t

1

κ(x, t)

∂

∂t
−∇ · 1

ρ(x, t)
∇
å

u(x, t) = 0, x ∈ R
3, t ∈ R. (2.1)

Here, ∇ denotes the gradient with respect to x ∈ R
3. We assume that D ⊂ R

d is
constituted by N disjoint bounded domains Di for i = 1, ..., N , each Di being connected
and having boundary of Hölder class ∂Di ∈ C1,s, 0 < s < 1. We will assume that
the modulation only takes place inside the resonators, which was shown in [11] to be
an effective way to obtain phenomena not achievable in the static case. The material
parameters are hence discontinuous and of the form

κ(x, t) =




κ0, x ∈ R

3 \D,
κrκi(t), x ∈ Di,

, ρ(x, t) =




ρ0, x ∈ R

3 \D,
ρrρi(t), x ∈ Di,

(2.2)

where ρr, κr are positive constants and ρi, κi, for 1 ≤ i ≤ N , are smooth periodic functions
with period τ depending only on time t. The functions ρi(t) and κi(t) correspond to the
modulation inside the corresponding resonator Di. We assume that they have finite
Fourier series. It is also worth emphasizing that the fact that the material parameters are
assumed to be real is key for the physical meaning of energy gain and loss we will have
in deriving a Hamiltonian formulation in the next section.

We seek solutions to (2.1) under the modulation specified in (2.2). From the regularity
of ρ and κ, we know that u is continuously differentiable in t (see [11]). Since e−iωtu(x, t)
is a τ -periodic function of t, we have a Fourier series expansion as

u(x, t) = eiωt
∞∑

n=−∞
vn(x)e

inΩt, (2.3)

where Ω = (2π)/τ . Throughout this paper, we assume that Ω = O(
√
δ). Here, ω is

defined modulo Ω, and is contained in the (time)-Brillouin zone Y ∗
t = C/ (ΩZ).

Let ∂/∂ν denote the outward normal derivative at ∂Di and let the subscripts + and
− denote taking the limit from outside and inside the boundary ∂Di, respectively. From
(2.1) it follows that we have the following transmission conditions on ∂Di:

δ
∂u

∂ν

∣∣∣∣∣
+

− 1

ρi(t)

∂u

∂ν

∣∣∣∣∣
−
= 0, x ∈ ∂Di, t ∈ R,

where 0 < δ := ρr
ρ0

≪ 1 is the asymptotic contrast parameter, which is independent of t.
The assumption δ ≪ 1 is key to achieve subwavelength quasifrequencies.
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Definition 2.1 (subwavelength quasifrequencies). Let Y ∗
t := C/ΩZ. If ω = O(

√
δ) ∈ Y ∗

t

satisfies

(i) there is a non-zero solution u to (2.1);

(ii) there exists M(δ) such that M(δ)Ω → 0 as δ → 0 and

∞∑

n=−∞
‖vn‖2L2(D) =

M∑

n=−M

‖vn‖2L2(D) + o(1),

where vn are defined in (2.3), then ω is called a subwavelength quasifrequency.

Note that condition (ii) means that u only contains components which are either in
the subwavelength regime (with frequencies of order of

√
δ), or which are asymptotically

small as δ → 0, see [11].
Seeking quasiperiodic solutions in t, we apply Fourier transform to (2.1). In the

frequency domain, we then have for any n ∈ Z the following equation:




∆vn +
ρ0(ω + nΩ)2

κ0
vn = 0 in R

3 \D,

∆v∗i,n +
ρr(ω + nΩ)2

κr
v∗∗i,n = 0 in Di,

vn|+ − vn|− = 0 on ∂D,

δ
∂vn
∂ν

∣∣∣∣∣
+

− ∂v∗i,n
∂ν

∣∣∣∣∣
−
= 0 on ∂Di,

vn(x) satisfies either the outgoing or the incoming radiation condition.

(2.4)

Here, v∗i,n(x) and v∗∗i,n(x) are defined through the convolutions

v∗i,n(x) =
∞∑

m=−∞
ri,mvn−m(x), v∗∗i,n(x) =

1

ω + nΩ

∞∑

m=−∞
ki,m
Ä

ω + (n−m)Ω
ä

vn−m(x),

where ri,m and ki,m are the Fourier series coefficients of 1/ρi and 1/κi, respectively:

1

ρi(t)
=

M∑

n=−M

ri,ne
inΩt,

1

κi(t)
=

M∑

n=−M

ki,ne
inΩt,

with M = M(δ) ∈ N satisfying M = O(δ−γ/2) for some 0 < γ < 1. Again, we remark
that one of the key assumptions is to suppose these last two Fourier series to be finite.
Moreover, the radiation conditions are given by

lim
|x|→∞

|x|
Ç

∂

∂|x| ± ikn

å

vn = 0, uniformly in all directions x/|x|, (2.5)

where kn =
»

ρ0
κ0

(ω + nΩ) and where “+” corresponds to the incoming while “−” corre-
sponds to the outgoing condition.

Observe that (2.4) consists of coupled Helmholtz equations at frequencies differing by
integer multiples of Ω. The coupling of the Helmholtz equations is specified through ρi
and κi, 1 ≤ i ≤ N .

As shown in [11], the functions v∗i,n(x) are asymptotically constant inside the resonators
as δ → 0. In other words, we have v∗i,n(x) = ci,n + o(δ). This enables us to employ
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the capacitance matrix formulation to obtain a system of ordinary differential equations
(ODEs) satisfied by the coefficients ci,n as the contrast parameter δ goes to zero. We
define

ci(t) =
∑

n∈Z
ci,ne

inΩt.

In order to introduce the capacitance formulation, we will use the single layer potential
SD : L2(∂D) → H1(∂D), defined by

SD[φ](x) := −
∫

∂D

1

4π|x− y|φ(y) dσ(y), x ∈ R
3.

It is well-known that, in three dimensions, SD is invertible (see, for instance, [9]). Here,
H1(∂D) is the usual Sobolev space of square-integrable functions on ∂D whose weak
derivative is square integrable.

Definition 2.2 (capacitance matrix). We define the basis functions ψi and the capaci-
tance coefficients Cij as

ψi = (SD)
−1 [χ∂Di

], Cij = −
∫

∂Di

ψj dσ, (2.6)

for i, j = 1, ..., N , where χ∂Di
is the characteristic function of ∂Di. The capacitance matrix

C is defined as the matrix C = (Cij).

The following result is from [11].

Theorem 2.3. Assume that the material parameters are given by (2.2). Then, as δ → 0,
the quasifrequencies ω ∈ Y ∗

t to the wave equation (2.1) in the subwavelength regime are, to
leading order, given by the quasifrequencies of the system of ordinary differential equations

N∑

j=1

Cijcj(t) =
|Di|ρr
δκr

1

ρi(t)

d

dt

Ç

1

κi(t)

dρici
dt

å

, (2.7)

for i = 1, ..., N .

We remark that the left-hand side of (2.7) is specified by the entries of the matrix-
vector product Cc(t). In fact, we can rewrite the leading order of (2.7) into the following
system of Hill equations

Ψ′′(t) +M(t)Ψ(t) = 0, (2.8)

where Ψ is the vector defined as

Ψ =

Ñ

ρi(t)
»

κi(t)
ci(t)

éN

i=1

and M is the matrix defined as

M(t) =
δκr
ρr
W1(t)CW2(t) +W3(t) (2.9)

with W1,W2 and W3 being the diagonal matrices with diagonal entries

(W1)ii =

√
κiρi
|Di|

, (W2)ii =

√
κi
ρi

, (W3)ii =

√
κi
2

d

dt

κ′i

κ
3/2
i

,
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for i = 1, ..., N .
Let us remark that multiplying the capacitance matrix C from the left with W1 is

equivalent to magnifying each row of the capacitance matrix by a factor constituted by
the corresponding element ofW1 (as the latter is diagonal). An analogous effect is obtained
from the right multiplication with W1, which this time enhances the columns of C. As a
result, ρ cancels in the diagonal components of M :

Mii =
δκrκi
ρr|Di|

Cii + (W3)ii. (2.10)

This will help us to provide a physical interpretation of the Hamiltonian form in the next
section.

Remark 2.4. In the case of an infinite periodic lattice, we could have used Floquet-
Bloch theory (see [11]) to reduce ourselves to studying a single cell with a finite number
of resonators. In this way, in this paper the infinite lattice case could have been dealt
with in an analogous way as for the case of finite number of resonators.

3 Hamiltonian form

In the remainder of this paper, we will study the capacitance matrix formulation (2.7),
which can be viewed as a discrete approximation of the wave equation (2.1) for computing
subwavelength quasifrequencies.

We first focus on transforming the initial system of Hill equations (2.8) into a first-
order homogeneous system. Our first approach is to write

i

Ç

Ψ(t)
Ψ′(t)

å′
= i

Ç

0 IN

−M(t) 0

åÇ

Ψ(t)
Ψ′(t)

å

, (3.1)

where ′ denotes differentiation with respect to time and IN denotes the identity matrix of
dimension N .

We will henceforth refer to the matrix of the coefficients of this system as a Hamil-
tonian. For our purposes, we would like the Hamiltonian to be Hermitian. The main
motivation for this, as we will see in the next section, is to show the differences and the
similarities between the capacitance matrix formulation (2.7) and the tight-binding ap-
proximation in condensed matter theory. Furthermore, this Hamiltonian formulation may
also act as starting structure to establish an effective medium theory for large systems of
subwavelength modulated resonators [16]. Namely, it will consist in obtaining an estimate
for equations (2.1) and (2.8) as the number of the resonators tends to infinity. In all of
these applications, it will also be important to us to determine a procedure to obtain the
capacitance matrix from the Hamiltonian and vice versa. The main motivation for this
is to keep the physical meaning of the components of the two matrices. While for the
capacitance matrix formulation the i, j-th component represents the magnitude of the in-
teraction between the i-th and j-th resonators (i, j = 1, .., N), the physical meaning is less
clear to read from the Hamiltonian. One could try to interpret the i, j-th component of
the latter in a “kinematic way” by viewing it as the contribution of the j-th “position” (or
“velocity” depending on whether j is greater than N or not) of the value in the resonators
to the i-th “position” or “velocity”. A more proficuous approach, as we will see, will be to
identify a way to go back to the capacitance matrix formulation.
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3.1 Setting

We are therefore looking for a τ -periodic linear invertible transformation T (t) such that
the transformed Hamiltonian matrix is Hermitian. The transformed equation reads

iΦ′(t) = H(t)Φ(t), (3.2)

where

Φ(t) := T (t)

Ç

Ψ(t)
Ψ′(t)

å

(3.3)

and

H(t) := i

Ç

T ′(t) + T (t)

Ç

0 IN

−M(t) 0

åå

T−1(t). (3.4)

As previously emphasised, the main condition our Hamiltonian H should satisfy is Her-
mitianity. We therefore impose the Hermitianity conditions component-wise and obtain
a system of equations for the components of T . Hence,

Hj,k = Hk,j for 1 ≤ j ≤ k ≤ 2N,

reads

N∑

p=1

[(T ′
j,p −

N∑

l=1

Tj,N+lMl,p)T
−1
p,k ] +

2N∑

p=N+1

(T ′
j,p + Tj,p−N)T

−1
p,k

= −
N∑

p=1

[(T̄ ′
k,p −

N∑

l=1

T̄k,N+lMl,p)T̄
−1
p,j ] +

2N∑

p=N+1

(T̄ ′
k,p + T̄k,p−N)T̄

−1
p,j , (3.5)

for 1 ≤ j ≤ k ≤ 2N , where N denotes the number of resonators.
Notice that we obtain in this way N(2N + 1) complex equations. That is because if

we consider the equations arising by imposing the lower triangular components of H to be
equal to the conjugate of its corresponding upper triangular component, and vice versa,
we would obtain the same equation. Here, without loss of generality, we have imposed
the condition on the upper triangular components.

By supposing that T is invertible, we will always suppose that T−1 is a function of
the components of T . The purpose of many of the calculations in this section will be
to make this relationship explicit. At first, hoping that the equations can be solved in
their original form, we will use Cramer’s rule to achieve this. Upon realising that the
system is too complicated to be efficiently solved in this way (even in the case of a single
resonator!), we will employ asymptotic analysis tools together with the Neumann series
of a linear operator (which will be truncated at first-order).

We will suppose the transformation T to be of the form

T (t) = T 0 + εT 1(t), t ∈ [0,∞), ε > 0,

where ε denotes the amplitude of the modulation and the time-dependent part T 1 will
contribute asymptotically less (because of the linearly asymptotic factor ε) than the T 0-
part. The latter will correspond to the transformation for the case where the parameter
modulation is constant in time. Analogously, the modulation of ρi and κi, 1 ≤ i ≤ N will
be supposed asymptotically small so that the coefficient matrix M defined in (2.9) is of
the form

M(t) =M0 + εM1(t),
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where M0 is the generalised capacitance matrix given by [4]

M0
ij := δ

κr
ρr|Di|

Cij. (3.6)

Here, C stands for the capacitance matrix introduced in (2.6). As a simplifying assump-
tion, we will suppose that all the resonators have the same size. This way, the generalised
capacitance matrix (3.6) is symmetric positive definite [4].

As we will see, the Hamiltonian will take on the form

H(t) = H0 + εH1(t), t ∈ [0,∞), ε > 0,

where the time-dependent part H1 will contribute asymptotically less (through the first-
order approximation in ε) than the H0-part. H0 will correspond to the Hamiltonian for
the case where the material parameters are constant in time.

We would like to bring the reader’s attention to the fact that the system is under-
determined: the number of unknowns, which are given by the components of T , is 4N2.
This is greater than the number of equations, which is only N(2N + 1). This suggests
that we will need to impose extra conditions to obtain a solution. In the static case, a
reasonable extra condition that could be imposed is to suppose the Hamiltonian H to be
of the form

H =

Ç

0 A

A 0

å

, (3.7)

where A is a N × N symmetric non-negative matrix. The capacitance matrix can be
recovered from it by squaring A: we will see that A is the square root of the generalised
capacitance matrix in the static case (subsection below). Therefore, we are able to give a
physical meaning to the components of our Hamiltonian.

Apart from retaining a physical meaning and a connection with the capacitance matrix,
we will not be interested in a precise solution. A-priori, our search may look somewhat
arbitrary, as we will only impose Hermitianity conditions and “guess” extra conditions
that enable our system to be solvable. Later, we will see that our choice actually also
satisfies the other conditions we sought. The extra constraints we will impose will only
be reducing the number of variables that come into play (by setting certain components
of the transformation T to be 0), instead of imposing extra conditions on H.

3.2 Static case

In this section, we suppose that the material parameters inside the resonators are fixed.
In this case, energy should be conserved, and we seek a Hamiltonian of the form (3.7).

We will denote by T0 and H0 the transformation matrix and the Hamiltonian in the
static case respectively. This case is much simpler, as the equation (3.4) boils down to

H0 := i

Ç

T 0

Ç

0 IN

−M0
0

åå

Ä

T 0
ä−1

, (3.8)

where we recall the definition (3.6) of M0. Notice that, since we suppose the material
parameters and the size to be the same for each resonator, the matrix M0 is symmetric
positive definite. We therefore define

√
M0 as the unique symmetric positive definite

matrix such that
Ä√

M0
ä2

=M0. Then it can be easily checked that one solution to (3.8)
is given by the transformation matrix

T 0 :=

(√
M0 0

0 iIN

)
, (3.9)
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corresponding to the Hamiltonian

H0 :=

(
0

√
M0√

M0 0

)
. (3.10)

Although many other transformations would result in a Hermitian Hamiltonian, this
particular choice yields a Hamiltonian of the desired form (3.7). The remaining off-
diagonal blocks can be multiplied together to obtain the generalised capacitance matrix.
It follows that we are able to give a meaning to the elements of the Hamiltonian H0:

M0
ij =

N∑

k=1

H0
i,N+kH

0
N+k,j. (3.11)

To obtain the equation (3.11) we have also used that, when the material parameters are
constant in time, W3 ≡ 0 and the material parameters are the same for all the resonators.
The relation (3.11) states that the i-th row of the non-zero blocks of the Hamiltonian
contributes to the i-th row of the generalised capacitance matrix, and analogously for the
columns. Since the ij-th component of the capacitance matrix represents the interaction
between the i-th and j-th resonators, the i-th row (or equivalently column by symmetry)
accounts for the interactions of the i-th resonator with the rest of the system, via the
formula (3.11).

3.3 Block form of the Hamiltonian

As the computations will be involved, it will be useful to cast equations (3.5) in an
alternative form. This form will also be useful to determine the compatibility of the
system (and hence prove existence of a solution through the standard Picard-Lindelöf
theorem for existence and uniqueness of solutions to systems of ODEs in normal form
with smooth coefficients) for an arbitrary number of resonators.

We intend to rewrite the equation (3.4) for H completely in block form: it should be
a 2× 2 block matrix, where each block is N ×N . In order to do so, we need an explicit
formula for the inverse of T.

For this, let us write

T :=

Ç

T1 T2
T3 T4

å

.

As previously mentioned, we will employ perturbative methods (Taylor series trun-
cated at first-order in ε) and suppose T (t) = T 0 + εT 1. Now, we will use Neumann series
truncated at first-order in ε to obtain

T−1 =
Ä

T 0 + εT 1
ä−1

= (T 0)−1
î

IN −
Ä

−εT 1(T 0)−1
äó−1

= (T 0)−1
∞∑

k=0

Ä

−εT 1(T 0)−1
ä

≈ (T 0)−1 − ε(T 0)−1T 1(T 0)−1. (3.12)

Since the matrix for the transformation in the static case T 0 is block diagonal (and
all the non-zero blocks are invertible), then it is possible to easily compute its inverse
through the identities regarding the inverse of a 2× 2 block matrix. We obtain

(T 0)−1 =

(
(M0)

− 1

2 0

0 −iIN

)
.
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Plugging this into the equation (3.4) for H and noticing that by differentiating T in
perturbed form only the first-order term survives, we obtain

H0 + εH1(t)

≈ i

Ç

T ′(t) + T (t)

Ç

0 IN

−M(t) 0

åå

Ä

(T 0)−1 − ε(T 0)−1T 1(t)(T 0)−1
ä

= i

Ñ

ε

Ç

(T 1
1 )

′ (T 1
2 )

′

(T 1
3 )

′ (T 1
4 )

′

å

(t) +

[(√
M0 0

0 iIN

)
+ ε

Ç

T 1
1 T 1

2

T 1
3 T 1

4

å

(t)

]
Ç

0 IN

−M(t) 0

å

·
((

(M0)
− 1

2 0

0 −iIN

)
− ε

(
(M0)

− 1

2 0

0 −iIN

)
Ç

T 1
1 T 1

2

T 1
3 T 1

4

å

(t)

(
(M0)

− 1

2 0

0 −iIN

))

= H0+

ε

Ñ

i(T 1
1 )

′(M0)−
1

2 − iT 1
2

√
M0 −

√
M0T 1

3 (M
0)−

1

2 (T 1
2 )

′ + T 1
1 + i

√
M0T 1

4

i(T 1
3 )

′(M0)−
1

2 − iT 1
4

√
M0 + (M0)−

1

2M1 −
√
M0T 1

1 (M
0)−

1

2 (T 1
4 )

′ + T 1
3 + i

√
M0T 1

2

é

.

(3.13)

We already know that M0 is real. As an additional simplification, we will also suppose
the modulated part M1(t) to be real for all t ≥ 0. This means that energy gain/loss only
comes from the time-varying part. Otherwise, we should not even expect the Hamiltonian
to be Hermitian.

3.4 One-resonator case

This subsection and the following will be devoted to finding a solution to the under-
determined system of equations (3.5) (or its asymptotic counterpart given by the block
notation (3.13)). As is clear from the block form (3.13), (recalling that the equations arise
by imposing the matrix to be Hermitian), the system may be incompatible due to the
inhomogeneity given by M . Finding a solution can be challenging, and correct additional
assumptions must be made to obtain a compatible system.

We focus on computing the 2×2 matrix T in the case of a single modulated resonator.
The system (3.5) of three equations reads





R
Ä

(T ′
1,1 − T1,2M)T−1

1,1 + (T ′
1,2 + T1,1)T

−1
2,1

ä

= 0 if (j, k) = (1, 1),

R
Ä

(T ′
2,1 − T2,2M)T−1

1,2 + (T ′
2,2 + T2,1)T

−1
2,2

ä

= 0 if (j, k) = (2, 2),

(T ′
1,1 − T1,2M)T−1

1,2 + (T ′
1,2 + T1,1)T

−1
2,2

= (−T̄ ′
2,1 + T̄2,2M)T̄−1

1,1 − (T̄ ′
2,2 + T̄2,1)T̄

−1
2,1 if (j, k) = (1, 2),

where R(z) denotes the real part of z ∈ C. We may use Cramer’s rule to compute T−1

as a function of T 



T−1
1,1 =

T2,2
detT

,

T−1
1,2 = − T1,2

detT
,

T−1
2,1 = − T2,1

detT
,

T−1
2,2 =

T1,1
detT

.
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The system then becomes





R
Ç

(T ′
1,1 − T1,2M)

T2,2
detT

− (T ′
1,2 + T1,1)

T2,1
detT

å

= 0 if (j, k) = (1, 1),

R
Ç

(−T ′
2,1 + T2,2M)

T1,2
detT

+ (T ′
2,2 + T2,1)

T1,1
detT

å

= 0 if (j, k) = (2, 2),

(−T ′
1,1 + T1,2M)

T1,2
detT

+ (T ′
1,2 + T1,1)

T1,1
detT

= (−T̄ ′
2,1 + T̄2,2M)

T̄2,2
det T̄

+ (T̄ ′
2,2 + T̄2,1)

T̄2,1
det T̄

if (j, k) = (1, 2).

We first attempt to compute a simplified perturbed version of our equations which will
turn this into a system of linear ODEs. We suppose T = T 0 + ε T 1(t), for ε > 0 small.
We have shown that the T 0 associated to the static case corresponds the the ε-zero-order.
Let us focus on the first-order equations we obtain.

The following expression will be useful:

1

detT
=

1

detT 0
− ε

(detT 0)2
(T 0

1,1T
1
2,2 + T 0

2,2T
1
1,1 − T 0

2,1T
1
1,2 − T 0

1,2T
1
2,1) +O(ε2)

=− i√
M0

+
ε

M0
(i T 1

1,1 +
√
M0T 1

2,2) +O(ε2),

where in the last equality we have used the known values for T 0.
We obtain the following system:





R
(√

M0[−T 1
1,1 +M0T 1

1,2 − i
√
M0T 1

2,1]
)
= 0 if (j, k) = (1, 1),

−i
Ä

(T 1
1,2)

′ + T 1
1,1

ä

+
√
M0T 1

2,2

=
√
M0T̄ 1

2,2 +
1√
M0

(T̄ 1
2,1)

′ − i√
M0
M1 + iT̄ 1

1,1 if (j, k) = (1, 2),

R
(√

M0[−T 1
1,1 +M0T 1

1,2 − i
√
M0T2,1]

)
= 0 if (j, k) = (2, 2).

(3.14)

We now intend to rewrite the whole system in real equations by splitting real and
imaginary parts. To do so and simplify notation, we write

T 1(t) =

Ç

a+ ib c+ id
e+ if g + ih

å

(t),

where a, b, c, d, e, f, g, h are real-valued functions of time.
The system then becomes:





a′ =
√
M0f +M0c,

h′ = −f −
√
M0c,

c′ = 2
√
M0h+ e′ +

M1

√
M0

− 2a,

d′ = f ′.

(3.15)

To obtain a solution, we will suppose the modulation to be zero at t = 0, hence we will
impose the initial conditions to be zero for all the unknowns. This way, from the fourth
equation in the system we obtain d = f . Moreover, let us notice that b and g, because of
the nature of the initial equations, do not appear in our system.
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Let us also notice once again that the system is under-determined: we will impose
extra assumptions on our unknowns for the system to have a unique explicit solution.
The most natural assumption that does not lead (through the inhomogeneity in the third
equation) to an incompatible system is the following. We impose b ≡ g ≡ 0, as they do
not appear in the system. Moreover, we impose f , and hence d, to be equal to 0. Lastly,
we also suppose e to be zero. We then obtain the following form for the modulated part
of our transformation:

T 1 =

Ç

a c
0 ih

å

(3.16)

hence it assumes an upper-triangular structure. Here, the diagonal entries are alterna-
tively purely real and imaginary. By imposing c ≡ 0 instead of e, we would have obtained
a similar system with an analogous solution, and T 1 would have been lower triangular.

Although an explicit solution for T 1 is in general fairly complicated, we can still plug
in the equations (3.15) we obtained into (3.13) and notice that the following cancellations
occur

H1(t) =

(
i a′√

M0
− i

√
M0c c′ + a−

√
M0h√

M0h+ M1

M0 − a ih′ + i
√
M0c

)

=

(
0

√
M0h+ M1

M0 − a√
M0h+ M1

M0 − a 0

)
. (3.17)

Remarkably, we see that our chosen transformation T 1 given by (3.16) has the effect
of yielding a modulated Hamiltonian which is also real block off-diagonal, as in (3.7). The
fact that the matrix is purely real is in line with the physical fact that we are supposing
the only energy gain/loss to come from the resonator’s modulation. To retain physical
meaning though, we can no longer look at the capacitance matrix, as with the current
definition it only accounts for the geometry of the system [4]. We would have to seek a
connection with the system (2.8) of Hill equations. This is given by the transformation
T . Indeed, from (3.4) we may invert T and compute the initial solution of the Hill
equation from the solution of the Hamiltonian system using the relation (3.3). Moreover,
by inverting (3.4), we arrive at

Ç

0 IN

−M(t) 0

å

= −iT−1(t) (H(t)T (t)− T ′(t)) ,

from which we can relate H to M . Notice that this procedure can be done also in the
static case and yields exactly the same result.

Remark 3.1. Note that if we assume that M1(t) has a simple form, say for instance a
cosine function, then it is possible to obtain an explicit solution by plugging in the system
(3.15) in Wolfram Mathematica. Nevertheless, the obtained expressions for a(t), c(t), and
h(t) are rather complicated.

3.5 Case of an arbitrary number of resonators

Since for the one-resonator case an explicit solution was already hard to obtain in the
perturbed case, the main focus of this subsection will be to show at least the existence of
a solution to the system (3.5). Following the previous case N = 1, we will make assump-
tions on the transformation T 1 which yields a compatible system with a unique solution.
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Moreover, we will interpret qualitatively the Hamiltonian we obtain, and compare it with
what we were expecting to obtain based on a physical interpretation.

The one-resonator case was mainly studied to gain some intuition on the structure of
the more general setting. Indeed, we will see that an extension of that idea will prove
to be fruitful in obtaining suitable assumptions on our transformation. Throughout the
subsection, we will suppose T 0 to be of the form we determined in (3.9).

The system of equations (3.5) can be divided, using the block notation (3.13) for
H, into three subsystems, obtained by verifying what conditions the Hermitianity of
H imposes on the two diagonal blocks and on the off-diagonal ones, respectively. In
particular, imposing H to be Hermitian is equivalent to imposing the diagonal blocks
of (3.13) to be Hermitian, and the (j, k) component of the upper off-diagonal block to
be equal to the conjugate of the (k, j) component of the lower off-diagonal block, for
1 ≤ j, k ≤ N . More explicitly, we have

(i) Hermitianity of H implies Hermitianity of the diagonal blocks. Imposing this on
the first diagonal block in (3.13), we obtain:

N∑

l=1

{
i
Ä

T 1
jl

ä′ Ä
M0
ä− 1

2

lk
− i
Ä

T 1
j,l+N

ä
√
M0

lk −
√
M0

jl

N∑

r=1

Ä

T 1
l+N,r

ä Ä

M0
ä− 1

2

rk

}

=
N∑

l=1

{
−i
Ä

T̄ 1
kl

ä′ Ä
M0
ä− 1

2

lj
+ i
Ä

T̄ 1
k,l+N

ä
√
M0

lj −
√
M0

kl

N∑

r=1

Ä

T̄ 1
l+N,r

ä Ä

M0
ä− 1

2

rj

}
,

(3.18)

where we let 1 ≤ j ≤ k ≤ N , and hence the obtained system comprises of N(N +1)
real equations (by equating real and complex parts of our equation separately).

(ii) We now impose the other diagonal block to be Hermitian to obtain:

Ä

T 1
j+N,k+N

ä′
+
Ä

T 1
j+N,k

ä

+ i
N∑

l=1

√
M0

jl

Ä

T 1
l,k+N

ä

=
Ä

T̄ 1
k+N,j+N

ä′
+
Ä

T̄ 1
k+N,j

ä

− i
N∑

l=1

√
M0

kl

Ä

T̄ 1
l,j+N

ä

, (3.19)

where again 1 ≤ j ≤ k ≤ N , hence the obtained system comprises of N(N+1)
2

com-
plex equations.

(iii) Lastly, let us impose the upper off-diagonal block to be equal to the transpose of
the complex adjoint of the lower off-diagonal block:

Ä

T 1
j,k+N

ä′
+
Ä

T 1
j,k

ä

+ i
N∑

l=1

√
M0

jl

Ä

T 1
l+N,k+N

ä

=
N∑

l=1

®

−i
Ä

T̄ 1
k+N,l

ä′ Ä
M0
ä− 1

2

lj
+

+ i
Ä

T̄ 1
k+N,l+N

ä
√
M0

lj +
Ä

M0
ä− 1

2

kl
M1

lj −
√
M0

kl

N∑

r=1

Ä

T̄ 1
l,r

ä Ä

M0
ä− 1

2

rj

´

, (3.20)

where this time instead we have 1 ≤ j, k ≤ N . Therefore, the system has 2N2 real
equations.
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One can easily see that the system is under-determined as there are 4N2 components of
T 1 while the complex equations are N(2N + 1). To seek the conditions which make the
system determined and compatible, we generalise our “guess” for the one-resonator case
in the following way: we suppose T to be upper triangular, with the first N diagonal
elements being purely real and the last N being purely imaginary. This structure for the
diagonal elements is justified by the structure of the equations arising by imposing the
diagonal elements of the Hamiltonian to be real. Indeed, from systems (3.18) and (3.19)
respectively we obtain

R
(

N∑

l=1

{
i
Ä

T 1
jl

ä′ Ä
M0
ä− 1

2

lj
− i
Ä

T 1
j,l+N

ä
√
M0

lj −
√
M0

jl

N∑

r=1

Ä

T 1
l+N,r

ä Ä

M0
ä− 1

2

rj

})
= 0, (3.21)

where 1 ≤ j ≤ N , and

R
(
Ä

T 1
j+N,k+N

ä′
+
Ä

T 1
j+N,k

ä

+ i
N∑

l=1

√
M0

jl

Ä

T 1
l,k+N

ä

)
= 0, (3.22)

for 1 ≤ j ≤ N .
These equations have the same structure as the first and last ones of the one-resonator

system (3.14). This peculiarity was what determined the system in the one resonator case
to be independent of b, g, which stood for the imaginary part of the first diagonal com-
ponent and the real part of the second diagonal component, respectively. In an analogous
way, it is possible to check that the same thing happens in the general N -resonator case
from the subsystems (3.21) (where we see the imaginary parts of the diagonal entries of
T cancelling) and (3.22) (this time the real part will cancel). Hence, the assumption on
the diagonal elements of T is justified.

With this choice of T , the systems (3.18), (3.19) and (3.20) become respectively

N∑

l=j

ï

i
Ä

T 1
jl

ä′ Ä
M0
ä− 1

2

lk

ò

− i
N∑

l=1

[
Ä

T 1
j,l+N

ä
√
M0

lk

]

= −i
N∑

l=k

ï

Ä

T̄ 1
kl

ä′ Ä
M0
ä− 1

2

lj

ò

+ i
N∑

l=1

[
Ä

T̄ 1
k,l+N

ä
√
M0

lj

]
, (3.23)

δj≤k

Ä

T 1
j+N,k+N

ä′
+ i

N∑

l=1

√
M0

jl

Ä

T 1
l,k+N

ä

= δk≤j

Ä

T̄ 1
k+N,j+N

ä′ − i
N∑

l=1

√
M0

kl

Ä

T̄ 1
l,j+N

ä

, (3.24)

Ä

T 1
j,k+N

ä′
+ δj<k

Ä

T 1
j,k

ä

+ i
N∑

l=1

√
M0

jl

Ä

T 1
l+N,k+N

ä

= i
N∑

l=k

[
Ä

T̄ 1
k+N,l+N

ä
√
M0

lj

]
+

N∑

l=1

[
Ä

M0
ä− 1

2

kl
M1

lj −
√
M0

kl

N∑

r=l

Ä

T̄ 1
l,r

ä Ä

M0
ä− 1

2

rj

]
. (3.25)

We now suppose T 1
jk(t) := ajk(t) + ibjk(t), where ajk, bjk are real valued functions, for

1 ≤ j < k ≤ 2N . For the diagonal entries, we have T 1
jj(t) := ajj(t), 1 ≤ j ≤ N and

T 1
jj(t) := ibjj(t), N + 1 ≤ j ≤ 2N . Let us point out that we did not define either ajj for
j > N nor bjj for j ≤ N . This is in line with our previous remark regarding our choice
for the structure of the diagonal entries of T . As further confirmation, one can verify that
we would obtain the identity 0 = 0 in the equations where those variables should appear.
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Moreover, without loss of generality we will supposeM0 (and hence
√
M0 and (M0)

− 1

2 )
to be diagonal. By separating real and imaginary parts of the previous system, we then
obtain




a′jk (M

0)
− 1

2

kk − aj,k+N

√
M0

kk = −δj=k a
′
kj (M

0)
− 1

2

jj + ak,j+N

√
M0

jj,

δj<k b
′
jk (M

0)
− 1

2

kk − bj,k+N

√
M0

kk = −bk,j+N

√
M0

jj,
(3.26)




δj<k a′j+N,k+N −

√
M0

jjbj,k+N = −
√
M0

kkbk,j+N ,

b′j+N,k+N +
√
M0

jjaj,k+N = −δj=k b′k+N,j+N −
√
M0

kkak,j+N ,
(3.27)





(aj,k+N)
′ + δj≤k ajk − δj≤k

√
M0

jjbj+N,k+N

= δk≤j bk+N,j+N

√
M0

jj + (M0)
− 1

2

kk M
1
kj − δk≤j

√
M0

kkakj (M
0)

− 1

2

jj ,

b′j,k+N + δj<k bjk + δj<k

√
M0

jjaj+N,k+N

= δk<j ak+N,j+N

√
M0

jj + (M0)
− 1

2

kk M
1
kj + δk<j

√
M0

kkbkj (M
0)

− 1

2

jj ,

(3.28)

where we let 1 ≤ j ≤ k ≤ N in the first two subsystems and 1 ≤ j, k ≤ N in the last
one. We couple this with the initial condition a(0) = b(0) = 0, where a and b stand
for the vector valued functions of time whose components are respectively ajk and bjk for
appropriate j, k.

Let us remark that the system is now determined: the number of equations coincides
with the number of unknowns not set to zero. The only thing left to verify is that the
system is compatible (let us recall that the incompatibility may arise only because of the
inhomogeneity in the third subsystem). For this purpose, let us look at the three systems
(3.26), (3.27) and (3.28) in matrix form,

B

Ç

a
′(t)

b
′(t)

å

= A

Ç

a(t)
b(t)

å

+ c(t),

where B is the 4N2 × 4N2 matrix of the coefficients of the derivatives, a ∈ R
2N2

and
b ∈ R

2N2

are the vector of the unknowns (ajk) and (bij) respectively, and A is the
4N2×4N2 matrix of the coefficients of a and b. Lastly, c is the vector of the inhomogeneity
whose components would be linear combinations of the components of M1. If B would be
invertible, since c is smooth, we could apply standard existence and uniqueness theorems
for first-order systems of ODEs to obtain a solution.

To see that B is invertible, it suffices to notice that our assumptions actually turn each
row into a vector with only one entry different from zero, and this entry is different for
every row. Indeed, the systems (3.26), (3.27) and (3.28) can each be divided in two sub-
systems each of which contains either only derivatives of a or of b. For the first sub-system
of (3.26), the only coefficients different from zero are the ones of a′jk, 1 ≤ j ≤ k ≤ N . For
the second one of (3.26), the same happens for b′jk, j 6= k. Analogously, systems (3.27)
and (3.28) do the same for the remaining derivatives of the unknowns of the system.

Finally, let us remark that the structure of the Hamiltonian a-priori will not have the
peculiar structure of the one-resonator case. In general, it will not be purely real nor
off-diagonal. However, one can check by plugging in (3.13) the equations with j = k in
systems (3.26) and (3.27) that the diagonal entries of H are 0. This is in line with the
symmetry in this Hamiltonian’s eigenvalues: it has both the positive and the negative
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roots of the capacitance matrix (at leading-order). Moreover, in the same way by using
the relations found in the system (3.28) that the diagonal entries of the off-diagonal blocks
of H are purely real.

Remark 3.2. We would like to point out that since M(t) is periodic we can apply
the Floquet theorem (see, for instance, [27, p. 92]). We will need to transform our
inhomogeneous system into a homogeneous one, which can be done in a standard way
by making the system larger. Hence, from the periodicity of the modulation (made
explicit in M), we know that both the transformation T that solves (3.5) and the solution
of the transformed system (3.2) will be quasiperiodic. Since also the solution of the
original system (2.8) will be quasiperiodic, its quasifrequencies can be computed from
the ones of T and of the system (3.2). This is important because the quasifrequencies
of solutions to (2.8) represent the subwavelength quasifrequencies of the system of N
modulated subwavelength resonators (see [11]).

4 Tight-binding approximation

In the field of condensed matter theory in some settings a useful assumption is the tight-
binding approximation. It consists in assuming that the major interaction of the system
comes from self-interaction. The approximating modes are constructed by taking linear
combinations of the modes obtained by only considering the self-interaction of a single
atom at the time. This can be proven to be a good approximation for the Schrödinger
equation when the electrons are tightly bonded to the atom’s nuclei in terms of eigenvalues
(see, for instance, [18, 26]).

Our goal is to compare this to the capacitance matrix approximation in the theory of
wave propagation in metamaterials which also consists of a discretisation of a continuous
problem. In this section, we will point out similarities and differences between the two
models. To enhance this comparison we will work in the Hamiltonian setting discussed in
section 2. We will mainly work in the unmodulated case. As we have a clear representation
and connection with the capacitance matrix, this will help us check whether our guesses
for the approximants are good or not. This type of inference can then be extended to the
modulated case: although we know an explicit closed form for the Hamiltonian for a fixed
arbitrary number of resonators, such solution can arguably be too complicated to handle.
Therefore, a tight-binding-type approximation could help in yielding a less cumbersome
zero-order approximation for the modulated Hamiltonian starting from the one resonator
case. For higher-orders, the involved computations cannot be avoided in general.

The main fundamental difference between the tight-binding regime and the capacitance
formulation, aside from the fact that they were conceived to model different problems,
is the following. As proven in [4], the subwavelength modes need to be almost constant
inside the resonators. As these modes will not in general be constant elsewhere, taking
linear combinations of modes would contradict the almost-constant nature of the true
modes in the resonators. For a visual intuition of this fact, we refer to Figures 1 and 2.

Therefore, for a tight-binding approximation to work in our setting, we will need to
assume the size of the resonators to be asymptotically small compared to the distance
between them. This regime is called the dilute regime [4, 16].

It was shown in [4] that the capacitance matrix has the following form in the dilute
regime.
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Figure 1: Modes of two different single resonators. The grey shaded areas represent the two
resonators, and different colours have been used for the two different modes relative to each
resonator separately. Observe that each mode is approximately constant inside corresponding
resonator.

(a) Example of a mode for two coupled res-
onators. Observe that the mode is approxi-
mately constant inside both resonators.

(b) Linear combination of the modes of the sin-
gle resonators.

Figure 2: Comparison between a true mode (a) and a tight-binding-type approximant (b). Unless
the resonators are asymptotically small, the linear combination in (b) is not constant inside the
resonators and is not a suitable approximant of the mode sketched in (a).

Theorem 4.1 (capacitance matrix in the dilute regime). Consider a dilute system of N
identical subwavelength resonators, given by

D =
N⋃

j=1

(B + η−1zj),

where 0 < η ≪ 1, B is some fixed domain and η−1zj represents the position of each res-
onator, for fixed zj. In the limit as η → 0, the asymptotic behaviour of the corresponding
capacitance matrix is given by

Cij =





CapB +O(η2), i = j,

− η(CapB)
2

4π|zi − zj|
+O(η2), i 6= j,

(4.1)

where CapB := −
∫

∂B
S−1
B [χ∂B] dσ.

It can be noted that, up to first-order, the diagonal entries of the capacitance matrix
in the dilute regime only depend on one resonator and represent the self-interaction of a
particular resonator. The off-diagonal entries represent the mutual interactions between
two resonators and, in the dilute regime, the entry Cij depends solely on the i-th and the
j-th resonator. In some sense, the capacitance matrix in dilute regime is a good tight-
binding-type approximation as the mutual interactions are represented by lower-order
terms.

Remark 4.2. In [17], a different setting is studied in which the contrast parameter δ →
∞. In this case, which is no longer a subwavelength regime, a tight-binding approximation
is expected to hold. Indeed, as the modes are almost constant in the bulk, by taking linear
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combinations of modes with respect to different resonators we would not encounter the
same issue as in our case.

We seek a better connection to the classical tight-binding approximation by recasting
our problem in Hamiltonian form. The requirements for an approximant to be a good
competitor are the following:

• Its eigenvalues are equal to the ones of the full Hamiltonian H, up to first-order
in the dilute parameter η. Here, the dilute assumption is being used to provide an
approximation of the eigenvalues of the Hamiltonian.

• The diagonal entries of the tight-binding approximant Hamiltonian should repre-
sent the magnitude of the modes related to self-interaction of single resonators. The
off-diagonal entries of the approximant should represent the mutual interactions be-
tween the resonators. In accordance with the capacitance matrix in dilute regime,
these entries should be of higher-order in the dilute regime parameter η compared
to the diagonal entries. Furthermore, we will see that the off-diagonal terms decay
too slowly to be omitted. Therefore, there will also be long-range interactions.

• We will see that the eigenvalues of the Hamiltonian matrix will be the square roots
with sign of the eigenvalues of the capacitance matrix. These would then correspond
to modes solving the nonlinear eigenvalue problem in the static case corresponding
to (2.4), see [4]. Each positive eigenvalue of the Hamiltonian would have its negative
symmetric counterpart corresponding to the negative part of the same root. The
negative modes are artificial and do not bear any physical meaning. Therefore, our
approximant should not include any interaction between the positive modes and the
negative non-physical ones.

The approximant will be represented as the sum of two matrices. We let H̃ to be the
zero-th order approximation which will denote the self-interaction of the resonators. The
matrix ∆ will account for the interactions, and will hence be of higher-order in η. Our
approximant will be of the form H̃ +∆.

Our next step to determine these matrices will be to compute the eigenvalues of the
full Hamiltonian H0.

4.1 Two-resonators case

Firstly, we compute the eigenvalues of the full static Hamiltonian (3.10). We compute
its characteristic polynomial. By noticing that H0 − λI4 can be viewed as a 2 × 2 block
matrix whose blocks commute with each other, we may compute the block version of the
determinant and turn the eigenvalue problem for the Hamiltonian H0 into the one for
M0:

0 = det(−λI4 +H0) =

∣∣∣∣∣
−λI2

√
M0√

M0 −λI2

∣∣∣∣∣ = det
Ä

λ2I2 −M0
ä

. (4.2)

To compute the eigenvalues of M0, we will employ (as in the rest of this section) the
diluteness assumption (4.1). Matrices of the form

Ç

α β
β α

å

,
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where α, β ∈ C, have α±β as two eigenvalues. From (4.1), M0 has this form and therefore
we can use this to compute its eigenvalues and find that

λ2 = δ
κrCapB

ρr|B| ± δη
κr (CapB)

2

4πρr|z1 − z2||B| +O(η2), (4.3)

where z1 and z2 are the positions of the centres of the two resonators. To keep track of
the four eigenvalues, we define





λ11 :=

√
δ
κrCapB

ρr|B|

Ç

1 + η
CapB

8π|z1 − z2|
+O(η2)

å

,

λ12 :=

√
δ
κrCapB

ρr|B|

Ç

1− η
CapB

8π|z1 − z2|
+O(η2)

å

,

λ21 := −
√
δ
κrCapB

ρr|B|

Ç

1 + η
CapB

8π|z1 − z2|
+O(η2)

å

,

λ22 := −
√
δ
κrCapB

ρr|B|

Ç

1− η
CapB

8π|z1 − z2|
+O(η2)

å

.

(4.4)

Following [15, 28], we intend to find a tight-binding approximation for the full static
Hamiltonian. The choice that proved to fit better with the criteria listed at the beginning
of this section is the following:

H̃ :=

√
δ
κrCapB

ρr|B| diag
Ä

1, 1, −1, −1
ä

. (4.5)

It is clear from formula (4.4) that the eigenvalues of H̃0 coincide with the ones of H0 at
zero-th order in η. Hence, the first of the criteria listed at the beginning of this section is
satisfied.

We would now like to find a 4× 4 matrix ∆ such that H̃0+∆ has, up to first-order in
η, the same eigenvalues as H0. In line with the three requirements listed at the beginning
of this section, our choice of ∆ is

∆ =

Ç

∆1 0

0 ∆2

å

,

where ∆1 and ∆2 are two 2× 2 matrices of the form

∆1 =

Ç

0 a
a 0

å

, ∆2 =

Ç

0 b
b 0

å

(4.6)

with a, b ∈ R being two parameters to be determined. This way, ∆ represents the
interactions between the resonators and does not couple the negative modes with the
positive ones. In this particular case of two resonators, the matrix H̃ +∆ is tridiagonal.
A nearest neighbour approximation holds trivially in this case. The parameters a and b
can be viewed as the hopping parameters of the system.

To determine a and b, let us look at the eigenvalues of H̃ +∆. We have

0 = det
Ä

H̃ +∆− λ̃I4
ä

=

∣∣∣∣∣∣

√
δ κrCapB

ρr|B| − λ̃ a

a
√
δ κrCapB

ρr|B| − λ̃

∣∣∣∣∣∣

∣∣∣∣∣∣
−
√
δ κrCapB

ρr|B| − λ̃ b

b −
√
δ κrCapB

ρr|B| − λ̃

∣∣∣∣∣∣

=



(√

δ
κrCapB

ρr|B| − λ̃

)2

− a2





(
−
√
δ
κrCapB

ρr|B| − λ̃

)2

− b2


 ,
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from which we obtain

λ̃11 :=

√
δ
κrCapB

ρr|B| + a, λ̃12 :=

√
δ
κrCapB

ρr|B| − a,

λ̃21 := −
√
δ
κrCapB

ρr|B| − b, λ̃22 := −
√
δ
κrCapB

ρr|B| + b.

(4.7)

By comparing the approximate eigenvalues (4.7) to the eigenvalues of the full matrix H0

given in (4.4) we obtain

a = η
CapB

8π|z1 − z2|
, b = η

CapB

8π|z1 − z2|
.

Plugging the values of a and b in the formulas (4.7), we obtain

λ̃11 :=

√
δ
κrCapB

ρr|B| + η
CapB

8π|z1 − z2|
, λ̃12 :=

√
δ
κrCapB

ρr|B| − η
CapB

8π|z1 − z2|
,

λ̃21 := −
√
δ
κrCapB

ρr|B| − η
CapB

8π|z1 − z2|
, λ̃22 := −

√
δ
κrCapB

ρr|B| + η
CapB

8π|z1 − z2|
.

(4.8)

Lastly, the approximant matrix reads

H̃ +∆ =




√
δ κrCapB

ρr|B| η CapB
8π|z1−z2| 0 0

η CapB
8π|z1−z2|

√
δ κrCapB

ρr|B| 0 0

0 0 −
√
δ κrCapB

ρr|B| η CapB
8π|z1−z2|

0 0 η CapB
8π|z1−z2| −

√
δ κrCapB

ρr|B|



.

Let us remark that the approximant matrix, up to second-order in η, is similar to the
starting Hamiltonian.

4.2 Case of an arbitrary number of resonators

In this section we will outline the case of an arbitrary number of resonators. We will pro-
ceed analogously to the two-resonator case. To do so, we will first compute the eigenvalues
of the static Hamiltonian matrix H0 up to first-order in the dilute regime parameter η.
We first notice that

0 = det(−λI2N +H0) =

∣∣∣∣∣
−λIN

√
M0√

M0 −λIN

∣∣∣∣∣ = det
Ä

λ2IN −M0
ä

, (4.9)

since the submatrices shown in the computation all commute with each other. Therefore,
the problem of computing the eigenvalues of the Hamiltonian is equivalent to the one
of computing the eigenvalues of the generalised capacitance matrix. Let us therefore
compute the eigenvalues of the generalised capacitance matrix.

It follows from (4.1) that M0 is of the form

M0 = δ
κrCapB

ρr|B| (IN + ηA) +O(η2),
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where A is the N ×N matrix whose (j, k)-th entry is

Ajk =





CapB
4π|zj−zk| if j 6= k,

0 if j = k.

As M0 is diagonalisable, it follows that the eigenvalues of M0 are

λ2j = δ
κrCapB

ρr|B| (1 + ηaj) +O(η2),

where 1 ≤ j ≤ N and aj is the j-th eigenvalue of A. Consequently, the eigenvalues of H0

are

λj = ±
√
δ
κrCapB

ρr|B|
Å

1 + η
aj
2

ã

+O(η2). (4.10)

To choose an approximant, as in the case for N = 2, we define

H̃ :=

√
δ
κrCapB

ρr|B| diag(1, 1, ..., 1︸ ︷︷ ︸
N

,−1, −1, ..., −1︸ ︷︷ ︸
N

).

Analogously as in Section 4.1, the higher-order coupling matrix ∆ will in general be 2× 2
block diagonal, so that no coupling occurs between the negative modes and the positive
ones. We therefore seek ∆ of the form

∆ =

Ç

∆1 0

0 ∆2

å

,

where ∆1,∆2 are symmetric, off-diagonal matrices. Comparing the eigenvalues of H̃ +∆
to λj, given in (4.10), we obtain that (up to similarity transformations)

∆1 = ∆2 =
η

2

√
δ
κrCapB

ρr|B| A.

It is evident that the two diagonal blocks ∆1,∆2 are dense and the tight-binding approx-
imant is not tridiagonal. In other words, long-range interactions cannot be ignored, and
nearest-neighbour approximations are not appropriate.

Remark 4.3. In the case where the material parameters are modulated inside the res-
onators, we would proceed in a slightly different way. We would diagonalise the modulated
Hamiltonian H0+εH1 first. The leading-order in both the dilute regime parameter η and
the modulation parameter ε (which will depend upon each other) will provide the sign of
the eigenvalues, which will be ordered in H̃ as in the static case (the positive first, then
the negative). We refer to [12] for a glimpse at the computations needed to obtain these
eigenvalues. For the coupling matrix ∆, which now will in general depend on time, we
would proceed analogously as before: we impose it to be 2×2 block diagonal, and we solve
the systems obtained by imposing the equality between the eigenvalues. By splitting the
equations for the static part and the modulated part, we would obtain two systems. The
static part which has already been computed should solve the first, while the modulated
part could be obtained by solving the second system. We expect it to be as complicated
as the system (3.5), since in the end the matrix H and the approximant will only differ
by a similarity transform.
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5 Concluding remarks

In the first part of this paper, we recast the capacitance matrix formulation of the Hill
equations (2.8) arising from the subwavelength problem (2.1) in a Hamiltonian formula-
tion (3.4). To do so, we had to determine a proper transformation T that would make H
Hermitian. The system arising from imposing the Hermitianity conditions is rather com-
plicated to solve. We used a perturbative argument to simplify the problem by assuming
the modulation to be asymptotically small. The static system was completely solved by
(3.10), where an extra physical interpretation could be obtained by noticing its relation-
ship with the generalised capacitance matrix. For the modulated part, the system still
proved hard to solve. We obtained explicit closed formulas for the one-resonator case.
For the case of arbitrary number of resonators, we provided conditions that made the
under-determined system determined, which proved existence of a transformation yield-
ing a Hermitian Hamiltonian (3.4). For a fixed number of resonators, such equations can
be integrated to obtain an explicit analytic solution, although its complexity makes it
rather impractical in general.

In the second part of this paper, we have highlighted similarities and differences be-
tween the capacitance matrix formulation for the subwavelength resonance problem [4]
and the tight-binding regime in condensed matter theory. The main difference is that lin-
ear combinations of modes of the subwavelength resonance problem (with no modulation)
cannot, in general, be a good approximation of modes relative to multiple resonators, as
they need to be almost constant inside each of the resonators (see [4]). Therefore, we
needed to assume the resonators to be asymptotically small in size (the so called dilute
regime given by (4.1)). Starting from the Hamiltonian formulation previously discovered,
we created a model based on the tight-binding regime. We achieved this using a pertur-
bative argument in terms of the diluteness parameter. The entries of the diagonal of our
approximant represent the self-interaction between a single resonator, which also happens
to be the lowest-order term of the eigenvalues of our Hamiltonian. Subsequently, we added
a higher-order 2× 2 block diagonal matrix which represents the interactions and couples
the modes. The off-diagonal blocks are chosen to be zero in order to avoid non-physical
coupling between modes at positive and at negative frequencies. We emphasised that the
non-zero blocks of this matrix are dense due to the fact that the capacitance matrix is
dense. Therefore, long-range interaction cannot be ignored, and the nearest neighbour
approximation is not applicable.
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