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#### Abstract

We derive bounds on the error, in high-order Sobolev norms, incurred in the approximation of Sobolev-regular as well as analytic functions by neural networks with the hyperbolic tangent activation function. These bounds provide explicit estimates on the approximation error with respect to the size of the neural networks. We show that tanh neural networks with only two hidden layers suffice to approximate functions at comparable or better rates than much deeper ReLU neural networks.


## 1. Introduction

Deep learning, relying on the use of deep artificial neural networks for regression and classification, has been very successful in different contexts in science and engineering in recent years [34. These include image recognition, natural language understanding, machine translation, game intelligence, robotics, autonomous systems and protein folding.

Deep learning is also being increasingly used in scientific computing, particularly in the numerical solution of partial differential equations (PDEs). A very incomplete list of examples for the successful use of deep learning in this context includes the solution of high-dimensional linear and semi-linear parabolic partial differential equations [17, 21] and references therein, the solution of parametric partial differential equations that arise in many-query problems like uncertainty quantification (UQ), PDE constrained optimization and (Bayesian) inverse problems [54, 30, 31, 42, 41, and in infinite-dimensional operator learning frameworks [39, 33, 36]. Another avenue for the application of deep neural networks in scientific computing is provided by physics-informed neural networks (PINNs) [32, 57, 58, 44, 45], which serve as replacements for traditional numerical methods for both forward as well as inverse problems for PDEs.

The question of why deep neural networks are so successful at many diverse tasks in very different fields eludes a definitive answer. A very partial explanation may lie in the fact that artificial neural networks are universal approximators i.e., any continuous (even measurable) mapping can be approximated by artificial neural networks to arbitrarily high accuracy [1, 13, 24] and references therein. However, such universality results only imply the existence of a (shallow) neural network and do not provide any quantitative information (bounds) on the width of the underlying neural networks.

The task of quantitatively relating the size and architecture of neural networks to their expressivity i.e., accuracy in approximating functions of a certain hypothesis class, has received considerable attention in the literature in the last few years. A seminal work in the direction is [65], where the author derived explicit estimates

[^0]on the size (width and depth) of a neural network with a ReLU activation function for approximating Lipschitz functions to any given accuracy in the $L^{\infty}$-norm. Expressivity results for such ReLU neural networks in Sobolev norms were presented in [19, 22, 54] and references therein, see also (35, 49, 53, 60, 66 and references therein for further approximation results for ReLU and related ReQU and RePU activation functions.

Despite the fact that several quantitative results on the expressivity of neural networks have been obtained in recent years, we highlight some of the lacunae of the current state of the art in this direction,

- Most of the available results are on the expressivity and approximation properties of ReLU neural networks. Although ReLU activations are very common in practical applications of deep learning, there is a large number of areas where other activation functions are employed. One of the most popular activations is the tanh (hyperbolic tangent) activation function and the related sigmoid or logistic function (a scaled and shifted tanh). These activation functions are the basis of heavily used recurrent neural network (RNN) architectures such as LSTM 23] and GRU [8. Other areas where smooth activation functions such as tanh are preferred over ReLU is in physics-informed neural networks (PINNs) for solving forward and inverse problems for PDEs [57, [58, 44, 45] and references therein, and in the use of quasi-random training points 47, 38]. Although the approximation abilities of general smooth activation functions have been investigated in [10, 9, 20, 52, 55, 62] and references therein, it is fair to say that the level of detail in existing results for the expressivity of ReLU neural networks, is not yet available for tanh neural networks.
- Moreover, most of the approximation results for smooth activation functions, with the exception of the recent paper [20], measure error in $L^{p_{-}}$ norms. However, it is essential to measure errors in higher-order Sobolev norms for many applications, such as PINNs where the neural network needs to be differentiated in order to evaluate the underlying PDE residual.
- A persistent focus of approximation results for neural networks has been to highlight the role of depth of the neural network, see 56 for a review and further references. In particular, one wishes to prove that very deep neural networks are, in some sense, more expressive than shallower networks and use this to explain the superior performance of deep neural networks in many applications. The empirical superiority of deep networks over their shallower counterparts has indeed been observed in many applications in computer science. However, in the context of scientific computing, empirical experience has revealed that shallower but wider networks result in superior performance over deep and narrow neural networks, see [40] and references therein. A reason for this observation lies in the fact that deeper networks might be harder to train in the relatively data poor regime of scientific computing. Some theoretical understanding of this deterioration of performance for deeper networks, at least in the context of ReLU networks is provided in [18. However, most of the available approximation theory results trade width for depth and there is little theoretical understanding of why relatively shallow networks can perform well in some contexts.
- Most of the available results on expressivity focus on asymptotic approximation rates i.e., the complexity of the network as the approximation error $\epsilon \rightarrow 0$. However, the fundamental question is how large a neural network
should be to provide a certain accuracy of this approximation. This requires going beyond asymptotic approximation rates and providing explicit bounds on the underlying constants. With the exception of [1, 2, such explicit bounds are mostly unavailable.
- The approximation error is only one component of the total error of neural networks, with optimization and generalization errors being the other components 61, 12]. In particular, standard approaches to estimate the generalization error such as covering number estimates [3] or Rademacher complexity 61 require explicit estimates on the weights of the underlying neural networks, in addition to bounds on their width and depth. Such estimates on weights of the best approximations of functions in the class of neural networks are rarely available in the current literature.
The main objective of this paper is to address some of the afore-mentioned deficiencies in the literature on approximation properties of neural networks. We will focus on the expressivity of neural networks with the very popular tanh activation function and will aim to prove error and complexity bounds in high-order Sobolev norms for such tanh neural networks in approximating functions belonging to Sobolev spaces as well as $C^{k}$-spaces. We go beyond the usual practice of proving only asymptotic convergence rates and will provide explicit approximation error bounds for explicit network architectures in order to answer the question of "How large should a neural network be to approximate a specified function to some chosen accuracy $\epsilon>0$ ?". All our results will be for tanh neural networks with at most two hidden layers.

Moreover, we also consider the case of analytic functions and will prove that a two hidden layer tanh neural network suffices to approximate an analytic function at an exponential rate, in terms of the network width, even in Sobolev norms. This result provides an improvement over available results for the approximation of analytic functions by ReLU neural networks [64, [54, 22] and also neural networks with smooth activation functions 43 and further illustrate the powers of rather shallow tanh networks at approximating smooth functions. Finally, we also derive explicit bounds on the width of the tanh neural networks as well as asymptotic bounds on their weights, thus paving the way for bounds on the generalization error for these neural networks.

The rest of the paper is organized as follows: in Section 2, we introduce the notation for the rest of the paper. Our main results, presented in Section 5, rely on the uniform approximation of polynomials by tanh neural networks, discussed in Section 33 and on the approximation of a partition of unity, presented in Section 4. In Section 6. we discuss the contents of this paper and distinguish them from other related papers.

## 2. Preliminaries

We start by providing an overview of all the notation and the definitions that will be used frequently throughout the paper.
2.1. Multi-index notation. For $d \in \mathbb{N}$, we call a $d$-tuple of non-negative integers $\alpha \in \mathbb{N}_{0}^{d}$ a multi-index. We write $|\alpha|=\sum_{i=1}^{d} \alpha_{i}, \alpha!=\prod_{i=1}^{d} \alpha_{i}!$ and, for $x \in \mathbb{R}^{d}$, we denote by $x^{\alpha}=\prod_{i=1}^{d} x_{i}^{\alpha_{i}}$ the corresponding multinomial. Given two multi-indices $\alpha, \beta \in \mathbb{N}_{0}^{d}$, we say that $\alpha \leq \beta$ if, and only if, $\alpha_{i} \leq \beta_{i}$ for all $i=1, \ldots, d$. For a multi-index $\alpha$, we define the following multinomial coefficient

$$
\begin{equation*}
\binom{|\alpha|}{\alpha}=\frac{|\alpha|!}{\alpha!} \tag{1}
\end{equation*}
$$

and, given $\alpha \leq \beta$, we define a corresponding multinomial coefficient by

$$
\begin{equation*}
\binom{\beta}{\alpha}=\prod_{i=1}^{d}\binom{\beta_{i}}{\alpha_{i}}=\frac{\beta!}{\alpha!(\beta-\alpha)!} \tag{2}
\end{equation*}
$$

For $\Omega \subseteq \mathbb{R}^{d}$ and $f$ a function that is at least $|\alpha|$ times continuously differentiable on $\Omega$, we define

$$
\begin{equation*}
D^{\alpha} f=\frac{\partial^{|\alpha|} f}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{d}^{\alpha_{d}}} \tag{3}
\end{equation*}
$$

We will frequently encounter the set $P_{n, d}=\left\{\alpha \in \mathbb{N}_{0}^{d}:|\alpha|=n\right\}$ (notation as in [48]). In particular, we will need estimates on its cardinality. This is the subject of the following lemma.

Lemma 2.1. Let $n \in \mathbb{N}, d \in \mathbb{N}_{\geq 2}$ and let $P_{n, d}=\left\{\alpha \in \mathbb{N}_{0}^{d}:|\alpha|=n\right\}$. Then

$$
\begin{equation*}
\left|P_{n, d}\right|=\binom{n+d-1}{n} \leq \sqrt{\pi} \min \left\{e^{d-1} n^{d-1}, e^{n}(d-1)^{n}\right\} \quad \text { and } \quad\left|P_{d, d}\right| \leq 5^{d} \tag{4}
\end{equation*}
$$

Proof. It is well known that $\left|P_{n, d}\right|=\binom{n+d-1}{n}$. We use Stirling's approximation,

$$
\begin{aligned}
\left|P_{n, d}\right| & =\binom{n+d-1}{n} \leq \frac{e(n+d-1)^{n+d-1 / 2}}{2 \pi n^{n+1 / 2}(d-1)^{d-1 / 2}} \\
& \leq \frac{e}{2 \pi}\left(\frac{n+d-1}{d-1}\right)^{d-1}\left(\frac{n+d-1}{n}\right)^{n} \sqrt{\frac{n+d-1}{n(d-1)}} \\
& \leq \frac{e}{\sqrt{2} \pi}\left(1+\frac{n}{d-1}\right)^{d-1}\left(1+\frac{d-1}{n}\right)^{n}
\end{aligned}
$$

To estimate the last term, we note that there are two possible approximations: for $a, b \geq 1$ it holds that $(1+a / b)^{b} \leq e a^{b}$ and also $(1+a / b)^{b} \leq e^{a}$. Using the fact that $e^{2} / \sqrt{2} \pi \leq \sqrt{\pi}$, we obtain

$$
\begin{equation*}
\left|P_{n, d}\right| \leq \sqrt{\pi} e^{d-1} n^{d-1} \quad \text { and } \quad\left|P_{n, d}\right| \leq \sqrt{\pi} e^{n}(d-1)^{n} \tag{5}
\end{equation*}
$$

Setting $n=d$ for $\lambda \in \mathbb{N}$, we also find that

$$
\begin{equation*}
\left|P_{d, d}\right| \leq \frac{e}{\sqrt{2} \pi}\left(1+\frac{d}{d-1}\right)^{d}\left(1+\frac{d-1}{d}\right)^{d} \leq\left(3+\frac{d}{d-1}\right)^{d} \leq 5^{d} \tag{6}
\end{equation*}
$$

since $\frac{e}{\sqrt{2} \pi} \leq 1$ and $\frac{x}{x-1} \leq 2$ for $x \geq 2$.
2.2. Sobolev spaces. Let $d \in \mathbb{N}, 1 \leq p \leq \infty$ and let $\Omega \subseteq \mathbb{R}^{d}$ be open. We denote by $L^{p}(\Omega)$ the usual Lebesgue space and for $k \in \mathbb{N}_{0}$ we define the Sobolev space $W^{k, p}(\Omega)$ as

$$
\begin{equation*}
W^{k, p}(\Omega)=\left\{f \in L^{p}(\Omega): D^{\alpha} f \in L^{p}(\Omega) \text { for all } \alpha \in \mathbb{N}_{0}^{d} \text { with }|\alpha| \leq k\right\} \tag{7}
\end{equation*}
$$

For $p<\infty$, we define the following seminorms on $W^{k, p}(\Omega)$,

$$
\begin{equation*}
|f|_{W^{m, p}(\Omega)}=\left(\sum_{|\alpha|=m}\left\|D^{\alpha} f\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p} \quad \text { for } m=0, \ldots, k \tag{8}
\end{equation*}
$$

and for $p=\infty$ we define

$$
\begin{equation*}
|f|_{W^{m, \infty}(\Omega)}=\max _{|\alpha|=m}\left\|D^{\alpha} f\right\|_{L^{\infty}(\Omega)} \quad \text { for } m=0, \ldots, k \tag{9}
\end{equation*}
$$

Based on these seminorms, we can define the following norm for $p<\infty$,

$$
\begin{equation*}
\|f\|_{W^{k, p}(\Omega)}=\left(\sum_{m=0}^{k}|f|_{W^{m, p}(\Omega)}^{p}\right)^{1 / p} \tag{10}
\end{equation*}
$$

and for $p=\infty$ we define the norm

$$
\begin{equation*}
\|f\|_{W^{k, \infty}(\Omega)}=\max _{0 \leq m \leq k}|f|_{W^{m, \infty}(\Omega)} \tag{11}
\end{equation*}
$$

The space $W^{k, p}(\Omega)$ equipped with the norm $\|\cdot\|_{W^{k, p}(\Omega)}$ is a Banach space.
2.3. Neural networks. In this paper, we will consider function approximation using feedforward artificial neural networks where only connections between neighbouring layers are allowed. In the following, we formally introduce our definition of a neural network and the related terminology.

Let $L \in \mathbb{N}$ and $l_{0}, \ldots, l_{L} \in \mathbb{N}$. Let $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ be an activation function and define the parameter space

$$
\begin{equation*}
\Theta=\bigcup_{L \in \mathbb{N} l_{0}, \ldots, l_{L} \in \mathbb{N}} \bigcup_{k=1}^{\perp}\left(\mathbb{R}^{l_{k} \times l_{k-1}} \times \mathbb{R}^{l_{k}}\right) \tag{12}
\end{equation*}
$$

For $\theta \in \Theta$, we define $\theta_{k}:=\left(W_{k}, b_{k}\right)$ and $\mathcal{A}_{k}: \mathbb{R}^{l_{k-1}} \rightarrow \mathbb{R}^{l_{k}}: x \mapsto W_{k} x+b_{k}$ for $1 \leq k \leq L$ and we denote by $\Psi_{\theta}: \mathbb{R}^{l_{0}} \rightarrow \mathbb{R}^{l_{L}}, x \mapsto \Psi_{\theta}(x)$, the function

$$
\Psi_{\theta}(x)= \begin{cases}\mathcal{A}_{1}(x) & L=1,  \tag{13}\\ \left(\mathcal{A}_{L} \circ \sigma \circ \mathcal{A}_{L-1} \circ \sigma \circ \cdots \circ \sigma \circ \mathcal{A}_{1}\right)(x) & L \geq 2,\end{cases}
$$

where $\sigma$ is applied element-wise. We refer to $\Psi_{\theta}$ as the realization of the neural network associated to the parameter $\theta$ with $L$ layers and widths $\left(l_{0}, l_{1}, \ldots, l_{L}\right)$. We refer to the first $L-1$ layers as hidden layers. For $1 \leq k \leq L$, we say that layer $k$ has width $l_{k}$ and we refer to $W_{k}$ and $b_{k}$ as the weights and biases corresponding to layer $k$. The width of $\Psi_{\theta}$ is defined as $\max \left(l_{0}, \ldots, l_{L}\right)$. If $L=2$, we say that $\Psi_{\theta}$ is a shallow neural network; if $L \geq 3$, we say that $\Psi_{\theta}$ is a deep neural network. Hence, a shallow neural network has exactly one hidden layer whereas deep neural networks can have two or more hidden layers.

In this work, we will focus on neural networks which use the hyperbolic tangent as activation function, defined by

$$
\begin{equation*}
\sigma(x):=\tanh (x)=\frac{e^{x}-e^{-x}}{e^{x}+e^{-x}} \quad \text { for } x \in \mathbb{R} \tag{14}
\end{equation*}
$$

We will refer to these networks as tanh neural networks. Even though our ideas can be carried over to other smooth activation functions, focusing on a particular activation will allow us to prove precise and explicit bounds without sacrificing the clarity of our arguments. In particular, we note that all results of this work directly apply to the sigmoid or logistic activation function, which is simply a shifted and scaled version of the hyperbolic tangent.

We close this section by recalling some basic properties of neural network calculus which we will use throughout, without explicitly referring to them.

Proposition 2.2 (Parallelization of neural networks). Let $L \in \mathbb{N}, l_{0}, l_{0}^{\prime}, \ldots, l_{L}, l_{L}^{\prime} \in$ $\mathbb{N}$ and $\theta, \vartheta \in \Theta$ such that $\Psi_{\theta}$ is a neural network with widths $\left(l_{0}, \ldots, l_{L}\right)$ and $\Psi_{\vartheta}$ is a neural network with widths $\left(l_{0}^{\prime}, \ldots, l_{L}^{\prime}\right)$. Then there exists $\eta \in \Theta$ such that $\Psi_{\eta}$ is a neural network with widths $\left(l_{0}+l_{0}^{\prime}, \ldots, l_{L}+l_{L}^{\prime}\right)$ for which it holds that $\Psi_{\eta}(x)=\left(\Psi_{\theta}\left(\left(x_{1}, \ldots, x_{l_{0}}\right)\right), \Psi_{\vartheta}\left(\left(x_{l_{0}+1}, \ldots, x_{l_{0}+l_{0}^{\prime}}\right)\right)\right)$ for all $x \in \mathbb{R}^{l_{0}+l_{0}^{\prime}}$.

Proposition 2.3 (Composition of neural networks). Let $L, L^{\prime} \in \mathbb{N}, l_{0}, \ldots, l_{L}=$ $l_{0}^{\prime}, \ldots, l_{L^{\prime}}^{\prime} \in \mathbb{N}$ and $\theta, \vartheta \in \Theta$ such that $\Psi_{\theta}$ is a neural network with widths $\left(l_{0}, \ldots, l_{L}\right)$ and $\Psi_{\vartheta}$ is a neural network with widths $\left(l_{0}^{\prime}, \ldots, l_{L^{\prime}}^{\prime}\right)$. Then there exists $\eta \in \Theta$ such that $\Psi_{\eta}$ is a neural network with widths $\left(l_{0}, \ldots, l_{L}=l_{0}^{\prime}, \ldots, l_{L^{\prime}}^{\prime}\right)$ for which it holds that $\Psi_{\eta}=\Psi_{\vartheta} \circ \Psi_{\theta}$.

## 3. Uniform approximation of polynomials

The first step in our strategy for deriving bounds on approximation error for tanh neural networks is to provide uniform bounds in Sobolev norms, on the error for approximating polynomials by shallow tanh neural networks. We do so in the current section.

The observation that a shallow neural network of fixed size can approximate monomials to arbitrary accuracy in the supremum norm was already observed in 555. A generalization of this approximation result to Sobolev norms was proven in e.g. [20. In the current section, we present a novel generalization that allows us to obtain explicit error estimates for the uniform approximation of all polynomials of a certain maximal degree, which will be crucial for the efficient approximation of analytic functions.
3.1. Univariate polynomials. We first describe how to approximate univariate polynomials of any degree with tanh neural networks. We introduce the $p$-th order central finite difference operator $\delta_{h}^{p}$ for any $f \in C^{p+2}([a, b])$ for some $p \in \mathbb{N}$ by

$$
\begin{equation*}
\delta_{h}^{p}[f](x)=\sum_{i=0}^{p}(-1)^{i}\binom{p}{i} f\left(x+\left(\frac{p}{2}-i\right) h\right) . \tag{15}
\end{equation*}
$$

Next we define for any $p \in \mathbb{N}, q \in 2 \mathbb{N}-1$ and $M>0$ the monomials $f_{p}:[-M, M] \rightarrow$ $\mathbb{R}$ and the tanh neural networks $\hat{f}_{q, h}:[-M, M] \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
f_{p}(y):=y^{p} \quad \text { and } \quad \hat{f}_{q, h}(y):=\frac{\delta_{h y}^{q}[\sigma](0)}{\sigma^{(q)}(0) h^{q}} \tag{16}
\end{equation*}
$$

We first prove that these neural networks are accurate approximations to monomials with odd degree.
Lemma 3.1. Let $k \in \mathbb{N}_{0}$ and $s \in 2 \mathbb{N}-1$. Then it holds that for all $\epsilon>0$ there exists $h>0$ and a shallow tanh neural network $\Psi_{s, h}:[-M, M] \rightarrow \mathbb{R}^{\frac{s+1}{2}}$ of width $\frac{s+1}{2}$ such that

$$
\begin{equation*}
\max _{\substack{p \leq s, p \text { odd }}}\left\|f_{p}-\left(\Psi_{s, h}\right)_{p}\right\|_{W^{k, \infty}} \leq \epsilon, \tag{17}
\end{equation*}
$$

Moreover, the weights of $\Psi_{s, h}$ scale as $O\left(\epsilon^{-s / 2}(2(s+2) \sqrt{2 M})^{s(s+3)}\right)$ for small $\epsilon$ and large $s$.

Proof. Let $p \leq s$ be odd and let $0<h<2 / p M$. Let $0 \leq m \leq \min \{k, p+1\}$. Then Taylor's theorem guarantees the existence of $\xi_{x, i}$ such that

$$
\begin{aligned}
\frac{d^{m}}{d x^{m}} \delta_{h x}^{p}[\sigma](0)= & \sum_{i=0}^{p}(-1)^{i}\binom{p}{i}\left(\frac{p}{2}-i\right)^{m} h^{m} \cdot \sigma^{(m)}\left(\left(\frac{p}{2}-i\right) h x\right) \\
= & \sum_{i=0}^{p}(-1)^{i}\binom{p}{i}\left(\frac{p}{2}-i\right)^{m} h^{m}\left(\sum_{l=m}^{p+1} \frac{\sigma^{(l)}(0)}{(l-m)!}\left(\frac{p}{2}-i\right)^{l-m}(h x)^{l-m}\right) \\
& +\sum_{i=0}^{p}(-1)^{i}\binom{p}{i}\left(\frac{p}{2}-i\right)^{m} h^{m} \frac{\sigma^{(p+2)}\left(\xi_{x, i}\right)}{(p+2-m)!}\left(\frac{p}{2}-i\right)^{p+2-m}(h x)^{p+2-m} .
\end{aligned}
$$

From [27, Theorem 1] it follows that

$$
\sum_{i=0}^{p}(-1)^{i}\binom{p}{i}\left(\frac{p}{2}-i\right)^{l}=p!\delta(l-p)= \begin{cases}p!, & (l=p)  \tag{18}\\ 0, & (l \neq p)\end{cases}
$$

for $l=0, \ldots, p$. We observe that 18 remains true also for $l=p+1$, since all summands change sign when $i$ is replaced by $p-i$. Using this fact, we can then rewrite the first term as

$$
\begin{align*}
& \sum_{i=0}^{p}(-1)^{i}\binom{p}{i}\left(\frac{p}{2}-i\right)^{m} h^{m}\left(\sum_{l=m}^{p+1} \frac{\sigma^{(l)}(0)}{(l-m)!}\left(\frac{p}{2}-i\right)^{l-m}(h x)^{l-m}\right) \\
& \quad=h^{m} \sum_{l=m}^{p+1} \frac{\sigma^{(l)}(0)}{(l-m)!}(h x)^{l-m} \sum_{i=0}^{p}(-1)^{i}\binom{p}{i}\left(\frac{p}{2}-i\right)^{l}  \tag{19}\\
& \quad=\left\{\begin{array}{ll}
h^{m} \frac{\sigma^{(p)}(0)}{(p-m)!}(h x)^{p-m} p!, & 0 \leq m \leq p \\
0, & m=p+1
\end{array}\right\}=h^{p} \sigma^{(p)}(0) f_{p}^{(m)}(x) .
\end{align*}
$$

Combining the previous results, it thus follows that we have
$\hat{f}_{p, h}^{(m)}(x)-f_{p}^{(m)}(x)=\sum_{i=0}^{p}(-1)^{i}\binom{p}{i} \frac{1}{(p+2-m)!} \frac{\sigma^{(p+2)}\left(\xi_{x, i}\right)}{\sigma^{(p)}(0)}\left(\frac{p}{2}-i\right)^{p+2} h^{2} x^{p+2-m}$.
Together with the lower and upper bounds on the derivatives of $\sigma$ from Lemma A. 1 and Lemma A. 4 this yields for $m \leq \min (k, p+1)$ :

$$
\begin{align*}
\left|f_{p}-\hat{f}_{p, h}\right|_{W^{m, \infty}} & \leq \sum_{i=0}^{p}\binom{p}{i} \frac{\left|\sigma^{(p+2)}\left(\xi_{x, i}\right)\right|}{\left|\sigma^{(p)}(0)\right|}\left|\frac{p}{2}-i\right|^{p+2} h^{2} M^{p+2} \\
& \leq 2^{p} \frac{(2(p+2))^{p+3}}{1}\left(\frac{p}{2}\right)^{p+2} h^{2} M^{p+2}  \tag{20}\\
& \leq(2(p+2) p M)^{p+3} h^{2} .
\end{align*}
$$

If $k \leq p+1$, then this shows that

$$
\begin{equation*}
\left\|f_{p}-\hat{f}_{p, h}\right\|_{W^{k, \infty}} \leq(2(p+2) p M)^{p+3} h^{2} . \tag{21}
\end{equation*}
$$

If $k>p+1$, let $p+2 \leq m \leq k$. In this case, $f_{p}^{(m)}=0$, therefore it suffices to bound $\hat{f}_{p, h}^{(m)}$. We see that for $0<h<1$,

$$
\begin{align*}
\left|\hat{f}_{p, h}^{(m)}(x)\right| & =\left|\frac{1}{h^{p} \sigma^{(p)}(0)} \sum_{i=0}^{p}(-1)^{i}\binom{p}{i}\left(\frac{p}{2}-i\right)^{m} h^{m} \cdot \sigma^{(m)}\left(\left(\frac{p}{2}-i\right) h x\right)\right| \\
& \leq 2 \sum_{i=0}^{p}\binom{p}{i}\left|\frac{p}{2}-i\right|^{m} h^{2}(2 m)^{m+1}  \tag{22}\\
& \leq 2^{p+1}\left(\frac{p}{2}\right)^{k}(2 k)^{k+1} h^{2} \leq(2 p k)^{k+1} h^{2} .
\end{align*}
$$

We thus obtain, for arbitrary $k \in \mathbb{N}$ :

$$
\begin{equation*}
\left\|f_{p}-\hat{f}_{p, h}\right\|_{W^{k, \infty}} \leq\left((2(p+2) p M)^{p+3}+(2 p k)^{k+1}\right) h^{2}=: \epsilon \tag{23}
\end{equation*}
$$

Furthermore observe that the weights scale as $O\left(\max _{i}\binom{p}{i} h^{-p}\right)$. For $\epsilon \rightarrow 0$ and large $p$, it holds that $O\left(h^{-p}\right)=O\left(\epsilon^{-p / 2}((p+2) \sqrt{2 M})^{p(p+3)}\right)$, where the implied
constant depends on $k$. Next, we find using Stirling's approximation that for $0 \leq$ $i \leq p$ it holds that

$$
\begin{equation*}
\binom{p}{i} \leq\binom{ p}{\frac{p-1}{2}} \leq \frac{e p^{p+1 / 2}}{2 \pi\left(\frac{p-1}{2}\right)^{\frac{p}{2}}\left(\frac{p+1}{2}\right)^{\frac{p}{2}+1}}=O\left(\frac{2^{p}}{\sqrt{p}}\right) \tag{24}
\end{equation*}
$$

The weights therefore scale as $O\left(\epsilon^{-p / 2}(2(p+2) \sqrt{2 M})^{p(p+3)}\right)$.
Regarding the network architecture, note that the neurons needed for all $\hat{f}_{p, h}$ are already available in the network $\hat{f}_{s, h}$. This allows us to define the shallow tanh neural network $\Psi_{s, h}$ by $\left(\Psi_{s, h}\right)_{p}=\hat{f}_{p, h}$ such that it only has $\frac{s+1}{2}$ neurons in its hidden layer. The width follows directly from its definition and the fact that $\sigma$ is an odd function.

We would like to state that the above proof is largely inspired by [20, Proposition 4.7] but differs at some crucial points. In particular, we take into account the fact that $\xi_{x, i}$ 's are functions of $x$ and derivatives with respect to $x$ have to take this into account.

We now extend the previous result to monomials with even degree. To this end, we rely on the observation that for $n \in \mathbb{N}$ and $\alpha>0$, it holds that

$$
\begin{align*}
& y^{2 n}=\frac{1}{2 \alpha(2 n+1)}\left((y+\alpha)^{2 n+1}-(y-\alpha)^{2 n+1}\right. \\
&\left.-2 \sum_{k=0}^{n-1}\binom{2 n+1}{2 k} \alpha^{2(n-k)+1} y^{2 k}\right) . \tag{25}
\end{align*}
$$

This formula allows us to construct recursively defined tanh neural network approximations of even powers of $y$. The following lemma quantifies the uniform approximation accuracy of these networks in the Sobolev norm.

Lemma 3.2. Let $k \in \mathbb{N}_{0}, s \in 2 \mathbb{N}-1$ and $M>1$. For every $\epsilon>0$, there exists $h>0$ and a shallow tanh neural network $\psi_{s, h}:[-M+1, M-1] \rightarrow \mathbb{R}^{s}$ of width $\frac{3(s+1)}{2}$ such that

$$
\begin{equation*}
\max _{p \leq s}\left\|f_{p}-\left(\psi_{s, h}\right)_{p}\right\|_{W^{k, \infty}} \leq \epsilon \tag{26}
\end{equation*}
$$

Furthermore, the weights scale as $O\left(\epsilon^{-s / 2}(\sqrt{M}(s+2))^{3 s(s+3) / 2}\right)$ for small $\epsilon$ and large $s$.

Proof. For $p \leq s, \alpha \leq 1$ and $y \in[-M+1, M-1]$, we define $\left(\psi_{s, h}(y)\right)_{p}=\hat{f}_{p, h}(y)$ for $p$ odd and, for $p=2 n$ even, we define $\left(\psi_{s, h}(y)\right)_{p}=\left(\psi_{s, h}(y)\right)_{2 n}$ recursively by $\left(\psi_{s, h}\right)_{0}(y):=1$, and

$$
\begin{align*}
&\left(\psi_{s, h}(y)\right)_{2 n}=\frac{1}{2 \alpha(2 n+1)}\left(\hat{f}_{2 n+1, h}(y+\alpha)-\hat{f}_{2 n+1, h}(y-\alpha)\right. \\
&\left.-2 \sum_{k=0}^{n-1}\binom{2 n+1}{2 k} \alpha^{2(n-k)+1}\left(\psi_{s, h}(y)\right)_{2 k}\right) \tag{27}
\end{align*}
$$

Moreover, we introduce the notation $E_{p}=\left\|f_{p}-\left(\psi_{s, h}\right)_{p}\right\|_{W^{k}, \infty}$. We will prove the statement that for all $\epsilon>0$, there exists $h>0$, such that for all $p \leq s$, we have

$$
\begin{equation*}
E_{p} \leq E_{p}^{*}:=\frac{2^{p / 2}(1+\alpha)^{\left(p^{2}+p\right) / 2}}{\alpha^{p / 2}} \cdot \epsilon . \tag{28}
\end{equation*}
$$

We first note that choosing $h$ as in Lemma 3.1 implies that

$$
\begin{equation*}
\max _{\substack{p \leq s, p \text { odd }}} E_{p} \leq \epsilon, \tag{29}
\end{equation*}
$$

which proves the statement for $p$ odd, since $(1+\alpha) / \alpha \geq 1$. We will now prove (28) for even $p$ using induction. First note that

$$
\begin{equation*}
E_{2} \leq \frac{1}{6 \alpha} \cdot 2 \epsilon \leq E_{2}^{*} \tag{30}
\end{equation*}
$$

which proves the base step. To prove the induction step, let $n \in \mathbb{N}$ be such that $2 n+1 \leq s$ and $n>1$, and we assume by the induction hypothesis that $E_{2 k} \leq E_{2 k}^{*}$ for all $k<n$. It then follows from (25) and (27), that

$$
\begin{equation*}
E_{2 n} \leq \frac{1}{2 \alpha(2 n+1)}\left(E_{2 n+1}+E_{2 n+1}+2 \sum_{k=1}^{n-1}\binom{2 n+1}{2 k} \alpha^{2(n-k)+1} E_{2 k}\right) \tag{31}
\end{equation*}
$$

Note that by the induction hypothesis and the fact that $E_{2 k}^{*}$ is monotonically increasing in $k$, we have $E_{2 k} \leq E_{2 k}^{*} \leq E_{2(n-1)}^{*}$. Using also (29), and the fact that $\epsilon \leq E_{2(n-1)}^{*}$, this allows us to estimate (31), by

$$
\begin{align*}
E_{2 n} & \leq \frac{1}{\alpha(2 n+1)}\left(\max _{\substack{p \leq s, p \text { odd }}} E_{p}+\sum_{k=1}^{n-1}\binom{2 n+1}{2 k} \alpha^{2(n-k)+1} E_{2(n-1)}^{*}\right) \\
& \leq \frac{1}{\alpha}\left(E_{2(n-1)}^{*}+(1+\alpha)^{2 n+1} E_{2(n-1)}^{*}\right)  \tag{32}\\
& \leq \frac{2}{\alpha}(1+\alpha)^{2 n+1} E_{2(n-1)}^{*} .
\end{align*}
$$

Recalling the definition of $E_{2(n-1)}^{*}$, we obtain

$$
\begin{equation*}
E_{2 n} \leq \frac{2}{\alpha}(1+\alpha)^{2 n+1} E_{2(n-1)}^{*} \leq\left(\frac{2}{\alpha}(1+\alpha)^{2 n+1}\right)^{n} \cdot \epsilon=E_{2 n}^{*} \tag{33}
\end{equation*}
$$

This proves the claimed estimate $\sqrt{28}$ ) also for the case where $p=2 n$ is even, and therefore concludes the proof of 28 ).

Next, we optimize 28) by choosing the optimal value of $\alpha$. Lemma A. 2 proves that the optimal choice is $\alpha=1 / s$. We conclude that for any $\epsilon>0$, there exists a shallow tanh neural network $\psi_{s, h}$, with width independent of $\epsilon$, such that

$$
\begin{equation*}
\max _{p \leq s}\left\|f_{p}-\left(\psi_{s, h}\right)_{p}\right\|_{W^{k, \infty}} \leq \sqrt{e}(2 e s)^{s / 2} \epsilon \tag{34}
\end{equation*}
$$

Replacing $\epsilon \rightarrow \epsilon / \sqrt{e}(2 e s)^{s / 2}$ recovers the claimed error bound in the statement of this lemma. To quantify the size of the weights, we observe that equation 27) reveals that the weight bound of Lemma 3.1 needs to be multiplied with a factor

$$
\begin{equation*}
\max _{k} s\binom{s}{2 k}\left(\frac{1}{s}\right)^{s-2 k} \leq s \sum_{j=0}^{s}\binom{s}{j}\left(\frac{1}{s}\right)^{s-j} \leq s\left(1+\frac{1}{s}\right)^{s}=O(s) \tag{35}
\end{equation*}
$$

where we used the binomial theorem. The weight bound can seen to be equal to

$$
\begin{equation*}
O\left(\epsilon^{-s / 2} s(2 \sqrt[4]{2 e s} \sqrt{2 M}(s+2))^{s(s+3)}\right)=O\left(\epsilon^{-s / 2}(\sqrt{M}(s+2))^{3 s(s+3) / 2}\right) \tag{36}
\end{equation*}
$$

for small $\epsilon$ and large $s$. This proves the weight bound stated in the lemma.
Finally, we note that the constructed approximations indeed correspond to a shallow tanh neural network of the stated size. Indeed, one can see from the fact that $\sigma$ is odd, equation (15), Lemma 3.1 and equation (27) that a shallow tanh
neural network suffices, where the values of the $3(s+1) / 2$ neurons in the hidden layer are given by

$$
\begin{equation*}
\sigma\left(\left(\frac{s}{2}-i\right) h(y+\beta)\right) \quad \text { where } i=0,1, \ldots \frac{s-1}{2} \text { and } \beta \in\{-\alpha, 0, \alpha\} \tag{37}
\end{equation*}
$$

Remark 3.3. Combined with the Weierstrass approximation theorem [63], the preceding results show that any continuous function can be uniformly approximated in supremum norm on a compact interval by shallow tanh neural networks to arbitrary accuracy, as was already observed by e.g. [55]. Using the constructive proof of the Weierstrass approximation theorem based on Bernstein polynomials, one can even obtain a rate of convergence in terms of the width of the neural network and the modulus of continuity of the continuous function [14.

Remark 3.4. Note that one can also construct monomials with even powers directly, as was done in e.g. [20]. Indeed, there exists an $x \in \mathbb{R}$ such that $\tanh ^{(p)}(x) \neq$ 0 for all $p \in \mathbb{N}$, allowing us to use a neural network as in for even $p$ as well. However, a key difficulty lies in explicitly finding a function $\gamma: \mathbb{N} \rightarrow(0, \infty)$ such that $\left|\tanh ^{(p)}(x)\right| \geq \gamma(p)$ for all $p \in \mathbb{N}$. It is unclear if such a function, which is quite essential when proving uniform bounds as in Lemma 3.2, can be constructed directly. Instead, our construction circumvents this issue and can be readily extended to other activation functions.
3.2. Approximating multivariate polynomials. Next, we consider the approximation of multivariate polynomials using tanh neural networks. As an application, we will also present two different approximations of the multiplication operator.

First, recall the set $P_{n, q}=\left\{\alpha \in \mathbb{N}_{0}^{q}:|\alpha|=n\right\}$ from Section 2.1. The multinomial theorem implies that for $\alpha \in P_{n, q}$ and $\omega \in \mathbb{R}^{q}$, it holds that

$$
\begin{equation*}
\sum_{\beta \in P_{n, q}}\binom{n}{\beta} \frac{\alpha^{\beta}}{n^{n}} \omega^{\beta}=\left(\sum_{i=1}^{q} \frac{\alpha_{i}}{n} \omega_{i}\right)^{n} \tag{38}
\end{equation*}
$$

Now let $x \in \mathbb{R}^{d}$, set $q=d$ and $\omega=x$. Then the set $\left\{\omega^{\beta}: \beta \in P_{n, q}\right\}$ corresponds to the set of all $d$-variate monomials of total degree equal to $n$. Similarly, one can set $q=d+1$ and $\omega=(1, x)$, such that $\left\{\omega^{\beta}: \beta \in P_{n, q}\right\}$ corresponds to the set of all $d$-variate monomials of total degree at most $n$. It is the goal of this section to approximate these monomials $\omega^{\beta}$ using tanh neural networks. Notice however that the results from the previous section already allow us to approximate the right hand side of (38), as it is merely a composition of a linear map and a univariate monomial. Writing $b_{\alpha}=\left(\sum_{i} \alpha_{i} \omega_{i} / n\right)^{n}$ one can interpret (38) for every $\alpha \in P_{n, q}$ as the linear equation $\sum_{\beta} D_{\alpha, \beta} \omega^{\beta}=b_{\alpha}$, where

$$
\begin{equation*}
D_{\alpha, \beta}=\binom{n}{\beta} \frac{\alpha^{\beta}}{n^{n}} \tag{39}
\end{equation*}
$$

which leads us to a linear system $\left\{\sum_{\beta} D_{\alpha, \beta} \omega^{\beta}=b_{\alpha}: \alpha \in P_{n, q}\right\}$ with as unknowns the monomials $\omega^{\beta}$. Since the Dyson matrix $D=\left(D_{\alpha, \beta}\right)_{\alpha, \beta \in P_{n, q}}$, where the order of rows and columns reflects the lexicographic order on $P_{n, q}$, is invertible 48, it is possible to write every monomial as a linear combination of the $b_{\alpha}$ 's. We will exploit this fact to construct approximations of multivariate polynomials and the multiplication $\prod_{i=1}^{d} x_{i}$ in particular.

Lemma 3.5. Let $q, n \in \mathbb{N}, k \in \mathbb{N}_{0}$ and $M>0$. Then for every $\epsilon>0$, there exist a shallow tanh neural network $\Psi_{n, q}:[-M, M]^{q} \rightarrow \mathbb{R}^{\left|P_{n, q}\right|}$ of width $3\left\lceil\frac{n+1}{2}\right\rceil\left|P_{n, q}\right|$ such that

$$
\begin{equation*}
\max _{\beta \in P_{n, q}}\left\|\omega^{\beta}-\left(\Psi_{n, q}(\omega)\right)_{\beta}\right\|_{W^{k, \infty}} \leq \epsilon . \tag{40}
\end{equation*}
$$

Furthermore, the weights of the network scale as $O\left(\epsilon^{-n / 2}(n(n+2))^{3(n+2)^{2}}\right)$ for small $\epsilon$ and large $n$.
Proof. From the previous section, we can see that approximating $b_{\alpha}=\left(\sum_{i} \alpha_{i} \omega_{i} / n\right)^{n}$ requires a shallow tanh subnetwork $\widehat{b_{\alpha}}$ of width $3\left\lceil\frac{n+1}{2}\right\rceil$. As we require $\left|P_{n, q}\right|$ such subnetworks, the total network width can be summarized as $3\left\lceil\frac{n+1}{2}\right\rceil\left|P_{n, q}\right|$. Now denote by $\widehat{\omega^{\beta}}$ the neural network approximation one obtains by solving the linear system $\left\{\sum_{\beta} D_{\alpha, \beta} \widehat{\omega^{\beta}}=\widehat{b_{\alpha}}: \alpha \in P_{n, q}\right\}$. We then set $\left(\Psi_{n, q}(\omega)\right)_{\beta}:=\left(\widehat{\omega^{\beta}}\right)_{\beta}$. Then it holds that

$$
\begin{equation*}
\left\|\left(\widehat{\omega^{\beta}}\right)_{\beta}-\left(\omega^{\beta}\right)_{\beta}\right\|_{W^{k, \infty}} \leq\left\|D^{-1}\right\|_{\infty}\left\|\left(\widehat{b_{\alpha}}\right)_{\alpha}-\left(b_{\alpha}\right)_{\alpha}\right\|_{W^{k, \infty}} . \tag{41}
\end{equation*}
$$

Now define $h_{\alpha}(\omega)=\sum_{i} \alpha_{i} \omega_{i} / n$, then it holds that $\widehat{b_{\alpha}}-b_{\alpha}=\left(\hat{f}_{n, h}-f_{n}\right) \circ h_{\alpha}$. It is easy to check that $\left\|h_{\alpha}\right\|_{W^{k, \infty}} \leq \max \{1, M\}$. Invoking Lemma A. 7 then gives us

$$
\begin{equation*}
\left\|\widehat{b_{\alpha}}-b_{\alpha}\right\|_{W^{k, \infty}} \leq 16\left(e^{2} k^{4} q^{2}\right)^{k}\left\|\hat{f}_{n, h}-f_{n}\right\|_{W^{k, \infty}} \max \{1, M\}^{k} . \tag{42}
\end{equation*}
$$

In addition, Lemma A. 3 provides us with the bound

$$
\begin{equation*}
\left\|D^{-1}\right\|_{\infty} \leq(n!)^{3}\left|P_{n, q}\right|^{2} 2^{n} \leq \pi e^{3} q^{2 n} n^{3(n+1 / 2)} \tag{43}
\end{equation*}
$$

where we used Stirling's approximation and Lemma 2.1. Now let $\epsilon>0$. Combining the two obtained inequalities with Lemma 3.2 then proves the existence of $h>0$ such that

$$
\begin{equation*}
\left\|\left(\widehat{\omega^{\beta}}\right)_{\beta}-\left(\omega^{\beta}\right)_{\beta}\right\|_{W^{k, \infty}} \leq\left\|D^{-1}\right\|_{\infty} \cdot 16\left(e^{2} k^{4} q^{2}\right)^{k} \max \{1, M\}^{k} \cdot \epsilon \tag{44}
\end{equation*}
$$

where the weights of $\hat{f}_{n, h}$ scale as $O\left(\epsilon^{-n / 2}(\sqrt{M}(n+2))^{3 n(n+3) / 2}\right)$ for small $\epsilon$ and large $n$. We can now rescale $\epsilon$ such that

$$
\begin{equation*}
\left\|\left(\widehat{\omega^{\beta}}\right)_{\beta}-\left(\omega^{\beta}\right)_{\beta}\right\|_{W^{k, \infty}} \leq \epsilon . \tag{45}
\end{equation*}
$$

As a consequence, the weights of $\Psi_{n, q}$ will scale as

$$
\begin{equation*}
O\left(\epsilon^{-n / 2}\left\|D^{-1}\right\|_{\infty}^{n / 2+1}\left(4\left(e k^{2} q\right)^{k} \sqrt{1+M}\right)^{n}(\sqrt{M}(n+2))^{3 n(n+2) / 2}\right) \tag{46}
\end{equation*}
$$

Note that $O\left(\left\|D^{-1}\right\|_{\infty}^{n / 2+1}\right)=O\left(\left(\pi e^{3} q n\right)^{3(n+2)^{2} / 2}\right)$ and that therefore a (conservative) upper bound of the weights of $\Psi_{n, q}$ is given by

$$
\begin{equation*}
O\left(\epsilon^{-n / 2}(n(n+2))^{3(n+2)^{2}}\right) \tag{47}
\end{equation*}
$$

for small $\epsilon$ and large $n$.
Corollary 3.6 (Approximation of multivariate monomials). Let $d, s \in \mathbb{N}, k \in \mathbb{N}_{0}$ and $M>0$. Then for every $\epsilon>0$, there exist a shallow tanh neural network $\Phi_{s, d}:[-M, M]^{d} \rightarrow \mathbb{R}^{\left|P_{s, d+1}\right|}$ of width $3\left\lceil\frac{s+1}{2}\right\rceil\left|P_{s, d+1}\right|$ such that

$$
\begin{equation*}
\max _{\beta \in P_{s, d+1}} \sup _{x \in[-M, M]^{d}} \| x^{\beta}-\left(\Phi_{s, d}(x)_{\beta} \|_{W^{k, \infty}} \leq \epsilon\right. \tag{48}
\end{equation*}
$$

Furthermore, the weights of the network scale as $O\left(\epsilon^{-s / 2}(s(s+2))^{3(s+2)^{2}}\right)$ for small $\epsilon$ and large $s$.

Proof. The statement follows directly from Lemma 3.5 with $n \leftarrow s, q \leftarrow d+1$ and $\omega \leftarrow(1, x)$, where $x \in[-M, M]^{d}$.

Next, we discuss how the multiplication operator can be approximated. To begin with, Lemma 3.5 shows that the multiplication of $d$ numbers can easily be approximated using a shallow tanh neural network.
Corollary 3.7 (Shallow approximation of multiplication of $d$ numbers). Let $d \in \mathbb{N}$, $k \in \mathbb{N}_{0}$ and $M>0$. Then for every $\epsilon>0$, there exist a shallow tanh neural network $\widehat{x}_{d}^{\epsilon}:[-M, M]^{d} \rightarrow \mathbb{R}$ of width $3\left\lceil\frac{d+1}{2}\right\rceil\left|P_{d, d}\right|$ such that

$$
\begin{equation*}
\left\|\widehat{x}_{d}^{\epsilon}(x)-\prod_{i=1}^{d} x_{i}\right\|_{W^{k, \infty}} \leq \epsilon \tag{49}
\end{equation*}
$$

Furthermore, the weights of the network scale as $O\left(\epsilon^{-d / 2}\right)$ for small $\epsilon$.
Proof. The statement follows directly from Lemma 3.5 with $n \leftarrow d, q \leftarrow d$ and $\omega \leftarrow x$, where $x \in[-M, M]^{d}$.

One issue with this shallow approximation is that the width of the network grows quickly with the dimension. The next lemma shows that the same accuracy can also be obtained using a deep tanh neural network for which both width and depth scale at most linearly with the input dimension.
Lemma 3.8 (Deep approximation of multiplication of $d$ numbers). Let $d \in \mathbb{N}$, $k \in \mathbb{N}_{0}$ and $M>0$. Then for every $\epsilon>0$, there exist a tanh neural network $\widehat{\mathrm{x}}_{d}^{\epsilon}:[-M, M]^{d} \rightarrow \mathbb{R}$ with $\left\lceil\log _{2}(d)\right\rceil$ hidden layers and of width at most $3 d$ such that

$$
\begin{equation*}
\left\|\widehat{x}_{d}^{\epsilon}(x)-\prod_{i=1}^{d} x_{i}\right\|_{W^{k, \infty}} \leq \epsilon \tag{50}
\end{equation*}
$$

Furthermore, the weights of the network scale as $O\left(\epsilon^{-1 / 2}\right)$ for small $\epsilon$.
Proof. Using the finite difference approach (15), we can approximate the quadratic function using $\delta_{h}^{2}[f]\left(x_{0}\right)$ for some $h>0$ and $x_{0} \in[-1,1]$ such that $\sigma^{(2)}\left(x_{0}\right) \neq 0$. Observing that

$$
\begin{equation*}
x y=\frac{1}{4}\left((x+y)^{2}-(x-y)^{2}\right) \tag{51}
\end{equation*}
$$

then provides a recipe to approximate (in Sobolev norm) the multiplication of two numbers using a shallow tanh neural network with 6 neurons in its hidden layer. The proof is similar to that of Lemma 3.1. Moreover, Lemma 3.1 shows as well that the identity can be approximated using a shallow tanh neural network with only one neuron in its hidden layer.

The multiplication of $d$ numbers then follows easily from the multiplication of 2 numbers. In e.g. [54, Proposition 2.36], it is proven that the multiplication of $d$ numbers requires a neural network in the form of a binary tree of depth $\left\lceil\log _{2}(d)\right\rceil$ where each node computes the (approximate) multiplication of two numbers. The proof of our error bound follows from Lemma A. 6 and A. 7 .
Remark 3.9. For simplicity and motivated by its widespread use, we only focused on the hyperbolic tangent activation function here. Our approach can be generalized to any activation function $\phi$ for which there exist $\mathcal{P} \subseteq \mathbb{N}$ with $\sup \mathcal{P}=\infty$ and an explicitly known function $\gamma: \mathcal{P} \rightarrow(0, \infty)$ with $\mid \phi^{(p)} \geq \gamma(p)$ for all $p \in \mathcal{P}$. Monomials with degree $p \in \mathcal{P}$ can be constructed as in (16), the construction of monomials with degree $p \in \mathbb{N} \backslash \mathcal{P}$ is similar to the one described for multivariate polynomials.

## 4. Approximation of partition of unity

Once we have approximated polynomials with shallow tanh neural networks, the next step in our construction is to approximate a suitable partition of unity. In this section, we show how one can mimic a partition of unity using tanh neural networks. We recall that a partition of unity is a set of functions $f_{i}:[0,1]^{d} \rightarrow[0,1]$ such that every $f_{i}$ is non-zero on only a small part of $[0,1]^{d}$ and such that $\sum_{i} f_{i}=1$. For ReLU and RePU neural networks, such partitions of unity can be constructed exactly 65]. For tanh neural networks, we will prove that an approximate partition of unity can be constructed. A unifying framework for approximating partitions of unity by general neural networks has been proposed in [20].

Let $d, N \in \mathbb{N}$ and $k \in \mathbb{N}_{0}$. For every $j \in \mathbb{N}^{d}$ with $\|j\|_{\infty} \leq N$ we define $x_{j}^{N}$ such that $\left(x_{j}^{N}\right)_{i}=j_{i} / N_{i}$. We also define

$$
\begin{equation*}
I_{j}^{N}=\stackrel{d}{X}\left(\left(j_{i}-1\right) / N, j_{i} / N\right) \tag{52}
\end{equation*}
$$

Let $R>0$ be such that $\sigma^{(m)}$ is decreasing on $[R, \infty)$ for every $1 \leq m \leq k$. Given $\epsilon>0$, we first find an $\alpha=\alpha(N, \epsilon)$ large enough such that

$$
\begin{equation*}
\alpha / N \geq R, \quad 1-\sigma(\alpha / N) \leq \epsilon, \quad \alpha^{m}\left|\sigma^{(m)}(\alpha / N)\right| \leq \epsilon \text { for all } 1 \leq m \leq k \tag{53}
\end{equation*}
$$

This is possible because $\lim _{x \rightarrow \infty} \sigma(x)=1$ and because of LemmaA. A. In particular, Lemma A. 5 shows that a suitable choice of $\alpha$ is given by

$$
\begin{equation*}
\alpha=N \max \left\{R, \ln \left(\frac{(2 k)^{k+1}(N k)^{k}}{e^{k} \epsilon}\right)\right\} . \tag{54}
\end{equation*}
$$

For $y \in \mathbb{R}$, we then define

$$
\begin{align*}
& \rho_{1}^{N}(y)=\frac{1}{2}-\frac{1}{2} \sigma\left(\alpha\left(y-\frac{1}{N}\right)\right)  \tag{55}\\
& \rho_{j}^{N}(y)=\frac{1}{2} \sigma\left(\alpha\left(y-\frac{j-1}{N}\right)\right)-\frac{1}{2} \sigma\left(\alpha\left(y-\frac{j}{N}\right)\right) \quad \text { for } 2 \leq j \leq N-1,  \tag{56}\\
& \rho_{N}^{N}(y)=\frac{1}{2} \sigma\left(\alpha\left(y-\frac{N-1}{N}\right)\right)+\frac{1}{2} . \tag{57}
\end{align*}
$$

In the remainder of the paper, we will assume for simplicity that $\rho_{j}^{N}$ is always of the second form. The calculations involving $\rho_{1}^{N}$ and $\rho_{N}^{N}$ can be done entirely similarly and do not change the stated results. Finally, we define for $D \leq d$ the functions

$$
\begin{equation*}
\Phi_{j}^{N, D}(x)=\prod_{i=1}^{D} \rho_{j_{i}}^{N_{i}}\left(x_{i}\right) \tag{58}
\end{equation*}
$$

and the sets $\mathcal{V}_{D}=\left\{v \in \mathbb{Z}^{d}: \max _{1 \leq i \leq D}\left|v_{i}\right| \leq 1\right.$ and $\left.v_{D+1}=\cdots=v_{d}=0\right\}$. We will prove that the functions $\Phi_{j}^{N, d}$ approximate a partition of unity in the sense that for every $j$ it holds on $I_{j}^{N}$ that,

$$
\begin{equation*}
\sum_{v \in \mathcal{V}_{d}} \Phi_{j+v}^{N, d} \approx 1 \quad \text { and } \quad \sum_{\substack{v \notin \mathcal{V}_{d}, j+v \in\{1, \ldots, N\}^{d}}} \Phi_{j+v}^{N, d} \approx 0 . \tag{59}
\end{equation*}
$$

An example for $d=1$ and $N=7$ is shown in Figure 1. The next two lemmas formalize this approximation. Finally, a tanh neural network approximation of


Figure 1. Example of an approximate partition of unity on $[0,1]$ with $N=7$. The thin lines represent the $\Phi_{j}^{7,1}=\rho_{j}^{7}, 1 \leq j \leq 7$.
$\Phi_{j}^{N, d}$ can be constructed by replacing the multiplication operator by the network from e.g. Corollary 3.7 or Lemma 3.8 .

Lemma 4.1. If $0<\epsilon<1 / 4$, then

$$
\begin{equation*}
\left\|\sum_{v \in \mathcal{V}_{d}} \Phi_{j+v}^{N, d}-1\right\|_{W^{k, \infty}\left(I_{j}^{N}\right)} \leq 2^{d k} d \epsilon . \tag{60}
\end{equation*}
$$

Proof. We will prove the statement holds by induction on $d$. We first note that, for $d=1$, we have

$$
\begin{align*}
\sum_{v \in \mathcal{V}_{1}} \Phi_{j+v}^{N, 1}(x) & =\sum_{l=-1}^{1} \rho_{j_{1}+l}^{N}\left(x_{1}\right)  \tag{61}\\
& =\frac{1}{2} \sigma\left(\alpha\left(x_{1}-\frac{j_{1}-2}{N}\right)\right)-\frac{1}{2} \sigma\left(\alpha\left(x_{1}-\frac{j_{1}+1}{N}\right)\right),
\end{align*}
$$

from which easily follows that

$$
\begin{equation*}
\sum_{v \in \mathcal{V}_{1}} \Phi_{j+v}^{N, 1}(x) \leq 1 . \tag{62}
\end{equation*}
$$

Next, note that for $x \in I_{j}^{N}$

$$
\begin{align*}
\sum_{v \in \mathcal{V}_{1}} \Phi_{j+v}^{N, 1}(x) & =\frac{1}{2} \sigma\left(\alpha\left(x_{1}-\frac{j_{1}-2}{N}\right)\right)-\frac{1}{2} \sigma\left(\alpha\left(x_{1}-\frac{j_{1}+1}{N}\right)\right)  \tag{63}\\
& \geq \sigma\left(\frac{\alpha}{N}\right) \geq 1-\epsilon
\end{align*}
$$

where we used the definition of $\alpha$ on the last line. Furthermore, for $1 \leq m \leq k$, we get that

$$
\begin{equation*}
\left|\frac{d^{m}}{d x^{m}} \sum_{v \in \mathcal{V}_{1}} \Phi_{j+v}^{N, 1}(x)\right| \leq \alpha^{m} \sigma^{(m)}\left(\frac{\alpha}{N}\right) \leq \epsilon, \tag{64}
\end{equation*}
$$

where we used 61) and the monotonic decay of $\sigma^{(m)}(x)$ for $x \in[\alpha / N, \infty)$ and our choice of $\alpha$ (cf. equation (53)). This allows us to conclude that

$$
\begin{equation*}
\left\|\sum_{v \in \mathcal{V}_{1}} \Phi_{j+v}^{N, 1}(x)-1\right\|_{W^{k, \infty}\left(I_{j}^{N}\right)} \leq \epsilon . \tag{65}
\end{equation*}
$$

For the induction step, we assume that for some $2 \leq D \leq d$ it holds that

$$
\begin{equation*}
\left\|\sum_{v \in \mathcal{\mathcal { V } _ { D - 1 }}} \Phi_{j+v}^{N, D-1}-1\right\|_{W^{k, \infty}\left(I_{j}^{N}\right)} \leq 2^{(D-1) k}(D-1) \epsilon \tag{66}
\end{equation*}
$$

Using Lemma A.6. we find that for $x \in I_{j}^{N}$,
(67)

$$
\begin{aligned}
\left\|\sum_{v \in \mathcal{V}_{D}} \Phi_{j+v}^{N, D}(x)-1\right\|_{W^{k, \infty}\left(I_{j}^{N}\right)}= & \left\|\sum_{w \in \mathcal{V}_{1}} \rho_{j_{D}+w}^{N}\left(x_{D}\right) \sum_{v \in \mathcal{V}_{D-1}} \Phi_{j+v}^{N, D-1}(x)-1\right\|_{W^{k, \infty}\left(I_{j}^{N}\right)} \\
\leq & \left\|\sum_{w \in \mathcal{V}_{1}} \rho_{j_{D}+w}^{N}\left(x_{D}\right)-1\right\|_{W^{k, \infty}\left(I_{j}^{N}\right)} \\
& +2^{k}\left\|\sum_{w \in \mathcal{V}_{1}} \rho_{j_{D}+w}^{N}\left(x_{D}\right)\right\|_{W^{k, \infty}\left(I_{j}^{N}\right)}\left\|\sum_{v \in \mathcal{V}_{D-1}} \Phi_{j+v}^{N, D-1}(x)-1\right\|_{W^{k, \infty}\left(I_{j}^{N}\right)} \\
\leq & \epsilon+2^{k} 2^{(D-1) k}(D-1) \epsilon \leq 2^{D k} D \epsilon .
\end{aligned}
$$

This concludes the proof.
Lemma 4.2. Let $k \in \mathbb{N}_{0}$ and $v \in \mathbb{Z}^{d}$ with $\|v\|_{\infty} \geq 2$. Then it holds that

$$
\begin{equation*}
\left\|\Phi_{j+v}^{N, d}\right\|_{W^{k, \infty}\left(I_{j}^{N}\right)} \leq \max \left\{1,(2 k)^{2 k} \alpha^{k}\right\} \epsilon . \tag{68}
\end{equation*}
$$

Proof. Let $x \in I_{j}^{N}$ and let $1 \leq i \leq d$ be an index such that $\left|v_{i}\right| \geq 2$. Using some basic equalities for the hyperbolic tangent function and the definition of $\alpha$, we obtain that

$$
\begin{align*}
\left|\rho_{j_{i}+v_{i}}^{N}\left(x_{i}\right)\right| & \leq \frac{1}{2} \sigma\left(\frac{2 \alpha}{N}\right)-\frac{1}{2} \sigma\left(\frac{\alpha}{N}\right) \\
& =\frac{1}{2} \sigma\left(\frac{\alpha}{N}\right)\left(1-\sigma\left(\frac{2 \alpha}{N}\right) \sigma\left(\frac{\alpha}{N}\right)\right)  \tag{69}\\
& \leq \frac{1}{2}\left(1-\sigma^{2}\left(\frac{\alpha}{N}\right)\right) \leq \epsilon
\end{align*}
$$

In addition, for every $1 \leq \ell \leq d$, it holds that $\left|\rho_{j_{\ell}+v_{\ell}}^{N}\left(x_{\ell}\right)\right| \leq 1$. This implies that

$$
\begin{equation*}
\left\|\Phi_{j+v}^{N, d}\right\|_{L^{\infty}\left(I_{j}^{N}\right)} \leq \epsilon . \tag{70}
\end{equation*}
$$

Let $1 \leq m \leq k$, then it holds that (by our choice of the index $i$ ),

$$
\begin{equation*}
\left|\frac{d^{m}}{d x_{i}^{m}} \rho_{j_{i}+v_{i}}^{N}\left(x_{i}\right)\right| \leq \alpha^{m}\left|\sigma^{(m)}\left(\frac{\alpha}{N}\right)\right| \leq \epsilon . \tag{71}
\end{equation*}
$$

Now let $\beta \in \mathbb{N}^{d}$ such that $1 \leq|\beta| \leq k$. Then

$$
\begin{equation*}
\left|D^{\beta} \Phi_{j+v}^{N, d}(x)\right|=\left|\prod_{\ell=1}^{d} \frac{d^{\beta_{\ell}}}{d x_{\ell}^{\beta_{\ell}}} \rho_{j_{\ell}+v_{\ell}}^{N_{\ell}}\left(x_{\ell}\right)\right| \leq \epsilon \prod_{\ell=1, \ell \neq i, \beta_{\ell} \neq 0}^{d}\left(2 \beta_{\ell}\right)^{\beta_{\ell}+1} \alpha^{\beta_{\ell}} \leq \epsilon(2 k)^{2 k} \alpha^{k} \tag{72}
\end{equation*}
$$

where we used the fact that $\left|\sigma^{(m)}(x)\right| \leq(2 m)^{m+1}$ in the first inequality (cf. Lemma A.4. Combining (70) and 72 proves the statement.

## 5. Main results

5.1. Approximation of functions in Sobolev spaces. We now present the first main result of the paper. It follows from the lemma of Bramble-Hilbert (Lemma A.8) that localized Taylor polynomials can approximate a function $f \in$ $W^{s, \infty}\left([0,1]^{d}\right)$. For functions $f \in C^{s}\left([0,1]^{d}\right)$, this approximation follows from Taylor's theorem (Lemma A.9). We then use the results from the previous two sections to construct tanh neural networks that approximate localized Taylor polynomials in Sobolev norm. We prove that the function $f$ can be approximated by a tanh neural network with two hidden layers and we provide explicit bounds on the width and approximation error.

Theorem 5.1. Let $d, s, k \in \mathbb{N}$ with $s>k, R>0$ as in (53), $\delta>0$ and $f \in$ $W^{s, \infty}\left([0,1]^{d}\right)$. There exists constants $\mathcal{C}(d, k, s, f), N_{0}(d)>0$, such that for every $N \in \mathbb{N}$ with $N>N_{0}(d)$ there exists a tanh neural network $\widehat{f}^{N}$ with two hidden layers, one of width at most $3\left\lceil\frac{s}{2}\right\rceil\left|P_{s-1, d+1}\right|+d(N-1)$ and another of width at most $3\left\lceil\frac{d+2}{2}\right\rceil\left|P_{d+1, d+1}\right| N^{d}$ (or $3\left\lceil\frac{s}{2}\right\rceil+N-1$ and $6 N$ for $d=1$ ), such that,

$$
\begin{equation*}
\left\|f-\widehat{f}^{N}\right\|_{L^{\infty}\left([0,1]^{d}\right)} \leq(1+\delta) \frac{\mathcal{C}(d, 0, s, f)}{N^{s}} \tag{73}
\end{equation*}
$$

and for $k \geq 1$,
$\left\|f-\widehat{f}^{N}\right\|_{W^{k, \infty}\left([0,1]^{d}\right)} \leq 3^{d}\left(1+\frac{\delta}{3}\right)(2(k+1))^{3 k} \max \left\{R^{k}, \ln ^{k}\left(\beta N^{s+d+2}\right)\right\} \frac{\mathcal{C}(d, k, s, f)}{N^{s-k}}$, where we define

$$
\begin{equation*}
\beta=\frac{k^{3} 2^{d} \sqrt{d} \max \left\{1,\|f\|_{W^{k, \infty}\left([0,1]^{d}\right)}^{1 / 2}\right\}}{\delta \min \{1, \sqrt{\mathcal{C}(d, k, s, f)}\}} \tag{75}
\end{equation*}
$$

If $f \in C^{s}\left([0,1]^{d}\right)$, then it holds that

$$
\begin{equation*}
\mathcal{C}(d, k, s, f)=\max _{0 \leq \ell \leq k} \frac{1}{(s-\ell)!}\left(\frac{3 d}{2}\right)^{s-\ell}|f|_{W^{s, \infty}\left([0,1]^{d}\right)}, \quad N_{0}(d)=\frac{3 d}{2} \tag{76}
\end{equation*}
$$

and else it holds that

$$
\begin{equation*}
\mathcal{C}(d, k, s, f)=\max _{0 \leq \ell \leq k} \frac{\pi^{1 / 4} \sqrt{s}}{(s-\ell-1)!}\left(5 d^{2}\right)^{s-\ell}|f|_{W^{s, \infty}\left([0,1]^{d}\right)}, \quad N_{0}(d)=5 d^{2} \tag{77}
\end{equation*}
$$

In addition, the weights of $\widehat{f}^{N}$ scale as $O\left(\mathcal{C}^{-s / 2} N^{s^{2} / 2}(s(s+2))^{3 s(s+2)}\right)$.
Proof. We will prove the theorem in the following manner. We divide the unit cube into $N^{d}$ cubes of edge length $1 / N$. On each of these cubes, $f$ can be approximated in Sobolev norm by a polynomial. The global approximation can then be constructed by multiplying each polynomial with the indicator function of the corresponding cubes and summing over all cubes. We then prove that replacing these polynomials, multiplications and indicator functions with the tanh neural networks from the previous sections results in a new approximation that has approximately the same accuracy. In the last step we'll calculate the size of the required neural network.

Step 1: construction of the approximation. Let us denote $J_{j}^{N}=$ $\times_{i=1}^{d}\left(\left(j_{i}-2\right) / N,\left(j_{i}+1\right) / N\right)$. We calculate that $\operatorname{diam}\left(J_{j}^{N}\right)=\frac{3 \sqrt{d}}{N}$ and that there exists a ball with diameter $\frac{1}{\sqrt{d}} \operatorname{diam}\left(J_{j}^{N}\right)$ such that $J_{j}^{N}$ is star-shaped with respect to every point in this ball. As a consequence, the Bramble-Hilbert lemma (Lemma
A.8 ensures the existence of a polynomial $p_{j}^{N}$ of degree at most $s-1$ such that

$$
\begin{align*}
\left\|f-p_{j}^{N}\right\|_{W^{\ell, \infty}\left(J_{j}^{N}\right)} & \leq \frac{\pi^{1 / 4} \sqrt{s}}{(s-\ell-1)!}\left(\frac{5 d^{2}}{N}\right)^{s-\ell}|f|_{W^{s, \infty}\left([0,1]^{d}\right)}  \tag{78}\\
& \leq \max _{0 \leq m \leq \ell} \frac{\pi^{1 / 4} \sqrt{s}\left(5 d^{2}\right)^{s-m}}{(s-m-1)!} \frac{|f|_{W^{s, \infty}\left([0,1]^{d}\right)}}{N^{s-\ell}}=: \frac{\mathcal{C}(d, \ell, s, f)}{N^{s-\ell}}
\end{align*}
$$

for all $0 \leq \ell \leq k$, under the assumption that $N>5 d^{2}$, and where we used that $3 \sqrt{e} \leq 5$. If moreover $f \in C^{s}\left([0,1]^{d}\right)$, then Taylor's theorem (Lemma A. 9 with $\delta=\frac{\overline{3}}{2 N}$ ) ensures the existence of a polynomial $p_{j}^{N}$ of degree at most $s-1$ such that

$$
\begin{align*}
\left\|f-p_{j}^{N}\right\|_{W^{\ell, \infty\left(J_{j}^{N}\right)}} & \leq \frac{1}{(s-\ell)!}\left(\frac{3 d}{2 N}\right)^{s-\ell}|f|_{W^{s, \infty}\left([0,1]^{d}\right)}  \tag{79}\\
& \leq \max _{0 \leq m \leq \ell} \frac{1}{(s-m)!}\left(\frac{3 d}{2}\right)^{s-m} \frac{|f|_{W^{s, \infty}\left([0,1]^{d}\right)}}{N^{s-\ell}}=: \frac{\mathcal{C}(d, \ell, s, f)}{N^{s-\ell}}
\end{align*}
$$

for all $0 \leq \ell \leq k$, under the assumption that $N>3 d / 2$. The remainder of the argument will be independent of which polynomial $p_{j}^{N}$ and which definition of $\mathcal{C}(d, \ell, s, f)$ is used. To simplify notation, we also define $p^{N}=\sum_{j} p_{j}^{N} \chi_{j}$, where $\chi_{j}$ denotes the indicator function on $I_{j}^{N}$. Next, let $q_{j}^{N}$ be a tanh neural network as in Section 1 such that

$$
\begin{equation*}
\left\|q_{j}^{N}-p_{j}^{N}\right\|_{\left.W^{k, \infty}\left([0,1]^{d}\right]\right)} \leq \eta . \tag{80}
\end{equation*}
$$

In addition, we define

$$
\begin{equation*}
q_{j}^{N}(x) \widehat{\times} \Phi_{j}^{N, d}(x):=\widehat{\times}_{d+1}^{h}\left(q_{j}^{N}(x), \phi_{j_{1}}^{N, d}\left(x_{1}\right), \ldots, \phi_{j_{d}}^{N, d}\left(x_{d}\right)\right), \tag{81}
\end{equation*}
$$

where $\widehat{x}_{d+1}^{h}$ is the network from Corollary 3.7 and $h=h(N)$ will be defined in the remainder of the proof. We then define our approximation as

$$
\begin{equation*}
\widehat{f}^{N}(x)=\sum_{j \in\{1, \ldots, N\}^{d}} q_{j}^{N}(x) \widehat{\times} \Phi_{j}^{N, d}(x) . \tag{82}
\end{equation*}
$$

Step 2: estimating the error of the approximation. The triangle inequality gives us

$$
\begin{align*}
\left\|f-\widehat{f}^{N}\right\|_{W^{k, \infty}\left([0,1]^{d}\right)} & \leq\left\|f-\sum_{j \in\{1, \ldots, N\}^{d}} f \cdot \Phi_{j}^{N, d}\right\|_{W^{k, \infty}\left([0,1]^{d}\right)}+\left\|\sum_{j \in\{1, \ldots, N\}^{d}}\left(f-q_{j}^{N}\right) \cdot \Phi_{j}^{N, d}\right\|_{W^{k, \infty}\left([0,1]^{d}\right)}  \tag{83}\\
& +\left\|\sum_{j \in\{1, \ldots, N\}^{d}}\left(q_{j}^{N} \cdot \Phi_{j}^{N, d}-q_{j}^{N} \widehat{\times} \Phi_{j}^{N, d}\right)\right\|_{W^{k, \infty}\left([0,1]^{d}\right)}
\end{align*}
$$

We proceed by bounding each term of the right hand side separately.

Step 2a: First term of 833 . Let $i \in\{0, \ldots, N\}^{d}$ be arbitrary. Recalling that $\mathcal{V}_{d}=\left\{v \in \mathbb{Z}^{d}:\|v\|_{\infty} \leq 1\right\}$, we observe for $k \geq 1$,
(84)

$$
\begin{aligned}
\left\|f-\sum_{j \in\{1, \ldots, N\}^{d}} f \cdot \Phi_{j}^{N, d}\right\|_{W^{k, \infty}\left(I_{i}^{N}\right)} \leq & 2^{k}\|f\|_{W^{k, \infty}\left(I_{i}^{N}\right)}\left\|1-\sum_{v \in \mathcal{V}_{d}} \Phi_{i+v}^{N, d}\right\|_{W^{k, \infty}\left(I_{i}^{N}\right)} \\
& +2^{k}\|f\|_{W^{k, \infty}\left(I_{i}^{N}\right)}\left\|_{\substack{j \in\{1, \ldots, N\}^{d} \\
j-i \notin \mathcal{V}_{d}}} \Phi_{j}^{N, d}\right\|_{W^{k, \infty}\left(I_{i}^{N}\right)} \\
\leq & 2^{k}\|f\|_{W^{k, \infty}\left(I_{i}^{N}\right)}\left(2^{k d} d \epsilon+N^{d}(2 k)^{2 k} \alpha^{k} \epsilon\right) \\
\leq & 2^{k}\|f\|_{W^{k, \infty}\left(I_{i}^{N}\right)^{k}} 2^{k d} d \epsilon \\
& +2^{k}\|f\|_{W^{k, \infty}\left(I_{i}^{N}\right)} N^{d}(2 k)^{2 k} N^{k}(k+1)^{k} \max \left\{R^{k}, \ln ^{k}\left(\frac{2 N k^{2}}{\epsilon^{\frac{1}{k+1}} e}\right)\right\} \epsilon \\
\leq & \delta(2(k+1))^{3 k} \max \left\{R^{k}, \ln ^{k}\left(\frac{2 N k^{2}}{\epsilon^{\frac{1}{k+1}} e}\right)\right\} \frac{\mathcal{C}(d, k, s, f)}{N^{s-k}},
\end{aligned}
$$

where we used Lemma A.6, Lemma 4.1, Lemma 4.2 and Lemma A.5, as well as a suitable definition of $\epsilon$, satisfying

$$
\begin{equation*}
\epsilon \leq \frac{\delta \mathcal{C}(d, k, s, f)}{2^{(k+1) d} d N^{s+d}\|f\|_{W^{k, \infty}\left([0,1]^{d}\right)}} \tag{85}
\end{equation*}
$$

Analogously, for $k=0$, one can obtain that
(86) $\left\|f-\sum_{j \in\{1, \ldots, N\}^{d}} f \cdot \Phi_{j}^{N, d}\right\|_{L^{\infty}\left(I_{i}^{N}\right)} \leq\|f\|_{L^{\infty}\left(I_{i}^{N}\right)}\left(d \epsilon+N^{d} \epsilon\right) \leq \frac{\delta \mathcal{C}(d, k, s, f)}{3} \frac{N^{s-k}}{}$.

Step 2b: Second term of (83) for $k=0$. In order to bound the second term, we first make some auxiliary calculations. To begin with, we consider the case where $k=0$. We find that

$$
\begin{align*}
\left|\sum_{v \in \mathcal{V}_{d}}\left(f-q_{i+v}^{N}\right) \Phi_{i+v}^{N, d}\right| & \leq \max _{v \in \mathcal{V}_{d}}\left|f-q_{i+v}^{N}\right|\left(\sum_{v \in \mathcal{V}_{d}}\left|\Phi_{i+v}^{N, d}\right|\right)  \tag{87}\\
& =\max _{v \in \mathcal{V}_{d}}\left|f-q_{i+v}^{N}\right|\left|\sum_{v \in \mathcal{V}_{d}} \Phi_{i+v}^{N,,}\right|
\end{align*}
$$

where all functions are evaluated at some $x \in I_{i}^{N}$. We can then use the bounds

$$
\begin{equation*}
\left|f-q_{i+v}^{N}\right| \leq \frac{\mathcal{C}(d, 0, s, f)}{N^{s}}+\eta, \tag{88}
\end{equation*}
$$

which follows from 88 and 80 , and,

$$
\begin{equation*}
\left|\sum_{v \in \mathcal{V}_{d}} \Phi_{i+v}^{N, d}\right| \leq 1+d \epsilon, \tag{89}
\end{equation*}
$$

which follows from Lemma 4.1. As a consequence, we find that

$$
\begin{equation*}
\left\|\sum_{v \in \mathcal{V}_{d}}\left(f-q_{i+v}^{N}\right) \Phi_{i+v}^{N, d}\right\|_{L^{\infty}\left(I_{i}^{N}\right)} \leq\left(\frac{\mathcal{C}(d, k, s, f)}{N^{s-k}}+\eta\right)(1+d \epsilon) . \tag{90}
\end{equation*}
$$

Combining this result with the triangle inequality, 78, 80) and Lemma 4.2 we find that

$$
\begin{align*}
& \left\|\sum_{j \in\{1, \ldots, N\}^{d}}\left(f-q_{j}^{N}\right) \cdot \Phi_{j}^{N, d}\right\|_{L^{\infty}\left(I_{i}^{N}\right)}  \tag{91}\\
& \leq\left\|\sum_{v \in \mathcal{V}_{d}}\left(f-q_{i+v}^{N}\right) \Phi_{i+v}^{N, d}\right\|_{L^{\infty}\left(I_{i}^{N}\right)}+\sum_{\substack{j \in\{1, \ldots, N\}^{d} \\
j-i \notin \mathcal{V}_{d}}}\left\|\left(f-q_{j}^{N}\right)\right\|_{L^{\infty}\left(I_{i}^{N}\right)}\left\|\Phi_{j}^{N, d}\right\|_{L^{\infty}\left(I_{i}^{N}\right)} \\
& \leq\left(\frac{\mathcal{C}(d, k, s, f)}{N^{s-k}}+\eta\right)(1+d \epsilon)+N^{d}(\mathcal{C}(d, k, s, f)+\eta) \epsilon \\
& \leq\left(1+\frac{\delta}{3}\right) \frac{\mathcal{C}(d, k, s, f)}{N^{s-k}} .
\end{align*}
$$

where we obtain the last inequality by making a suitable choice of $\eta$ and $\epsilon$.
Step 2c: Second term of (83) for $k \geq 1$. Next we consider the case where $0<k<s$. Let $\beta \in \mathbb{N}_{0}^{d}$ be such that $|\beta| \leq k$. Then as a consequence of the general Leibniz rule we find that

$$
\begin{equation*}
D^{\beta}\left(\sum_{v \in \mathcal{V}_{d}}\left(f-q_{i+v}^{N}\right) \Phi_{i+v}^{N, d}\right) \leq \sum_{\beta^{\prime} \leq \beta}\binom{\beta}{\beta^{\prime}} \sum_{v \in \mathcal{V}_{d}}\left|D^{\beta^{\prime}}\left(f-q_{i+v}^{N}\right)\right|\left|D^{\beta-\beta^{\prime}} \Phi_{i+v}^{N, d}\right| \tag{92}
\end{equation*}
$$

where all functions are evaluated at some $x \in I_{i}^{N}$. For every $v \in \mathcal{V}_{d}$ and $\beta^{\prime} \leq \beta$ with $\ell:=\left|\beta-\beta^{\prime}\right|$, we can then use the bounds

$$
\begin{equation*}
\left|D^{\beta^{\prime}}\left(f-q_{i+v}^{N}\right)\right| \leq\left\|f-q_{i+v}^{N}\right\|_{W^{k-\ell, \infty}\left(I_{i}^{N}\right)} \leq \frac{\mathcal{C}(d, k-\ell, s, f)}{N^{s-k+\ell}}+\eta, \tag{93}
\end{equation*}
$$

which follows from (78) and 80, and,

$$
\begin{equation*}
\left|D^{\beta-\beta^{\prime}} \Phi_{i+v}^{N, d}\right| \leq \alpha^{\ell}(2 \ell)^{2 \ell}=N^{\ell}(2 \ell)^{2 \ell} \max \left\{R^{\ell}, \ln ^{\ell}\left(\frac{(2 k)^{k+1}(N k)^{k}}{e^{k} \epsilon}\right)\right\} \tag{94}
\end{equation*}
$$

which follows from Lemma A. 4 and Lemma A.5. As $\sum_{\beta^{\prime} \leq \beta}\binom{\beta}{\beta^{\prime}} \leq 2^{k}$ (as a consequence of the multi-binomial theorem), we find that

$$
\begin{equation*}
\left\|\sum_{v \in \mathcal{V}_{d}}\left(f-q_{i+v}^{N}\right) \Phi_{i+v}^{N, d}\right\|_{W^{k, \infty}\left(I_{i}^{N}\right)} \leq 2^{k} 3^{d}\left(\frac{\mathcal{C}(d, k, s, f)}{N^{s-k}}+\eta N^{k}\right)(2 k)^{2 k} \max \left\{R^{k}, \ln ^{k}\left(\frac{\left(2 N k^{2}\right)^{k+1}}{\epsilon e^{k}}\right)\right\} \tag{95}
\end{equation*}
$$

Combining this result with the triangle inequality, Lemma A.5, Lemma A.6, (78), 80), Lemma 4.2 and the fact that $\ln (x) \leq \sqrt{x}$ for $x>0$, we find that
(96)

$$
\begin{aligned}
& \left\|\sum_{j \in\{1, \ldots, N\}^{d}}\left(f-q_{j}^{N}\right) \cdot \Phi_{j}^{N, d}\right\|_{W^{k, \infty}\left(I_{i}^{N}\right)} \\
& \leq\left\|\sum_{v \in \mathcal{V}_{d}}\left(f-q_{i+v}^{N}\right) \Phi_{i+v}^{N, d}\right\|_{W^{k, \infty}\left(I_{i}^{N}\right)}+\sum_{\substack{j \in\{1, \ldots, N\}^{d} \\
j-i \notin \mathcal{V}_{d}}}\left\|\left(f-q_{j}^{N}\right) \Phi_{j}^{N, d}\right\|_{W^{k, \infty}\left(I_{i}^{N}\right)} \\
& \leq\left\|\sum_{v \in \mathcal{V}_{d}}\left(f-q_{i+v}^{N}\right) \Phi_{i+v}^{N, d}\right\|_{W^{k, \infty}\left(I_{i}^{N}\right)}+\sum_{\substack{j \in\{1, \ldots, N\}^{d} \\
j-i \notin \mathcal{V}_{d}}} 2^{k}\left\|\left(f-q_{j}^{N}\right)\right\|_{W^{k, \infty}\left(I_{i}^{N}\right)}\left\|\Phi_{j}^{N, d}\right\|_{W^{k, \infty}\left(I_{i}^{N}\right)} \\
& \leq 2^{k} 3^{d}\left(\frac{\mathcal{C}(d, k, s, f)}{N^{s-k}}+\eta N^{k}\right)(2 k)^{2 k} \max \left\{R^{k}, \ln k\left(\frac{\left(2 N k^{2}\right)^{k+1}}{\epsilon e^{k}}\right)\right\} \\
& \quad+N^{d} 2^{k}(\mathcal{C}(d, k, s, f)+\eta)(2 k)^{2 k} N^{k}(k+1)^{k}\left(\frac{2 N k^{2}}{e}\right)^{k / 2} \sqrt{\epsilon} \\
& \leq 3^{d}\left(1+\frac{\delta}{3}\right)(2(k+1))^{3 k} \max \left\{R^{k}, \ln ^{k}\left(\frac{2 N k^{2}}{\epsilon^{\frac{1}{k+1}} e}\right)\right\} \frac{\mathcal{C}(d, k, s, f)}{N^{s-k}},
\end{aligned}
$$

where we obtain the last inequality by making a suitable choice of $\eta$ and $\epsilon$, satisfying

$$
\begin{equation*}
\eta \leq \frac{\delta \mathcal{C}}{6 N^{s}} \quad \text { and } \quad \epsilon \leq \frac{\delta^{2}}{N^{2 s+2 d+k} k^{k}} \tag{97}
\end{equation*}
$$

where we assumed that $0<\delta<5 / 6$.
Step 2d: Third term of (83). Finally, using the triangle inequality, Lemma A.7, Lemma 3.5 and Lemma A.4 we obtain that for some $C_{k}>0$ depending only on $k$,

$$
\begin{align*}
& \left\|\sum_{j \in\{1, \ldots, N\}^{d}}\left(q_{j}^{N} \cdot \Phi_{j}^{N, d}-q_{j}^{N} \widehat{\times} \Phi_{j}^{N, d}\right)\right\|_{W^{k, \infty}\left(I_{i}^{N}\right)}  \tag{98}\\
& \leq N^{d} C_{k}(d+1)^{d} d^{2 k} \cdot\left\|\widehat{x}_{d+1}^{h}-\prod_{i=1}^{d+1} x_{i}\right\|_{W^{k, \infty}}\left(\|f\|_{W^{k, \infty}\left([0,1]^{d}\right)}+\left\|f-q_{j}^{N}\right\|_{W^{k, \infty}\left([0,1]^{d}\right)}+\left\|\rho_{i}^{N}\right\|_{W^{k, \infty}\left([0,1]^{d}\right)}\right) \\
& \leq N^{d} C_{k}(d+1)^{d} d^{2 k} \cdot h\left(\|f\|_{W^{k, \infty}\left([0,1]^{d}\right)}+\frac{\mathcal{C}(d, k, s, f)}{N^{s-k}}+\eta+(2 \alpha k)^{k+1}\right) \\
& \leq 2^{k} \frac{\delta \mathcal{C}(d, k, s, f)}{3} \frac{N^{s-k}}{}
\end{align*}
$$

where we obtain the last inequality by making a suitable choice of $h$ and $\eta$, satisfying
$\eta \leq\|f\|_{W^{k, \infty}\left([0,1]^{d}\right)} \quad$ and $\quad h \leq \frac{2^{k} \delta \mathcal{C}}{3 N^{d+s-k} C_{k}(d+1)^{d} d^{2 k}\left(2\|f\|_{W^{k, \infty}\left([0,1]^{d}\right)}+\mathcal{C}+(2 \alpha k)^{k+1}\right)}$.
Step 2e: Final error bound. As $i$ was chosen arbitrary, combining the contributions from the three terms of (83) then proves that

$$
\begin{equation*}
\left\|f-\widehat{f}^{N}\right\|_{L^{\infty}\left([0,1]^{d}\right)} \leq(1+\delta) \frac{\mathcal{C}(d, 0, s, f)}{N^{s}} \tag{100}
\end{equation*}
$$

Moreover, from (85) and (97) we find that a suitable definition of $\epsilon$ is given by

$$
\begin{equation*}
\epsilon=\frac{\delta^{2} \min \{1, \mathcal{C}(d, k, s, f)\}}{N^{2 s+2 d+k} k^{k} 2^{(k+1) d} d \max \left\{1,\|f\|_{W^{k, \infty}\left([0,1]^{d}\right)}\right\}} \tag{101}
\end{equation*}
$$

from which it follows that for $k \geq 1$,

$$
\begin{equation*}
\epsilon^{\frac{1}{k+1}} \geq \frac{\delta \min \{1, \sqrt{\mathcal{C}(d, k, s, f)}\}}{N^{s+d+1} k 2^{d} \sqrt{d} \max \left\{1,\|f\|_{W^{k, \infty}\left([0,1]^{d}\right)}^{1 / 2}\right\}} \tag{102}
\end{equation*}
$$

Combining this observation with all previous steps of the proof then leads to the error bound
$\left\|f-\widehat{f}^{N}\right\|_{W^{k, \infty}\left([0,1]^{d}\right)} \leq 3^{d}\left(1+\frac{\delta}{3}\right)(2(k+1))^{3 k} \max \left\{R^{k}, \ln ^{k}\left(\beta N^{s+d+2}\right)\right\} \frac{\mathcal{C}(d, k, s, f)}{N^{s-k}}$,
for $k \geq 1$ and where we define

$$
\begin{equation*}
\beta=\frac{k^{3} 2^{d} \sqrt{d} \max \left\{1,\|f\|_{W^{k, \infty}\left([0,1]^{d}\right)}^{1 / 2}\right\}}{\delta \min \{1, \sqrt{\mathcal{C}(d, k, s, f)}\}} \tag{104}
\end{equation*}
$$

Step 3: Estimating the network and weights sizes. The first hidden layer requires $3\left\lceil\frac{s}{2}\right]\left|P_{s-1, d+1}\right|$ neurons for the computation of all multivariate monomials (cf. Lemma 3.5). For $d=1$, the result follows from Lemma 3.2 instead of Lemma 3.5. For the computation of all $\rho_{j}^{N}\left(x_{i}\right)$ another $d(N-1)$ neurons are needed in the first hidden layer. The second hidden layer needs at most $3\left\lceil\frac{d+2}{2}\right\rceil\left|P_{d+1, d+1}\right|$ neurons for realizing $\widehat{x}_{d+1}^{h}$, which needs to be performed $N^{d}$ times. For $d=1$, six neurons are sufficient to approximate the multiplication (see (51)).

In the proof we achieved the wanted accuracy by making suitable choices of $\eta, \epsilon, h$. From equation 100 and Lemma A.5 it follows that

$$
\begin{equation*}
\alpha=O(N s \ln (\mathcal{C} N)) \tag{105}
\end{equation*}
$$

For the approximate multiplication, (99) requires that $h^{-1}=O\left(N^{2 s+d} s^{k+1}\right)$. Corollary 3.7 then proves that the weights of $\widehat{x}_{d+1}^{h}$ grow as $O\left(N^{d(s+d / 2)} s^{d(k+1) / 2}\right)$. Finally, the condition $\eta^{-1}=O\left(\mathcal{C}^{-1} N^{s}\right)$ from corresponds to weights growing as

$$
\begin{equation*}
O\left(\mathcal{C}^{-s / 2} N^{s^{2} / 2}(s(s+2))^{3 s(s+2)}\right) \tag{106}
\end{equation*}
$$

as a consequence of Corollary 3.6. This concludes the proof.
Remark 5.2. The result of Theorem 5.1 can be generalized to functions $f \in$ $W^{k, p}(\Omega)$ for $p<\infty$. For this, a slightly more general version of Lemmas A. 6 and A.8 is needed. The convergence rate will still be as in Theorem 5.1, only the constant $\mathcal{C}$ will be different.
Remark 5.3. Recently, it has been shown that the curse of dimensionality can be lessened for functions in so-called Korobov spaces 49, 35, 4]. In particular, in 35, Theorem 4.2], this framework is used to show how ReQU neural networks can approximate a $C^{k}\left([-1,1]^{d}\right)$-function to an accuracy of $\epsilon>0$ in supremum norm with at most $O\left(\frac{d}{k} \ln \left(\frac{1}{\epsilon}\right)+d\right)$ hidden layers and at most $O\left(\epsilon^{-\frac{1+\delta}{k}}\left(\frac{1+\delta}{k} \ln \left(\frac{1}{\epsilon}\right)\right)^{d-1}\right)$ neurons and non-zero weights. As their proof builds upon the mimicking of polynomials, it is clear from our results that similar approximation rates can be obtained using tanh neural networks.

One particularly useful consequence of Theorem 5.1 is that it provides an explicit error bound on the approximation of Lipschitz functions using tanh neural networks.

Corollary 5.4. Let $d \in \mathbb{N}$ and let $f:[0,1]^{d} \rightarrow \mathbb{R}$ be a Lipschitz continuous function with Lipschitz constant $L>0$. For every $N \in \mathbb{N}$ with $N>5 d^{2}$ there exists a tanh neural network $\widehat{f}^{N}$ with two hidden layers of widths at most $d(N-1)$ and $3\left\lceil\frac{d+1}{2}\right\rceil\left|P_{d, d}\right| N^{d}$ (or $N-1$ and $6 N$ for $d=1$ ), such that

$$
\begin{equation*}
\left\|f-\widehat{f}^{N}\right\|_{L^{\infty}\left([0,1]^{d}\right)} \leq \frac{7 d^{2} L}{N} \tag{107}
\end{equation*}
$$

Moreover, the weights of $\widehat{f}^{N}$ scale as $O(\sqrt{N})$.
Proof. The corollary follows directly from Theorem 5.1 by setting $k=0, s=1$, choosing $\delta>0$ in such a way that $5(1+\delta) \pi^{1 / 4} \leq 7$ and observing that $|f|_{W^{1, \infty}} \leq L$ because of the Lipschitz continuity of $f$. The constructed network in Theorem 5.1 is based on localized $(s-1)$-th order polynomials. For $s=1$ this corresponds to constant functions, thereby removing the need to mimick monomials. As a consequence, the network width can be simplified to the widths stated in the corollary.
5.2. Approximation of analytic functions. We now investigate how we can apply Theorem5.1 to analytic functions. As the class of analytic functions coincides with the Gevrey class $G^{1}$, it follows that for every analytic function there exists a constant $C_{f}>0$ such that

$$
\begin{equation*}
|f|_{W^{s, \infty}\left([0,1]^{d}\right)} \leq C_{f}^{s+1} s!\text { for all } s \in \mathbb{N}_{0} \tag{108}
\end{equation*}
$$

A related concept is the class of $(Q, R)$-analytic functions [15, 6, 7], where $Q, R>0$, consisting of analytic functions for which the following smoothness condition holds,

$$
\begin{equation*}
|f|_{W^{s, \infty}\left([0,1]^{d}\right)} \leq Q R^{-s} s!\text { for all } s \in \mathbb{N}_{0} \tag{109}
\end{equation*}
$$

Note that any analytic function is $\left(C_{f}, C_{f}^{-1}\right)$-analytic by the previous characterization of analyticity. Hence, a function is analytic on some compact interval if and only if it is $(Q, R)$-analytic for some $Q, R>0$ on that interval. The following corollaries discuss multiple ways to approximate analytic functions using tanh neural networks. All constants mentioned in the statements can be easily calculated from the proof.

We start with the basic consequence of Theorem 5.1 for $(Q, R)$-analytic functions. It provides explicit estimates on both the approximation error in supremum norm and the network size. It can easily be generalized to Sobolev norm using Theorem 5.1

Corollary 5.5. Let $d \in \mathbb{N}, \delta, Q, R>0, \Omega \subset \mathbb{R}^{d}$ open with $[0,1]^{d} \subset \Omega$ and let $f$ be $(Q, R)$-analytic on $\Omega$. Then for every $s \in \mathbb{N}_{0}, N \in \mathbb{N}$ with $N>3 d / 2$, there is a tanh neural network $\widehat{f}^{N, s}$ with two hidden layers of widths at most $3\left\lceil\frac{s}{2}\right\rceil\left|P_{s-1, d+1}\right|+$ $d(N-1)$ and $3\left\lceil\frac{d+2}{2}\right\rceil\left|P_{d+1, d+1}\right| N^{d}$ (or $3\left\lceil\frac{s}{2}\right\rceil+N-1$ and $6 N^{d}$ for $d=1$ ) such that

$$
\begin{equation*}
\left\|f-\widehat{f}^{N, s}\right\|_{L^{\infty}\left([0,1]^{d}\right)} \leq(1+\delta) Q\left(\frac{3 d}{2 R N}\right)^{s} \tag{110}
\end{equation*}
$$

Moreover, if $R>d / 2$ then for every $s \in \mathbb{N}_{0}$ there is a shallow tanh neural network $\widehat{f^{s}}$ with at most $\frac{3 s}{2}\left|P_{s-1, d+1}\right|$ (or $3\left\lceil\frac{s}{2}\right\rceil$ for $d=1$ ) in its hidden layer such that

$$
\begin{equation*}
\left\|f-\widehat{f}^{s}\right\|_{W^{k, \infty}\left([0,1]^{d}\right)} \leq(1+\delta) Q\left(\frac{d}{2 R}\right)^{s} \tag{111}
\end{equation*}
$$

Proof. The first part of the statement follows directly from Theorem 5.1 by taking $\delta=1 / 3$. The second part follows from taking $N=1$ in Theorem 5.1 and observing that the proof can be simplified in this case. Indeed, one can then directly use

Taylor's theorem (Lemma A.9) with $\delta=\frac{1}{2}$ instead of $\delta=\frac{3}{2 N}$ and there is no more need for an approximate partition of unity, thereby also removing the need for a second hidden layer.

The following corollary enables a consistent comparison with the available literature, as it bounds the approximation error in terms of one single parameter. Whereas other papers focus on the number of non-zero weights and biases as complexity measure, we opted for the network width. This is useful in practice as the network can be directly chosen, whereas it is very challenging to exactly control the sparsity of the neural network (i.e. the number of non-zero weights and biases). Moreover, many bounds on the generalization error require an estimate of the network width [3, 25].

Corollary 5.6. Let $d \in \mathbb{N}, k \in \mathbb{N}_{0}, \delta, Q, R>0, \Omega \subset \mathbb{R}^{d}$ open with $[0,1]^{d} \subset \Omega$ and let $f$ be a $(Q, R)$-analytic on $\Omega$. Then there exists a constant $c_{d, k, \alpha, f}>0$ such that for every $\mathcal{N} \in \mathbb{N}$ there exists a tanh neural network $\widehat{f}^{\mathcal{N}}$ with two hidden layers of width at most $O(\mathcal{N})$ for $\mathcal{N} \rightarrow \infty$ such that

$$
\begin{equation*}
\left\|f-\widehat{f}^{\mathcal{N}}\right\|_{W^{k, \infty}\left([0,1]^{d}\right)} \leq c_{d, k, \alpha, f} \mathcal{N}^{\frac{k}{d+1}} \exp \left(-\alpha \mathcal{N}^{\frac{1}{d+1}} \log (\mathcal{N})\right) \leq \frac{c_{d, k, \alpha, f}}{\mathcal{N}^{\alpha-k /(d+1)}} \tag{112}
\end{equation*}
$$

In particular, for $k=0$ it holds that

$$
\begin{equation*}
\left\|f-\widehat{f}^{\mathcal{N}}\right\|_{L^{\infty}\left([0,1]^{d}\right)} \leq(1+\delta) Q \cdot \exp \left(-\alpha \mathcal{N}^{\frac{1}{d+1}} \log (\mathcal{N})\right) \leq \frac{(1+\delta) Q}{\mathcal{N}^{\alpha}} \tag{113}
\end{equation*}
$$

Moreover, the weights $\widehat{f}^{\mathcal{N}}$ of grow as $O\left(\mathcal{N}^{\frac{4\left(k+\alpha d \mathcal{N}^{1 /(d+1)}\right)}{d+1}}\right)$ for $\mathcal{N} \rightarrow \infty$.
Proof. First we observe that for every $\gamma>0$ it holds that

$$
\begin{equation*}
\ln ^{k}\left(\beta N^{s+d+2}\right)=O\left(\left(\frac{2 N R}{3 d}\right)^{\gamma s}\right) \tag{114}
\end{equation*}
$$

for large $s$ and $N$. From Theorem 5.1 we then find that for every $N$ and $s$ there is a network $\widehat{f}^{N, s}$ such that

$$
\begin{equation*}
\left\|f-\widehat{f}^{N, s}\right\|_{W^{k, \infty}\left([0,1]^{d}\right)}=O\left(\left(\frac{s}{R}\right)^{k}\left(\frac{3 d}{2 N R}\right)^{s(1-\gamma)-k}\right) \tag{115}
\end{equation*}
$$

From Theorem 5.1 with the choices $s=k+\alpha(1-\gamma)^{-1}(d+1) \mathcal{N}^{\frac{1}{d+1}}$ and $N=\frac{3 d}{2 R} \mathcal{N}^{\frac{1}{d+1}}$ for some $\mathcal{N} \in \mathbb{N}$, gives that there exists a constant $c_{d, k, \alpha, f}>0$ such that

$$
\begin{align*}
\left\|f-\widehat{f}^{\mathcal{N}}\right\|_{W^{k, \infty}\left([0,1]^{d}\right)} & \leq c_{d, k, \alpha, f} \mathcal{N}^{\frac{k}{d+1}}\left(\frac{1}{\mathcal{N}^{\frac{1}{d+1}}}\right)^{\alpha(d+1) \mathcal{N}^{\frac{1}{d+1}}} \\
& =c_{d, k, \alpha, f} \mathcal{N}^{\frac{k}{d+1}} \exp \left(-\alpha \mathcal{N}^{\frac{1}{d+1}} \log (\mathcal{N})\right)  \tag{116}\\
& \leq \frac{c_{d, k, \alpha, f}}{\mathcal{N}^{\alpha-k /(d+1)}}
\end{align*}
$$

In particular, for $k=0$ we find that

$$
\begin{equation*}
\left\|f-\widehat{f}^{\mathcal{N}}\right\|_{L^{\infty}\left([0,1]^{d}\right)} \leq(1+\delta) Q \cdot \exp \left(-\alpha \mathcal{N}^{\frac{1}{d+1}} \log (\mathcal{N})\right) \leq \frac{(1+\delta) Q}{\mathcal{N}^{\alpha}} \tag{117}
\end{equation*}
$$

Using Lemma 2.1. we find that the network widths are respectively $O\left((e \alpha d)^{d+1} \mathcal{N}\right)$ and $O\left(d 5^{d} \mathcal{N}^{\frac{d}{d+1}}\right)$ for large $\mathcal{N}$ and $d$ (the exact sizes can be easily calculated). Finally, from Theorem 5.1 follows as well that the weights grow as $O\left(\mathcal{N}^{\frac{4\left(k+\alpha d \mathcal{N}^{1 /(d+1)}\right)}{d+1}}\right)$.

We thus find that tanh neural networks with two hidden layers result in an exponential convergence rate. Moreover, the above corollary shows that a convergence rate that is independent of the dimension can be obtained, thereby lessening the curse of dimensionality. The proof however shows that even though the rate is free of the curse of dimensionality, the constant implied in the Landau notation still depends (super)exponentially on the dimension. Similar papers observe the same phenomena [54], or do not discuss this.

Remark 5.7. One can also restate the previous corollary by saying that an approximation rate of $O\left(\mathcal{N}^{k} \exp (-\mathcal{N})\right)$ can be obtained using a tanh neural network with two hidden layers of widths $O\left(\mathcal{N}\binom{\mathcal{N}+d}{\mathcal{N}}\right)$ and $O(1)$ for $\mathcal{N} \rightarrow \infty$. Since $O\left(\mathcal{N}\binom{\mathcal{N}+d}{\mathcal{N}}\right)$ grows asymptotically slower than $O\left(\mathcal{N}^{d}\right)$, another (very modest) lessening of the curse of dimensionality is revealed.

Next, we show that, under an additional assumption, shallow tanh neural networks can also approximate analytic functions at an exponential rate. Moreover, in contrast to Corollary 5.6, there are no hidden constants that grow as $O\left(d^{d}\right)$. For simplicity, we restrict ourselves to approximation in supremum norm (i.e. $k=0$ ).

Corollary 5.8. Let $d \in \mathbb{N}, \Omega \subset \mathbb{R}^{d}$ open with $[0,1]^{d} \subset \Omega$ and let $f$ be analytic on $\Omega$. If $f$ satisfies for some $C>0$ that $|f|_{W^{s, \infty}\left([0,1]^{d}\right)} \leq C^{s}$ for all $s \in \mathbb{N}$, then for every $\mathcal{N} \in \mathbb{N}$ there exists a shallow tanh neural network $\widehat{f}^{\mathcal{N}}$ of width $3\left\lceil\frac{\mathcal{N}+5 C d}{2}\right\rceil\binom{\mathcal{N}+(5 C+1) d}{\mathcal{N}+5 C d}\left(\right.$ or $3\left\lceil\frac{\mathcal{N}}{2}\right\rceil$ for $\left.d=1\right)$ such that

$$
\begin{equation*}
\left\|f-\widehat{f}^{\mathcal{N}}\right\|_{L^{\infty}\left([0,1]^{d}\right)} \leq \exp (-\mathcal{N}) \tag{118}
\end{equation*}
$$

Proof. Assume that $f$ satisfies for some $C>0$ that $|f|_{W^{s, \infty}\left([0,1]^{d}\right)} \leq C^{s}$ for all $s \in \mathbb{N}$. We calculate that for $\rho>1$,

$$
\begin{equation*}
\frac{C^{s}}{s!}\left(\frac{3 d \rho}{2}\right)^{s}=\frac{1}{s!}\left(\frac{3 C d \rho}{2}\right)^{s} \leq \frac{1}{\sqrt{2 \pi}}\left(\frac{3 C d e \rho}{2 s}\right)^{s} \leq \frac{1}{\sqrt{2 \pi}} e^{3 C d \rho / 2} \tag{119}
\end{equation*}
$$

where we used Stirling's approximation and maximized over all $s$. This proves that $f$ is $(Q, R)$-analytic with $Q=\frac{1}{\sqrt{2 \pi}} e^{3 C d \rho / 2}$ and $R=\frac{3 d \rho}{2}$. Using Corollary 5.5 with $s=\mathcal{N}$ and $N=1$ gives us that

$$
\begin{equation*}
\left\|f-\widehat{f}^{\mathcal{N}}\right\|_{L^{\infty}\left([0,1]^{d}\right)} \leq 2 \frac{1}{\sqrt{2 \pi}} e^{3 C d \rho / 2} \rho^{-\mathcal{N}} . \tag{120}
\end{equation*}
$$

If we set $\rho=e$, then $e^{3 d \rho / 2} \leq e^{5 d}$. Therefore it holds that

$$
\begin{equation*}
\left\|f-\widehat{f}^{\mathcal{N}}\right\|_{L^{\infty}\left([0,1]^{d}\right)} \leq \exp (-\mathcal{N}+5 C d) \tag{121}
\end{equation*}
$$

Note that since now $N=1$, the network architecture is even simpler: there is no need to construct a partition of unity, nor does there need to be a second hidden layer in order to approximately multiply the results of subnetworks. Therefore, a shallow tanh neural network with $3\left\lceil\frac{\mathcal{N}}{2}\right\rceil\left|P_{\mathcal{N}-1, d+1}\right| \leq 3\left\lceil\frac{\mathcal{N}}{2}\right\rceil\binom{\mathcal{N}+d}{\mathcal{N}}$ neurons in its hidden layer suffices. The statement from the theorem is obtained by making the substitution $\mathcal{N} \leftarrow \mathcal{N}+5 C d$.

Finally, we discuss how dimension-independent convergence rates can be obtained for a class of countably-parametric, holomorphic maps $f: U:=[-1,1]^{\mathbb{N}} \rightarrow$ $\mathbb{R}$, which arise in e.g. elliptic PDEs with uncertain coefficients. This was first discussed in [60] for deep ReLU neural networks and we will show that their results
can be adapted to hold for shallow tanh neural networks. More precisely, their results hold for functions $u$ that admit a representation as a sparse Taylor generalized polynomial chaos expansion

$$
\begin{equation*}
f(y)=\sum_{\nu \in \mathcal{F}} \frac{D^{\nu} f(0)}{\nu!} y^{\nu} \tag{122}
\end{equation*}
$$

which is unconditionally convergent for $y \in U$ and where $\mathcal{F}$ is defined by

$$
\begin{equation*}
\mathcal{F}=\left\{\nu \in \mathbb{N}_{0}^{\mathbb{N}} \mid \nu_{j} \neq 0 \text { for only finitely many } j\right\} \tag{123}
\end{equation*}
$$

For a multi-index $\nu \in \mathbb{N}_{0}^{\mathbb{N}}$, we denote by $\operatorname{supp}(\nu)=\left\{j \in \mathbb{N} \mid \nu_{j} \neq 0\right\}$ the support of $\nu$, and we denote by $|\nu|=\sum_{j \in \mathbb{N}}\left|\nu_{j}\right|$ the $\ell^{1}$-norm of $\nu$.

It is shown in [60, Section 2] that $f$ admits such a representation if $f$ is $(b, \epsilon)$ holomorphic for $b \in \ell^{p}(\mathbb{N}), p \in(0,1]$ and $\epsilon>0$. The notion of $(b, \epsilon)$-holomorphy is defined as follows.

Definition 5.9 (Def. 2.1 in [60). Let $V$ be a Banach space. Let $b \in \ell^{p}(\mathbb{N})$, $p \in(0,1]$ be a monotonically decreasing sequence. A poly-radius $\rho \in[1, \infty)^{\mathbb{N}}$ is called $(b, \epsilon)$-admissible for some $\epsilon>0$ if

$$
\begin{equation*}
\sum_{j \in \mathbb{N}} b_{j}\left(\rho_{j}-1\right) \leq \epsilon \tag{124}
\end{equation*}
$$

A continuous function $f: U \rightarrow V$ is called $(b, \epsilon)$-holomorphic if there exists a constant $C_{f}<\infty$ such that the following holds: For every $(b, \epsilon)$-admissible $\rho$, there exists an extension $\tilde{f}: B_{\rho} \rightarrow V_{\mathbb{C}}$ of $f$, i.e. we have $\tilde{f}(y)=f(y)$ for all $y \in U \subset B_{\rho}$, $\tilde{f}$ is holomorphic in each component and such that $\sup _{z \in B_{\rho}}\|\tilde{f}(z)\|_{V_{\mathbb{C}}} \leq C_{f}$. Here, $B_{\rho} \subset \mathbb{C}^{\mathbb{N}}$ denotes the ball of polyradius $\rho$ :

$$
B_{\rho}=\left\{z \in \mathbb{C}^{\mathbb{N}}| | z_{j} \mid<\rho_{j}, \forall j \in \mathbb{N}\right\}
$$

and $V_{\mathbb{C}} \simeq V+i V$ is the complexification of $V$.
In [60], it is shown that for a $(b, \epsilon)$-holomorphic function $f$, an approximation rate of $O\left(\mathcal{N}^{1-1 / p}\right)$ can be obtained using a ReLU neural network of depth $O(\log (\mathcal{N}) \log \log (\mathcal{N}))$ or using a neural network with a smoother activation function of depth $O(\log \log (\mathcal{N}))$. We show that the same approximation rate can be obtained using a shallow tanh neural network.
Corollary 5.10. Let $f: U=[-1,1]^{\mathbb{N}} \rightarrow \mathbb{R}$ be $(b, \epsilon)$-holomorphic for $b \in \ell^{p}(\mathbb{N}), p \in$ $(0,1)$ and $\epsilon>0$. Then there exists a constant $C>0$ such that for every $\mathcal{N} \in \mathbb{N}$ there exists a shallow tanh neural network $\widehat{f}^{\mathcal{N}}$ of width at most $O\left(\mathcal{N}(C \log (\mathcal{N}))^{C \log (\mathcal{N})}\right)$ such that

$$
\begin{equation*}
\left\|f-\widehat{f}^{\mathcal{N}}\right\|_{L^{\infty}(U)}=O\left(\mathcal{N}^{1-1 / p}\right) \quad \text { for } \mathcal{N} \rightarrow \infty \tag{125}
\end{equation*}
$$

Proof. There exists a constant $C>0$ and a sequence of index sets $\left(\Lambda_{\mathcal{N}}\right)_{\mathcal{N} \in \mathbb{N}} \subset \mathcal{F}$ for which it holds that (cf. [60, proof of Thm. 3.9])

$$
\begin{equation*}
\sup _{y \in U}\left|f(y)-\sum_{\nu \in \Lambda_{\mathcal{N}}} \frac{D^{\nu} f(0)}{\nu!} y^{\nu}\right|=O\left(\mathcal{N}^{1-1 / p}\right) \tag{126}
\end{equation*}
$$

and such that $\left|\Lambda_{\mathcal{N}}\right|=\mathcal{N}, \operatorname{supp}(\nu) \subseteq\{1, \ldots, \mathcal{N}\}$ for all $\nu \in \Lambda_{\mathcal{N}}$ and for all $\mathcal{N}$ 60, proof of $\operatorname{Thm}$. 3.9], and $\sup _{\mathcal{N} \in \mathbb{N}}|\nu| \leq C(1+\log (\mathcal{N}))$, where $|\nu|:=\sum_{j \in \mathbb{N}}\left|\nu_{j}\right|[60$, Thm. 2.7]. The latter implies in particular that $\sup _{\mathcal{N} \in \mathbb{N}}|\operatorname{supp}(\nu)| \leq C(1+\log (\mathcal{N}))$.

Based on these results from [60], it therefore suffices to show that we can accurately approximate all monomials $y \mapsto y^{\nu}$ for $\nu \in \Lambda_{\mathcal{N}}$ with shallow tanh neural
networks. For a fixed $\nu \in \Lambda_{\mathcal{N}}$, the monomial $y \mapsto y^{\nu}$ can be approximated (to arbitrary accuracy) using Corollary 3.6 with $d=n \leftarrow C(1+\log (\mathcal{N}))$, resulting in a shallow tanh neural network of width $O\left((C e(1+\log (\mathcal{N})))^{C(1+\log (\mathcal{N})+1}\right)$. The network $\hat{f}^{\mathcal{N}}$ from the statement can then be constructed by parallelizing all the networks that approximate the individual monomials, yielding an approximation

$$
\left\|f-\hat{f}^{\mathcal{N}}\right\|_{L^{\infty}(U)}=O\left(\mathcal{N}^{1-1 / p}\right)
$$

To be precise, we take the input of this network to be $\left(y_{1}, \ldots y_{\mathcal{N}}\right)$ instead of $y$, which is possible since $\operatorname{supp}(\nu) \subseteq\{1, \ldots, \mathcal{N}\}$ for all $\nu \in \Lambda_{\mathcal{N}}$. As $\left|\Lambda_{\mathcal{N}}\right|=\mathcal{N}$, the resulting width of $\hat{f}^{\mathcal{N}}$ is $O\left(\mathcal{N}(C e(1+\log (\mathcal{N})))^{C(1+\log (\mathcal{N})+1}\right)$, which is asymptotically equivalent to the width from the statement for $\mathcal{N} \rightarrow \infty$.

This result implies in particular, that linear functionals of parametric solutions of PDEs can be approximated by shallow tanh neural networks [60]. Following 60, Section 4], the result can also be extended to directly approximate the parametric solution manifold, e.g. to approximate $(b, \epsilon)$-holomorphic operators of the form $f:[-1,1]^{\mathbb{N}} \rightarrow H_{0}^{1}([0,1])$.
5.3. Examples. In this section, we illustrate the bounds, derived in Theorem 5.1 with several prototypical examples. In particular, we will investigate the width, weights and sparsity of the networks from the proof of Theorem 5.1

First, we demonstrate how large the networks of Theorem 5.1 are for a simple function approximation example with $d=1$ and $k=0$. We consider the functions

$$
\begin{equation*}
f_{a}:[0,1] \rightarrow[-1,1]: x \mapsto \sin (a x), \quad a>0 \tag{127}
\end{equation*}
$$

For a given error tolerance $\varepsilon>0$, we look for a three-layer tanh neural network $\widehat{f}^{N, s}$, as given by Theorem 5.1. such that provably

$$
\begin{equation*}
\left\|f_{a}-\widehat{f}^{N, s}\right\|_{\infty} \leq \varepsilon \tag{128}
\end{equation*}
$$

From all the networks that satisfy this condition, we take the one with the minimal width. More rigorously, we select

$$
\begin{equation*}
\operatorname{argmin}_{s, N \in \mathbb{N}}:(3 a / 2 N)^{s} / s!<\varepsilon \max \left\{3\left\lceil\frac{s}{2}\right\rceil+N-1,6 N\right\} \tag{129}
\end{equation*}
$$

where we used that $\left|f_{a}\right|_{W^{s, \infty}} \leq a^{s}$ for $s \geq 1$. Alternatively, one can also set $N=1$ in Theorem 5.1, which makes the bound more efficient as no more partition of unity is needed, thereby reducing the need for a second hidden layer. This is similar to the proof of Corollary 5.5. In this case, we select

$$
\begin{equation*}
\operatorname{argmin}_{s \in \mathbb{N}}:(a / 2)^{s} / s!<\varepsilon\left\{3\left\lceil\frac{s}{2}\right\rceil\right\} . \tag{130}
\end{equation*}
$$

We present the result in Figure 2. For the chosen examples, a shallow (i.e. twolayer) tanh neural network achieves a similar level of error as a three-layer network of the same width. This can be explained by the fact that $\left|f_{a}\right|_{W^{s, \infty}}$ grows as $O\left(a^{s}\right)$ and not as $O\left(a^{s} s!\right)$, such that setting $N>1$ is not required for the bound of Theorem 5.1 to be non-vacuous. Moreover, the networks suggested by Theorem 5.1 are not unreasonably large for this simple example. Yet, they still remain overestimates: we found that e.g. $f_{2 \pi}$ can already be approximated to an error of $1 \%$ by a shallow tanh network of width four. Finally, the exponential convergence is evident as a small increase in the network width already leads to a very large improvement in the accuracy.


Figure 2. Needed layer width according to Theorem 5.1 to approximate the function $f_{a}$ to a given error tolerance.

| power | 1 | 3 | 5 | 7 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MSE | $4.91 \cdot 10^{-7}$ | $1.54 \cdot 10^{-6}$ | $2.87 \cdot 10^{-5}$ | $1.13 \cdot 10^{-4}$ | $6.13 \cdot 10^{-5}$ |
| largest weight | 3.13 | 2.14 | 2.27 | 4.55 | 4.41 |

Table 1. MSE and largest weight (in absolute value) of shallow tanh neural networks that approximate univariate monomials with odd powers on $[0,1]$.

Next, we investigate whether the blow-up of the network weights from the theoretical results is observed in practice. We approximate univariate monomials of odd power in supremum norm on the interval $[0,1]$ using shallow neural networks whose sizes are determined by Lemma [3.1. We generate a training set using 2000 randomly generated points, based on the uniform distribution on $[0,1]$ and minimize the training loss for 2000 epochs using the Adam optimizer [28]. The results can be found in Table 1 and show that the weights do not blow up in practice. Rather, the weights remain small for this example. This is possibly a consequence of the phenomenon of implicit regularization in deep learning, e.g. 51.

Finally, we show that the neural networks constructed in the proof of Theorem 5.1 are not very sparse i.e., the fraction of non-zero weights of the network, compared to the total number of weights, is not small. Figure 3 shows that the fraction of non-zero weights of the network increases with increasing $s$ and decreasing $N$ (for $d=1$ ). For analytic functions, it is (asymptotically) more efficient to increase $s$ than $N$, as the convergence rate is $O\left(N^{-s}\right)$. This lets us conclude that the constructed networks corresponding to sensible choices of $s$ and $N$ are, in general, quite dense. This is in agreement with what one observes in practice. This is in contrast to the theoretical results for deep ReLU (and other) neural networks, where the sparsity of the constructed networks generally increases with increasing accuracy [65, 54, 20].

## 6. Discussion

The main aim of this paper was to provide explicit bounds on the error (in highorder Sobolev) norms with which a neural network with a tanh activation function approximates Sobolev regular functions, $C^{k}$ functions and analytic functions. To this end, we prove such explicit bounds on the approximation error for Sobolev functions in Theorem 5.1 and for analytic functions in Corollary 5.5. In both


Figure 3. Fraction of non-zero weights (i.e. 1- sparsity) of the networks of Theorem 5.1 for different values of $s$ and $N$ in the case where $d=1$.
cases, we prove these bounds for a tanh neural network with just 2 hidden layers. Our proofs are constructive and the construction relies on three key ideas: (1) the approximation of monomials by finite differences of a smooth activation function (Lemma 3.5), (2) the approximation of the multiplication operator (Lemma 3.7) and (3) the approximation of a partition of unity (Section 4).

At this point, it is instructive to compare and contrast our approach and results with the large body of literature on approximation of functions with artificial neural networks.

First, we compare our approach, as stated above, with other related works. The simple, yet very effective trick of approximating monomials by finite differences of smooth activation function has been around for decades [55], but is still a building block in the constructive proofs of many recent papers on neural network expressivity, e.g. [59, 52, 62, 20. To the best of the authors' knowledge, all available results build upon the observation that there is a $x \in \mathbb{R}$ such that $\sigma^{(n)}(x) \neq 0$ for all $n \in \mathbb{N}$. As such, this construction does not allow for explicit estimates on the approximation error and the network weights (see Remark 3.4. Our key novelty in this paper is to circumvent this issue by first approximating univariate monomials of odd powers and then expanding to even powers and multivariate monomials. This allows us to obtain uniform explicit bounds for the error in approximating multivariate monomials of a varying degree and paves the way for explicit bounds on the approximation error.

The approximation of the multiplication operator in $d$ dimensions by a shallow neural network (Corollary 3.7) was discussed in [37, Appendix A] for activation functions $\sigma$ that satisfy that $\sigma(x)=\sum_{k} \sigma_{k} x^{k}$ where $\sigma_{k} \neq 0$ for $0 \leq k \leq d$. In particular, they prove that $2^{d}$ neurons are both sufficient and necessary. However, the hyperbolic tangent (and the sigmoid) activation function does not satisfy this assumption. Here, we propose a novel construction of the multiplication operator with a shallow tanh neural network.

As for the partition of unity, which serves as an essential ingredient in our proofs, an exact partition of unity for ReLU neural networks can be readily constructed [65]. Approximations of partitions of unity with neural networks with sigmoidal
activation function can be found in [10, 11, 52] and a general framework for approximations of partitions of unity was proposed in [20. In this paper, we have constructed novel approximations of partitions of unity with shallow tanh neural networks, that were motivated by localized polynomials which arise in the BrambleHilbert Lemma and the Taylor's theorem. Compared to the other works mentioned above, our results on partitions of unity stand out for the explicit bounds on the approximation error and the weights.

Given the afore-mentioned novel ideas, we were able to obtain explicit bounds on the approximation error. A suitable avenue to compare our results with results obtained in related works lies in the approximation error bounds for analytic functions. We recall that in Corollary 5.5, we prove approximation rates for analytic functions in the $W^{k, \infty}$-norm. Although approximation rates in this norm were proved for Sobolev functions in the very recent paper [20], it is unclear if their results can be extended for analytic functions. A key reason for this lies in the fact that the widths of their constructed networks are not explicitly stated and the depth increases with maximal degree of monomials, inhibiting uniform control that is necessary for approximating analytic functions.

Exponential convergence (in terms of network size) of neural networks to analytic functions in the $L^{\infty}$-norm was first proven in [43] for neural networks with smooth activation functions and in [64 for ReLU neural networks. In [54, 22], the authors prove exponential convergence in $W^{1, \infty}$-norm for ReLU neural networks. We compare our results for approximation of analytic functions with these papers in Table 2. For [43, the parameter $\rho$ is related to the polyradius of the ellipse to which the function needs to be holomorphically extendable. In [64], the additional assumption is made that the analytic function admits a Taylor expansion on $[-1,1]^{d}$ that converges absolutely and uniformly, which does not hold for general analytic functions. For [54, the parameter $\beta$ is at least inversely proportional to the dimension $d$ and also depends on the radius of the Bernstein ellipse to which the analytic function can be holomorphically extended. From Table 2 one can clearly observe that our results yield an asymptotically faster convergence in terms of network width than the other related works. In addition, our results hold in stronger norms and we provide explicit bounds on the approximation error and weights, in contrast to other papers. For instance in 43, 54, the convergence rate even depends on the (unknown) polyradius of the ellipse to which the function can be holomorphically extended.

All of our approximation results, including the approximation bounds on analytic functions hold for a tanh neural network with only two hidden layers. This result, see also [43, runs contrary to the prevailing view that depth of neural networks is essential for function approximation and establishes that shallow but wide neural networks can be very expressive when it comes to function approximation and might provide some justification for the use of very shallow and wide neural networks in scientific computing [40, 39, 46].

Finally, it is essential to mention that although we highlight our contribution in terms of the tanh activation function as it is the most commonly used of the smooth activation functions. Our results apply verbatim to the logistic or sigmoid activation function as it is a shifted and scaled tanh. However, our constructions also apply to a much larger class of smooth activation functions as elaborated in Section 3 .

We conclude by pointing out some limitations of the presented results. The most important limitation is the fact that the amplitude of the weights in our constructive network can grow very fast (Theorem 5.1). In practice, implicit and explicit regularization mechanisms during training will ensure that such growth of

| source | norm | activation | depth | width | error bound |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 43. Thm 2.3] | $L^{\infty}\left([-1,1]^{d}\right)$ | $C^{\infty}$ | 2 | $\mathcal{N}$ | $O\left(\rho^{-\mathcal{N} / d}\right)$ |
| 64. Thm. 6] | $L^{\infty}\left([-1+\delta, 1-\delta]^{d}\right)$ | $\operatorname{ReLU}$ | $O(\mathcal{N})$ | $d+4$ | $O\left(\exp \left(-d \delta \mathcal{N}^{1 / 2 d}\right)\right)$ |
| [54. Thm. 3.6] | $W^{1, \infty}\left([-1,1]^{d}\right)$ | $\operatorname{ReLU}$ | $O\left(\mathcal{N}^{\frac{1}{d+1}} \log (\mathcal{N})\right)$ | $O(\mathcal{N})$ | $O\left(\exp \left(-\beta \mathcal{N}^{\frac{1}{d+1}}\right)\right)$ |
| this work | $W^{k, \infty}\left([0,1]^{d}\right)$ | $\tanh$ | 3 | $O(\mathcal{N})$ | $O\left(\mathcal{N}^{\frac{k}{d+1}} \exp \left(-\mathcal{N}^{\frac{1}{d+1}} \ln (\mathcal{N})\right)\right)$ |

Table 2. Comparison of upper bounds on the approximation error for analytic functions by neural networks.
weights will not happen. In fact, we present examples to empirically show that the gradient-descent based training procedure manages to find rather small weights and biases that still provide a very high accuracy. We therefore believe that our bounds are useful in practice, more as upper bounds for setting the network size.

Another limitation, which we share with other published results on approximation with neural networks, is that our results suffer from the curse of dimensionality. We could however prove that it is possible to obtain a dimension-independent convergence rate to analytic functions in corollaries 5.6 and 5.8 . Another possible mitigation of the curse of dimensionality for the approximation rate is when the underlying map is $(b, \epsilon)$-holomorphic, see Corollary 5.10 for the precise result. However in these cases, the constants (and hence the network size) can still grow exponentially in the input dimension. Fortunately, one can argue that a large number of high-dimensional functions are in fact compositions of low-dimensional functions, which might explain the success of deep learning in high dimensions 56. For instance, the Kolmogorov-Arnold superposition theorem [29] even states that all $d$-variate functions are in fact compositions of univariate functions and the sum of $d$ numbers, which also can be used to lessen the curse of dimensionality 50 .

Finally, the weights in our constructed networks are continuous with respect to the function of interest $f$. It has been proven that the best neural approximation cannot be achieved using continuous weight selection [26]. An example of how discontinuous weight selection can improve the approximation rate can be found in 66 .
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## Appendix A. Auxiliary results

Lemma A.1. It holds for every $n \in \mathbb{N}$ that $\left|\tanh ^{(2 n-1)}(0)\right| \geq 1$.

Proof. For $|x|<\frac{\pi}{2}$, the power series expansion of tanh at $x$ is given by

$$
\begin{equation*}
\tanh (x)=\sum_{n=1}^{\infty} \frac{2^{2 n}\left(2^{2 n}-1\right) B_{2 n}}{(2 n)!} x^{2 n-1} \tag{131}
\end{equation*}
$$

where $B_{n}$ is the $n$-th Bernoulli number. One can then calculate that for every $n \in \mathbb{N}$,

$$
\begin{equation*}
\left|\tanh ^{(2 n-1)}(0)\right|=\left|\frac{2^{2 n}\left(2^{2 n}-1\right) B_{2 n}}{2 n}\right| \geq 1 \tag{132}
\end{equation*}
$$

This concludes the proof of the statement.
Lemma A.2. Let $s \in 2 \mathbb{N}-1$. It holds that

$$
\begin{equation*}
\inf _{\alpha>0} \frac{2^{s / 2}(1+\alpha)^{\left(s^{2}+s\right) / 2}}{\alpha^{s / 2}} \leq \sqrt{e}(2 e s)^{s / 2} \tag{133}
\end{equation*}
$$

where the infimum is reached at $\alpha=1 / s$.
Proof. Some elementary calculations show that

$$
\begin{equation*}
\inf _{\alpha>0} \frac{2^{s / 2}(1+\alpha)^{\left(s^{2}+s\right) / 2}}{\alpha^{s / 2}}=2^{s / 2}\left(1+\frac{1}{s}\right)^{\left(s^{2}+s\right) / 2} s^{s / 2} \tag{134}
\end{equation*}
$$

Moreover, it holds that

$$
\begin{equation*}
\left(1+\frac{1}{s}\right)^{\left(s^{2}+s\right) / 2}=\left(\left(1+\frac{1}{s}\right)^{s}\right)^{(s+1) / 2} \leq e^{(s+1) / 2} \tag{135}
\end{equation*}
$$

The statement follows immediately from these inequalities.
Lemma A.3. Let $n, q \in \mathbb{N}$ and $P_{n, q}=\left\{\alpha \in \mathbb{N}_{0}^{q}:|\alpha|=n\right\}$. If $D=\left(D_{\alpha, \beta}\right)_{\alpha, \beta \in P_{n, q}}$ is defined as in (39), then $D$ is invertible and

$$
\begin{equation*}
\left\|D^{-1}\right\|_{\infty} \leq(n!)^{3}\left|P_{n, q}\right|^{2} 2^{n} \tag{136}
\end{equation*}
$$

Proof. Following [48, let $P_{n, q}=\left\{\alpha \in \mathbb{N}_{0}^{q}:|\alpha|=n\right\}$ and $I_{n, q}=\left\{\alpha^{\prime} \in \mathbb{N}_{0}^{q-1}:\left|\alpha^{\prime}\right| \leq\right.$ $n\}$. Let $s(k, m)$ be Stirling numbers of the first kind, for $k \leq m$, defined by

$$
\begin{equation*}
x(x-1) \cdots(x-m+1)=\sum_{k=0}^{m} s(k, m) x^{k} \tag{137}
\end{equation*}
$$

For $\alpha^{\prime}, \beta^{\prime} \in I_{n, q}$, define $S_{\alpha^{\prime}, \beta^{\prime}}=\prod_{i=1}^{q-1} s\left(\alpha_{i}^{\prime}, \beta_{i}^{\prime}\right)$, where $S\left(\alpha^{\prime}, \beta^{\prime}\right)=0$ unless $\alpha_{i}^{\prime} \leq \beta_{i}^{\prime}$ for all $i$. Denote by $S$ the corresponding matrix, where the order of rows and columns reflects the lexicographic order on $I_{n, q}$. Next, define $B$ by

$$
\begin{equation*}
B_{\alpha^{\prime}, \beta^{\prime}}=\binom{\alpha^{\prime}}{\beta^{\prime}}(-1)^{\left|\beta^{\prime}\right|}:=\prod_{i=1}^{q-1}\binom{\alpha_{i}^{\prime}}{\beta_{i}^{\prime}}(-1)^{\beta_{i}^{\prime}} \quad \text { for } \alpha^{\prime}, \beta^{\prime} \in I_{n, q} \tag{138}
\end{equation*}
$$

Finally, let $L$ and $\Lambda$ be diagonal matrices defined by $L_{\alpha^{\prime}, \alpha^{\prime}}=(-1)^{\left|\alpha^{\prime}\right|} / \alpha^{\prime}$ ! and $\Lambda_{\alpha^{\prime}, \alpha^{\prime}}=n(n-1) \cdots\left(n-\left|\alpha^{\prime}\right|+1\right) / \alpha^{\prime}$ ! for $\alpha^{\prime} \in I_{n, q}$. It then holds that 48, Corollary 2],

$$
\begin{equation*}
D^{-1}=B L^{-1} \Lambda^{-1} S L B \tag{139}
\end{equation*}
$$

To prove an upper bound on the supremum norm of $D^{-1}$, we first note that $|s(k, m)| \leq \sum_{k=0}^{m}|s(k, m)|=m!$ (which can be seen by setting $x=-1$ in 137) and thus $S\left(\alpha^{\prime}, \beta^{\prime}\right) \leq \beta^{\prime}$ !. In addition, it holds for any $\alpha^{\prime} \in I_{n, q}$ that

$$
\begin{equation*}
1 \leq \frac{n!}{\alpha^{\prime}!\left(n-\left|\alpha^{\prime}\right|\right)!} \leq \frac{n!}{\alpha^{\prime}!} \tag{140}
\end{equation*}
$$

which gives us that $\max _{\alpha^{\prime} \in I_{n, q}}\left(\alpha^{\prime}!\right) \leq n!$. This gives us consequently

$$
\begin{equation*}
\left|L^{-1} \Lambda^{-1} S\right|_{\alpha^{\prime}, \beta^{\prime}} \leq\left(\alpha^{\prime}!\right)^{2} \beta^{\prime}!\leq(n!)^{2} \beta^{\prime}! \tag{141}
\end{equation*}
$$

$$
\begin{equation*}
\left|L^{-1} \Lambda^{-1} S L\right|_{\alpha^{\prime}, \beta^{\prime}} \leq(n!)^{2} \tag{142}
\end{equation*}
$$

$$
\begin{equation*}
\left|L^{-1} \Lambda^{-1} S L B\right|_{\alpha^{\prime}, \beta^{\prime}} \leq(n!)^{2} \sum_{\gamma^{\prime} \in I_{n, q}}\binom{\gamma^{\prime}}{\beta^{\prime}} \leq(n!)^{3}\left|I_{n, q}\right| \tag{143}
\end{equation*}
$$

$$
\begin{equation*}
\left|B L^{-1} \Lambda^{-1} S L B\right|_{\alpha^{\prime}, \beta^{\prime}} \leq(n!)^{3}\left|I_{n, q}\right| \sum_{\gamma^{\prime} \in I_{n, q}}\binom{\alpha^{\prime}}{\gamma^{\prime}}=(n!)^{3}\left|I_{n, q}\right| 2^{\left|\gamma^{\prime}\right|} \leq(n!)^{3}\left|I_{n, q}\right| 2^{n} \tag{144}
\end{equation*}
$$

This and 139 let us conclude that $\left\|D^{-1}\right\|_{\infty} \leq(n!)^{3}\left|I_{n, q}\right|^{2} 2^{n}$. The lemma then follows from the existence of a one-to-one correspondence of elements in $I_{n, q}$ and $P_{n, q}$.

Lemma A.4. Let $m \in \mathbb{N}$. Then it holds that

$$
\begin{equation*}
\left|\sigma^{(m)}(x)\right| \leq(2 m)^{m+1} \min \{\exp (-2 x), \exp (2 x)\} \quad \text { for all } x \in \mathbb{R} \tag{145}
\end{equation*}
$$

Proof. In [5], the following formula for the derivative of the hyperbolic tangent is proven,

$$
\sigma^{(m)}(x)=(-2)^{m}(\sigma(x)+1) \sum_{k=0}^{m} \frac{k!}{2^{k}}\left\{\begin{array}{c}
m  \tag{146}\\
k
\end{array}\right\}(\sigma(x)-1)^{k},
$$

where $\left\{\begin{array}{l}m \\ k\end{array}\right\}$ denote Stirling numbers of the second kind, for which it holds that $\left\{\begin{array}{c}m \\ k\end{array}\right\} \leq \frac{k^{m}}{k!}$. This then gives us

$$
\begin{equation*}
\left|\sigma^{(m)}(x)\right| \leq 2^{m}|1+\sigma(x)| \sum_{k=0}^{m} k^{m} \leq 2^{m} m^{m+1}|1+\sigma(x)| \leq(2 m)^{m+1} \exp (2 x) \tag{147}
\end{equation*}
$$

as $\sum_{k=0}^{m} k^{m} \leq m \cdot m^{m} \leq m^{m+1}$. Furthermore one can note that $\sigma^{(m)}(-x)=$ $-\sigma^{(m)}(x)$, which gives us

$$
\begin{equation*}
\left|\sigma^{(m)}(x)\right| \leq 2^{m} m^{m+1}|1-\sigma(x)| \leq(2 m)^{m+1} \exp (-2 x) \tag{148}
\end{equation*}
$$

The statement follows easily.
Lemma A.5. The conditions stated in for $k>0$ are satisfied if

$$
\begin{equation*}
\alpha=N \max \left\{R, \ln \left(\frac{(2 k)^{k+1}(N k)^{k}}{e^{k} \epsilon}\right)\right\} . \tag{149}
\end{equation*}
$$

Proof. The first condition of 53 is trivially satisfied when $\alpha$ is chosen as in the statement. From Lemma A.4, it follows that

$$
\begin{equation*}
\alpha^{k}(2 k)^{k+1} \exp (-2 \alpha / N) \leq \epsilon \tag{150}
\end{equation*}
$$

is a sufficient condition that implies the other conditions of (53). Using $\max _{\alpha>0} \alpha^{k} \exp (-\alpha / N) \leq$ $(N k)^{k} \exp (-k)$ we find that

$$
\begin{equation*}
\alpha^{k} \exp (-2 \alpha / N)=\alpha^{k} \exp (-\alpha / N) \exp (-\alpha / N) \leq(N k)^{k} \exp (-k) \exp (-\alpha / N) \tag{151}
\end{equation*}
$$

The statement follows directly.

Lemma A.6. Let $d \in \mathbb{N}, k \in \mathbb{N}_{0}, \Omega \subset \mathbb{R}^{d}$ and $f, g \in C^{k}(\Omega)$. Then it holds that

$$
\begin{equation*}
\|f g\|_{W^{k, \infty}} \leq 2^{k}\|f\|_{W^{k, \infty}}\|g\|_{W^{k, \infty}} \tag{152}
\end{equation*}
$$

Proof. The statement follows directly from the general Leibniz rule.
Lemma A.7. Let $d, m, n \in \mathbb{N}, \Omega_{1} \subset \mathbb{R}^{d}$, $\Omega_{2} \subset \mathbb{R}^{m}, f \in C^{n}\left(\Omega_{1} ; \Omega_{2}\right)$ and $g \in$ $C^{n}\left(\Omega_{2} ; \mathbb{R}\right)$. Then it holds that

$$
\begin{equation*}
\|g \circ f\|_{W^{n, \infty}} \leq 16\left(e^{2} n^{4} m d^{2}\right)^{n}\|g\|_{W^{n, \infty}} \max _{1 \leq i \leq m}\left\|(f)_{i}\right\|_{W^{n, \infty}}^{n} \tag{153}
\end{equation*}
$$

Proof. Let $\nu \in \mathbb{N}^{d}$ with $|\nu|=n$. We use the multivariate Faà di Bruno formula [9],

$$
\begin{equation*}
D^{\nu}(g \circ f)=\sum_{1 \leq|\lambda| \leq n} D^{\lambda} g \sum_{p(\nu, \lambda)}(\nu!) \prod_{j=1}^{n} \frac{\left(f_{l_{j}}\right)^{k_{j}}}{k_{j}!\left(l_{j}!\right)^{\left|k_{j}\right|}} \tag{154}
\end{equation*}
$$

where $\left(f_{\mu}\right)_{i}=D^{\mu}(f)_{i}$ for $1 \leq i \leq m$ and the set $p(\nu, \lambda)$ is defined as

$$
\begin{align*}
p(\nu, \lambda)=\{ & (\kappa, \ell):=\left(k_{1}, \ldots, k_{n} ; l_{1}, \ldots, l_{n}\right): \text { for some } 1 \leq s \leq n,  \tag{155}\\
& k_{i}=0 \text { and } l_{i}=0 \text { for } 1 \leq i \leq n-s ;\left|k_{i}\right|>0 \text { for } n-s+1 \leq i \leq n ; \\
& \text { and } 0 \prec l_{n-s+1} \prec \cdots \prec l_{n} \text { are such that } \\
& \left.\sum_{i=1}^{n} k_{i}=\lambda, \sum_{i=1}^{n}\left|k_{i}\right| l_{i}=\nu\right\},
\end{align*}
$$

where $a \prec b$ either means that $|a|<|b|$ or $a<b$ according to lexicographic ordering; furthermore the vectors $k_{i}$ are $m$-dimensional and the $l_{i}$ are $d$-dimensional. From the stated conditions, it follows directly that $\sum_{i=1}^{n}\left|k_{i}\right| \leq n$ and $\sum_{i=1}^{n}\left|l_{i}\right| \leq n$. Next, we bound the complexity of $p(\nu, \lambda)$. From $\sum_{i=1}^{n}\left|k_{i}\right| \leq n$, it follows that the number of $\kappa$ is bounded above by $\left|P_{n,(m+1) n}\right|$, which can in turn be bounded by $\sqrt{\pi} e^{n}(m n)^{n}$ by Lemma 2.1. Similarly, it follows that the number of $\ell$ is bounded above by $\left|P_{n,(d+1) n}\right|$, which can in turn be bounded by $\sqrt{\pi} e^{n}(d n)^{n}$ by Lemma 2.1. Therefore, $|p(\nu, \lambda)| \leq \pi\left(e^{2} n^{2} m d\right)^{n}$. Finally, we can make the estimates that $|\{\lambda: 1 \leq|\lambda| \leq n\}| \leq\left|P_{n, d+1}\right| \leq \sqrt{\pi} e^{n} d^{n}, D^{\lambda} g \leq\|g\|_{W^{n, \infty}}, \nu!\leq n$ ! and $\prod_{j=1}^{n}\left(f_{l_{j}}\right)^{k_{j}} \leq \max _{1 \leq i \leq m}\left\|(f)_{i}\right\|_{W^{n, \infty}}^{n}$. Together with Stirling's approximation, this yields

$$
\begin{align*}
\left\|D^{\nu}(g \circ f)\right\|_{\infty} & \leq \sqrt{\pi} e^{n} d^{n}\|g\|_{W^{n, \infty}} \cdot \pi\left(e^{2} n^{2} m d\right)^{n} \cdot n!\cdot \max _{1 \leq i \leq m}\left\|(f)_{i}\right\|_{W^{n, \infty}}^{n} \\
& \leq 16\left(e^{2} n^{4} m d^{2}\right)^{n}\|g\|_{W^{n, \infty}} \max _{1 \leq i \leq m}\left\|(f)_{i}\right\|_{W^{n, \infty}}^{n} \tag{156}
\end{align*}
$$

Lemma A. 8 (Bramble-Hilbert). Let $\Omega \subset \mathbb{R}^{d}$ be an open and bounded set of diameter $0<h<e^{-1 / 2} d^{-3 / 2}$ which is star-shaped with respect to every point in an open ball $B \subset \Omega$ with diameter $\rho h$. Then for every $f \in W^{s, \infty}(\Omega)$ there exists a polynomial $\hat{f}$ of degree at most $s-1$ such that for any $k \in \mathbb{N}_{0}$ with $k<s$ it holds that,

$$
\begin{equation*}
\|f-\hat{f}\|_{W^{k, \infty}(\Omega)} \leq \frac{\sqrt{s} \pi^{1 / 4}(d \sqrt{d e} h)^{s-k}}{(s-k-1)!}|f|_{W^{s, \infty}(\Omega)} \tag{157}
\end{equation*}
$$

Proof. By setting $p=q=\infty$ in the penultimate equation in the proof of the main theorem in [16] (note that this reference uses a different definition of Sobolev norm),
it follows that there exists a polynomial $\hat{f}$ of degree at most $s-1$ such that for $0 \leq m<s$ it holds that,
(158) $|f-\hat{f}|_{W^{m, \infty}(\Omega)} \leq(s-m)\left(\sum_{\beta \in P_{s-m, d}}(\beta!)^{-2}\right)^{1 / 2} h^{s-m} \sqrt{\left|P_{s-m, d}\right|}|f|_{W^{s, \infty}(\Omega)}$.

Using Lemma 2.1. we find that $\sqrt{\left|P_{s-m, d}\right|} \leq \pi^{1 / 4}(e d)^{(s-m) / 2}$ and from the multinomial theorem it follows that

$$
\begin{equation*}
\sum_{\beta \in P_{s-m, d}}(\beta!)^{-2} \leq \sum_{\beta^{\prime} \in P_{2(s-m), 2 d}}\left(\beta^{\prime}!\right)^{-1}=\frac{(2 d)^{2(s-m)}}{(2(s-m))!} \tag{159}
\end{equation*}
$$

One can also calculate that $(2(s-m))!\geq 4^{s-m}(s-m)((s-m-1)!)^{2}$. Combining the previous observations, we find

$$
\begin{equation*}
|f-\hat{f}|_{W^{m, \infty}(\Omega)} \leq \frac{\sqrt{s-m}(d \sqrt{d e} h)^{s-m}}{(s-m-1)!}|f|_{W^{s, \infty}(\Omega)} \tag{160}
\end{equation*}
$$

Majorizing over $0 \leq m \leq k$ then gives the upper bound from the statement.

Lemma A. 9 (Taylor's theorem). Let $d, s \in \mathbb{N}, 0<\delta<1 / d$. Then for every $f \in C^{s}\left([-\delta, \delta]^{d}\right)$ there exists a polynomial $\hat{f}$ of degree at most $s-1$ such that for any $k \in \mathbb{N}_{0}$ with $k<s$ it holds that,

$$
\begin{equation*}
\|f-\hat{f}\|_{W^{k, \infty}\left([-\delta, \delta]^{d}\right)} \leq \frac{(d \delta)^{s-k}}{(s-k)!}|f|_{W^{s, \infty}\left([-\delta, \delta]^{d}\right)} \tag{161}
\end{equation*}
$$

Proof. We give a constructive proof. For $f \in C^{s}\left([-\delta, \delta]^{d}\right)$, we define the polynomial $\hat{f}$ as

$$
\begin{equation*}
\hat{f}(x)=\sum_{|\alpha| \leq s-1} \frac{D^{\alpha} f(0)}{\alpha!} x^{\alpha} \tag{162}
\end{equation*}
$$

Then take $\beta \in \mathbb{N}_{0}^{d}$ with $|\beta| \leq k$. It then holds that

$$
\begin{equation*}
D^{\beta} \hat{f}(x)=\sum_{\substack{|\alpha| \leq s-1 \\ \alpha \geq \beta}} \frac{D^{\alpha} f(0)}{\alpha!} \frac{\alpha!}{(\alpha-\beta)!} x^{\alpha-\beta}=\sum_{|\gamma| \leq s-1-|\beta|} \frac{D^{\gamma} D^{\beta} f(0)}{\gamma!} x^{\gamma} \tag{163}
\end{equation*}
$$

For $x \in[-\delta, \delta]^{d}$, Taylor's theorem guarantees the existence of a constant $c \in(0,1)$ such that

$$
\begin{equation*}
D^{\beta} f(x)=\sum_{|\gamma| \leq s-1-|\beta|} \frac{D^{\gamma} D^{\beta} f(0)}{\gamma!} x^{\gamma}+\sum_{|\gamma|=s-|\beta|} \frac{D^{\gamma} D^{\beta} f(c x)}{\gamma!} x^{\gamma} \tag{164}
\end{equation*}
$$

The previous equalities, together with the multinomial theorem, then prove that

$$
\begin{equation*}
\left\|D^{\beta} f-D^{\beta} \hat{f}\right\|_{L^{\infty}\left([-\delta, \delta]^{d}\right)} \leq C_{s} \sum_{|\gamma|=s-|\beta|} \frac{\delta^{|\gamma|}}{\gamma!}=\frac{C_{s}(d \delta)^{s-|\beta|}}{(s-|\beta|)!} \tag{165}
\end{equation*}
$$

where $C_{s}:=|f|_{W^{s, \infty}\left([-\delta, \delta]^{d}\right)}$. Under the assumption that $\delta<1 / d$ we then can conclude that

$$
\begin{equation*}
\|f-\hat{f}\|_{W^{k, \infty}\left([-\delta, \delta]^{d}\right)} \leq \frac{C_{s}(d \delta)^{s-k}}{(s-k)!} \tag{166}
\end{equation*}
$$
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