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Abstract

In the field of metamaterials, many intriguing phenomena arise from having a structure which is

periodic in space. In time-dependent structures, conceptually similar properties can arise, which nev-

ertheless have fundamentally different physical implications. In this work, we study time-dependent

systems in the context of subwavelength metamaterials. The main result is a capacitance matrix char-

acterization of the band structure, which generalizes previous recent work on static subwavelength

metamaterials. Based on this characterization, we numerically compute the dispersion relationship

of several time-dependent structures exhibiting interesting wave manipulation properties.
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1 Introduction

The use of so-called metamaterials has been shown to offer extraordinary usability in controlling and
manipulating waves. These effects originate from an intricate spatial structure, which is typically repeated
periodically in space. A natural generalization of this concept is to consider time-dependent structures,
whereby the material parameters depend not only on the spatial variable but are also modulated in time.
It is well-known that a “step-like” time-modulation (i.e. an instantaneous shift between two constant
values) can cause waves to be reflected and refracted, similarly to sharp spatial interfaces between different
materials [11, 19, 25, 26]. Moreover, time-modulation provides a way to break reciprocity, which is a
fundamental restriction of wave propagation [15, 21, 28, 30, 33].

The case of static materials which are repeated periodically in space has been well-studied using the
Floquet-Bloch theory. In particular, we can define a band structure of the material, which describes the
frequency-to-momentum relationship of waves inside the material. Crucially, in space-periodic structures,
the wave momentum is contained inside the Brillouin zone, and is defined modulo elements of the dual
lattice. If there is a gap between the band functions, waves with frequencies inside this band gap cannot
propagate through the material and will be exponentially decaying.

Inspired by space-periodic structures, it is natural to consider time-modulations which are periodic.
Again we can define a band structure, whose frequencies will now be repeated periodically. An interesting
application of this is to create frequency-converting systems, which swaps between equivalent frequencies
modulo the modulation frequency. Fundamentally, the frequency-conversion is made possible due to
the broken energy conservation, which in turn originates from the energy input required to create the
time-modulation. Moreover, since there is no energy conservation, there can be unstable waves which are
amplified or dampened by the system. In the field of electronics, these ideas have been used to create
parametric amplifiers [13]. Unstable Bloch waves are shown as complex frequencies in the band structure,
or (restricting to the real Brillouin zone) as band gaps in the momentum variable (known as momentum-

or k-gaps) [12, 17].
Periodic time-modulated structures have been studied in a variety of settings, enabling novel wave

phenomena. Due to the energy input, these systems are in general non-Hermitian. This opens the
possibility for exceptional points, which are parameter points where the eigenmodes coalesce. Such points
have a variety of applications, most notably to enhanced sensing [2, 3, 16]. Moreover, the broken time-
reversal symmetry can be used to replicate spin effects from quantum systems. As an example, having
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phase-shifted (“rotation-like”) modulations can provide a kind of “artificial spin” [14, 18, 32]. These ideas
have been used to study classical analogues of the quantum Hall effect, and so-called Floquet topological
insulators [14, 27, 29, 31, 32, 35, 36]. In [18], a similar structure was demonstrated to have zero refractive
index properties, originating from a linear, cone-like degeneracy in the band structure known as a Dirac

cone at the origin of the Brillouin zone.
In applications, it is desirable to be able to achieve above mentioned phenomena on subwavelength

scales. Here, subwavelength means that the length-scale of the system is considerably smaller than the
wavelength at which it operates. This is particularly desirable in acoustics, where the wavelengths often
are of the order of several meters [23]. Subwavelength metamaterials can be achieved by having a locally
resonant microstructure. In other words, the material is composed of building-blocks which themselves
are subwavelength resonators [7, 34, 37, 38].

High-contrast resonators is a natural choice of subwavelength resonators when designing subwave-
length metamaterials. Here, the subwavelength nature stems from a high material contrast between the
constituting materials of the structure, and such structures can be used to achieve a variety of effects
[1–5, 7–9]. In this work, we study systems of time dependent high-contrast resonators. The goal is to
provide a mathematical foundation that explains effects found in time-modulated systems, for waves in
the subwavelength frequency regime. We will begin by carefully defining the notion of subwavelength
frequencies in time-modulated systems, which due to the frequency conversion is not immediate to inter-
pret. Afterwards, we will characterize the subwavelength band structure of time-modulated systems of
high-contrast resonators.

This work is structured as follows. In Section 2, we formulate the general wave equation problem for
time-modulated high-contrast resonators. In the following two sections, we study two different realizations
of this problem. In Section 3 we study the case when the time-modulation is applied uniformly in space,
both outside and inside the resonators. This can be viewed as a generalization of the problem considered
in [17], to systems with more general spatial structures. Similarly to [17], we find that the time-dynamics
is governed by the Hill equation, here posed in terms of the instantaneous Minnaert frequencies. We
demonstrate that k-gaps can be naturally created this way. Although many interesting phenomena can
be realized in such systems, it is impossible to create e.g. artificial spin using this type of modulation.
Therefore, in Section 4, we consider an alternative time-modulation, applied only to the interior of the
resonators. In the asymptotic high-contrast limit, the subwavelength band structure is now characterized
by a capacitance matrix formulation, which generalises the case of static systems (see, e.g. [5, 8]). In the
modulated case, this capacitance matrix formulation is posed as a system of ordinary differential equations
in t, which can be viewed as a system of coupled Hill equations. We exemplify this result by numerically
computing the band structure of different materials. This way, we demonstrate the possibility of achieving
exceptional points and Dirac cones in the subwavelength regime through the use of time-modulation.

2 Problem formulation and preliminary theory

In this section, we define the problem of study. Moreover, we introduce the Floquet-Bloch theory which
will be applied in the analysis of the problem.

2.1 Problem formulation

We will solve the wave equation in a structure composed of contrasting materials. The material parameter
distribution is given by ρ(x, t) and κ(x, t). In the example of acoustic waves ρ and κ correspond to the
density and the bulk modulus of the materials. We emphasize, however, that the equation of study is not
restricted to acoustic waves but applies to a wider range of classical wave problems, most notably also to
polarized electromagnetic waves.

We study the time-dependent wave equation in dimensions d = 2 or d = 3,

Å

∂

∂t

1

κ(x, t)

∂

∂t
−∇ · 1

ρ(x, t)
∇
ã

u(x, t) = 0, x ∈ R
d, t ∈ R. (2.1)

Here, ∇ denotes the gradient with respect to x ∈ R
d. We assume that the geometry is periodic, as

illustrated in Figure 1. Given the linearly independent lattice vectors l1, ..., ld ∈ R
d, we define the lattice

Λ and the unit cell Y by

Λ = {m1l1 + ...+mdld | m1, ...,md ∈ Z}, Y = {a1l1 + ...+ adld | 0 ≤ a1, ..., ad ≤ 1}.
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We assume that each unit cell contains a system of resonators D ⊂ Y . D is constituted by N domains
Di, i = 1, ..., N , each Di being connected and having boundary of Hölder class ∂Di ∈ C1,s, 0 < s < 1.
The periodic crystal of resonators is then defined by

C =
⋃

m∈Λ

D +m.

D =
⋃N

i=1Di

l1
Y

l2

(a) Unit cell Y containing N resonators.

· · ·

··· · · ·

···

(b) Infinite, periodic system with unit cell Y and lattice Λ.

Figure 1: Example illustrations of the unit cell and the infinite system of resonators.

In the unmodulated case, the resonators have material parameters κb, ρb, while the surrounding ma-
terial has material parameters κ0, ρ0. In the modulated case, we will assume that κ and ρ are periodic
functions of t ∈ R, with frequency Ω. We define the static contrast parameter δ and the wave speeds v, vb
as

δ =
ρb
ρ
, v0 =

…

ρ0
κ0
, vb =

…

ρb
κb
,

and assume that
δ ≪ 1, v0, vb = O(1).

We will consider frequencies ω in the subwavelength regime, by which we mean that ω → 0 as δ → 0
(typically, in the problems considered here, ω scales as ω = O(δ1/2)).

2.2 Floquet-Bloch theory and quasiperiodic layer potentials

In this section we give a brief introduction to the Floquet-Bloch theory (for further details we refer,
for example, to [20]), which is the typical technique used to study differential equations with periodic
coefficients. We begin by outlining the theory in the case of ordinary systems of differential equations in
the time variable t,

y′(t) = A(t)y(t), t ∈ R, (2.2)

for some N ×N matrix function A(t) which is T -periodic and piecewise continuous in t. If Y (t) denotes
the (matrix-valued) fundamental solution, then Floquet’s theorem states that there is a constant matrix
B such that

Y (t) = eiBtP (t),

for some T -periodic matrix function P . For each eigenvalue eiω of eiB , there is a Bloch solution y(t)
satisfying the ω-quasiperiodicity condition that y(t)e−iωt is T -periodic. If eiB is a diagonalizable matrix,
there is a basis of Bloch solutions to (2.2). Observe that ω, which we refer to as a quasifrequency, is
defined modulo Ω = 2π

T . Therefore, we define the (time-) Brillouin zone ω ∈ Y ∗
t := C/(ΩZ). Observe

that we allow complex quasifrequencies. If ω is real, any ω-quasiperiodic function y(t) is bounded in t
and is said to be stable.

Next, we define analogous concepts in higher dimensions. Given the lattice Λ as defined above, a
function f(x) ∈ L2(Rd) is α-quasiperiodic if e−iα·xf(x) is a Λ-periodic function of x. The quasiperiodicity
(or quasimomentum) α is defined modulo elements of the dual lattice Λ∗, which is the lattice generated
by the dual vectors α1, ..., αd defined through

αi · lj = 2πδi,j , i, j = 1, ..., d.

The (space-) Brillouin zone Y ∗ is defined as the torus Y ∗ := R
d/Λ∗. Given a function f ∈ L2(Rd), the

Floquet transform is defined as

F [f ](x, α) :=
∑

m∈Λ

f(x−m)eiα·m.
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F [f ] is always α-quasiperiodic in x and periodic in α. The Floquet transform is an invertible map
F : L2(Rd) → L2(Y × Y ∗) with inverse given by (see, for instance, [6, 20])

F−1[g](x) =
|Y |
2π

∫

Y ∗

g(x, α) dα, x ∈ R
d.

Applying the Floquet transform in both x and t, we obtain the differential problem





Å

∂

∂t

1

κ(x, t)

∂

∂t
−∇ · 1

ρ(x, t)
∇
ã

u(x, t) = 0,

u(x, t)e−iα·x is Λ-periodic in x,

u(x, t)e−iωt is T -periodic in t.

(2.3)

For a given α ∈ Y ∗, we seek ω ∈ Y ∗
t such that there is a non-zero solution u to (2.3). At fixed α, such

values ω are known to be discrete, ω = ωn(α) for n = 1, 2, 3.... The quasifrequencies ωn(α), as functions
of α, are known as band functions and together constitute the band structure, or dispersion relationship,
of the material. Observe that the band functions depend continuously on the high-contrast parameter δ.

We remark that the quasifrequencies as defined above can indeed be observed as a generalization of
the usual concept of frequency in the unmodulated case. If both κ and ρ are constant in t, we can not
define a minimal periodicity T . Requiring (2.3) to hold for any T , we have that u(x, t) is a time-harmonic
wave u(x, t) = v(x)eiωt with (ordinary) frequency ω.

For each n ∈ Z
+, we can represent the (time-) Brillouin zone Y ∗

t by the nth Brillouin zone Y ∗,n
t , which

is a union of two strips:

Y ∗,n
t =

ï

−nΩ
2
,− (n− 1)Ω

2

ã

× iR ∪
ï

(n− 1)Ω

2
,
nΩ

2

ã

× iR.

We can think of the collection of the nth Brillouin zones as a lifting of the Brillouin zone Y ∗
t to C. Since

e−iωtu(x, t) is T -periodic in t we have a Fourier series expansion as

u(x, t) = eiωt
∞∑

n=−∞

v(x, n)einΩt.

Although the quasifrequencies ω are defined modulo Y ∗
t , choosing a different representation of ω amounts

to a re-indexing of the Fourier coefficients v(x, n). This provides a way to associate, at least intuitively,
each ω to a certain nth Brillouin zone, where n is chosen to (in some sense) minimise the oscillations of
the Fourier series part of u. This idea will be utilized in a precise manner in Definition 2.1 below.

Due to the periodic nature of Y ∗
t , the usual definition of subwavelength frequencies does not apply

to quasifrequencies. For example, in the particular case when Ω = O(δ1/2) (which we will sometimes
use below), the whole Brillouin zone scales as O(δ1/2) but will typically contain an infinite number of
quasifrequencies which originate from folding of non-subwavelength frequencies. Due to this, we introduce
the following definition.

Definition 2.1. A quasifrequency ω = ω(δ) ∈ Y ∗
t of (2.3) is said to be a subwavelength quasifrequency

if there is a corresponding Bloch solution u(x, t), depending continuously on δ, which can be written

u(x, t) = eiωt
∞∑

n=−∞

v(x, n)einΩt,

where
ω → 0 and MΩ → 0 as δ → 0,

for some integer-valued function M =M(δ) such that, as δ → 0, we have

∞∑

n=−∞

‖v(·, n)‖L2(Y ) =

M∑

n=−M

‖v(·, n)‖L2(Y ) + o(1).

In other words, a quasifrequency is a subwavelength quasifrequency if the corresponding Bloch solution
only contains components which are either very small, or are in the subwavelength frequency regime. In
the static case, we can choose M = 0 and obtain the usual definition of a subwavelength frequency.
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3 Uniformly modulated high-contrast resonators

In this section, we study the case when the modulation is applied uniformly in space. In other words,
the modulation occurs both outside and inside the resonators. We assume that the material parameters
are modulated by some envelopes κt, ρt as follows:

κ(x, t) = κx(x)κt(t), ρ(x, t) = ρx(x)ρt(t), (3.1)

where the spatial parts κx and ρx are given by the static parameters:

κx(x) =

®

κ0, x ∈ R
d \ C,

κb, x ∈ C,
ρx(x) =

®

ρ0, x ∈ R
d \ C,

ρb, x ∈ C.
(3.2)

We seek solutions to (2.3) by separation of variables. We assume u(x, t) = Φ(t)v(x) and find that





d

dt

1

κt(t)

d

dt
Φ(t) +

λ

ρt(t)
Φ(t) = 0,

Φ(t)e−iωt is T -periodic,
(3.3)

and 



∆v +
λρ0
κ0

v = 0 in R
d \ C,

∆v +
λρb
κb

v = 0 in C,

v|+ − v|− = 0 on ∂C,

δ
∂v

∂ν

∣∣∣∣
+

− ∂v

∂ν

∣∣∣∣
−

= 0 on ∂C,

v(x)e−iα·x is Λ-periodic,

(3.4)

for some constant λ. Here, we have interpreted (2.1) in a weak sense, which leads to the so-called
transmission conditions posed on ∂C in (3.4). We denote the band functions of the static equation (3.4)

by ωα
s,i for i = 1, 2, .... In other words, at λ =

(
ωα
s,i

)2
the equation (3.4) admits a non-zero solution. It

is well-known that the first 2N band functions scale as O(δ1/2) and are thereby in the subwavelength
regime for small δ (N of these band functions have positive real part). Moreover, for small δ, there are
explicit asymptotic expansions of these subwavelength band functions (see, for example, [5, 7]).

Substituting Φ(t) =
√
κt(t)Ψ(t) in (3.3), we obtain the following result.

Proposition 3.1. Assume that the material parameters are given by (3.1) and (3.2). Then, the quasifre-

quencies ω = ω(α) ∈ Y ∗
t to the wave equation (2.1) are given by the quasifrequencies of the Hill equation

Ψ′′(t) +

Ç

(ωα
i (t))

2
+

√
κt
2

d

dt

κ′t

κ
3/2
t

å

Ψ(t) = 0,

for i = 1, 2, .... Here, ωα
i (t) are the instantaneous resonance frequencies defined by ωα

i (t) = ωα
s,i

√
κt(t)
ρt(t)

for α ∈ Y ∗
s .

Remark 3.2. Proposition 3.1 shows that the band structure of the modulated system is specified by a
Hill equation in terms of the band structure of the static system. In particular, the static and modulated
systems will have the same degeneracies (modulo Ω). This limits the range of possible phenomena that
can be induced with the uniform modulation specified in (3.1), and in Section 4 we consider a different
type of modulation which can induce richer phenomena.

3.1 Sinusoidal time-modulation

In this section, we study consequences of Proposition 3.1 in the case when the modulation is sinusoidal
with some amplitude ε and frequency Ω.
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3.1.1 Modulation of ρ

We begin by studying the case

κt(t) = 1, ρt(t) =
1

1 + ε cos(Ωt)
, 0 ≤ ε < 1.

Then, setting

τ =
Ωt

2
, a =

Å

2ωα
s,i

Ω

ã2

, q = −2ε

Å

ωα
s,i

Ω

ã2

,

we obtain the equation
φ′′(τ) + (a− 2q cos(2τ))φ(τ) = 0, (3.5)

where φ is defined as φ(τ) = Ψ(t). Equation (3.5) is known as Mathieu’s equation, and the quasifrequencies
ν of this equation are known as the characteristic exponents. Observe that ν and ω are related as

ω =
Ων

2
.

In the limit as δ → 0, the behaviour is fundamentally dependent on how ε and Ω scale with δ. In
particular, some cases allow complex band functions (i.e. unstable solutions, or k-gaps). Crucially, we
always have |q| < a/2, which suggests that complex bands occur around points where ωα

s,i is close to
nΩ
2 , n ∈ Z [24]. As δ → 0, the subwavelength quasifrequencies are the quasifrequencies associated to the

subwavelength static frequencies ωα
s,i which scale as O(δ1/2).

Case (i): ε = o(1) as δ → 0.

In this case, we have that q/a = o(1). From the theory of Mathieu’s equation, we have that [24]

ν = ±
√
a
(
1 + o(1)

)
.

It follows that, to leading order, the band structure ω(α) coincides with the unmodulated case: ω(α) =
ωα
s,i + o(1).

Case (ii): Ω = O(δ1/2) and ε is fixed as δ → 0.

In this case, we have that Ω and ωα
s,i have the same scaling in δ, and so a, q = O(1). Choosing Ω

within the band region of the static problem, we expect complex band functions. Notably, to create a
subwavelength k-gap, we require all subwavelength quasifrequencies to be complex. In the case N = 1,
i.e. a single resonator inside the unit cell, both subwavelength bands will open into k-gaps around the
same point (as in Figure 3c below). In the case of multiple resonators, N > 1, a k-gap can be achieved
by centring the complex frequencies around a degeneracy of the static problem (as in Figure 5c below).

Case (iii): Ω and ε are fixed as δ → 0.

In this case we have a, q = O(δ), which implies that ν = O(δ1/2). Consequently, there will be
subwavelength quasifrequencies ω = O(δ1/2), even though Ω is constant. For a, q around 0 and a > 0,
the Bloch solutions are stable [24] and there are no k-gaps in this case.

Remark 3.3. We can alternatively study the case of step-like changes in the material parameters, where
ρt changes between the values ρ1 and ρ2 at time t0. Instead of the Mathieu equation, we obtain in this
case the Meissner equation,

Ψ′′(t) + (ωα
i (t))

2
Ψ(t) = 0, ωα

i (t) =





ωα
s,i√
ρ1
, −Ω

2 < t < t0,

ωα
s,i√
ρ2
, t0 < t < Ω

2 ,

analogously to [17] but now posed in terms of the instantaneous resonant frequencies ωα
i (t).

3.1.2 Modulation of ρ and κ

Here, we briefly mention the case when sinusoidal modulation is applied to both ρ and κ. We assume

κt(t) =
1

1 + ε cos(Ωt)
, ρt(t) =

1

1 + ε cos(Ωt)
, 0 ≤ ε < 1.
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From Proposition 3.1 we then find

Ψ′′ +

Ç

(ωα
i )

2
+

εΩ2

2 (1 + ε cos(Ωt))
2

(
cos(Ωt) +

ε

4

(
3 + cos(2Ωt)

))
å

Ψ = 0.

In general, we cannot obtain the quasifrequencies of this Hill equation in closed form. Nevertheless, under
the assumption that ε = o(1), to leading order we obtain Mathieu equation

φ′′(τ) + (a− 2q cos(2τ))φ(τ) = 0, where τ =
Ωt

2
, φ(τ) = Ψ(t), a =

Å

2ωα
s,i

Ω

ã2

, q = −ε.

Now we consider the limit as δ → 0. If Ω = O(
√
δ), we have q/a = o(1), as in Case (i) of the previous

section. However, if Ω is fixed and ε = O(δ), we have a, q = O(δ), which corresponds to Case (iii) in the
previous section.

3.2 Numerical computations

Here, and throughout this work, we perform the computations in a two-dimensional structure with circular
resonators of radius R = 0.1 with static material parameters ρ0 = κ0 = 1, ρb = κb = 9000. In this section
we compute the band structure in the case

κt(t) = 1, ρt(t) =
1

1 + ε cos(Ωt)
, 0 ≤ ε < 1,

for two different geometries. Here, the static band structure ωs,i is computed using the multipole method
as in [7, Appendix C].

3.2.1 Square lattice of resonators

We begin by considering resonators in a square lattice defined through the lattice vectors

l1 =

Å

1
0

ã

, l2 =

Å

0
1

ã

.

The lattice and corresponding Brillouin zone is illustrated in Figure 2. The symmetry points in Y ∗ are
given by Γ = (0, 0), M = (π, π) and X = (π, 0).

The static subwavelength band structure of the system is illustrated in Figure 3a. Although often
restricted to positive frequencies, the band structure is symmetric around ω = 0. Figure 3b shows the
same band structure, but folded around the frequency Ω = 0.2, which is the same frequency as in Figure 3c
where modulation occurs with ε = 0.3. When the modulation is introduced, the frequencies at the edges
of the Brillouin zone open into k-gaps.

3.2.2 Honeycomb lattice of resonators

Next, we illustrate the case of a honeycomb lattice of resonators, illustrated in Figure 4. The lattice
vectors are given by

l1 =

Å

3√
3

ã

, l2 =

Å

3

−
√
3

ã

and the unit cell contains two resonators D1 and D2 centred around c1 = (1, 0) and c2 = (2, 0), respec-
tively. The symmetry points in Y ∗ are given by Γ = (0, 0), M = α1/2 and X = 2α1/3 + α2/3.

Figure 5 shows the modulated subwavelength band structure for different values of Ω, when ε = 0.2
is fixed. Figure 5a shows Ω = 0.3. In this case, the static band structure is not folded and the modulated
band structure is qualitatively similar to the static case. Figure 5b shows Ω = 0.23, where complex
frequencies occur. However, some bands remain real and there is no full k-gap. Figure 5c shows the band
structure at Ω = 0.2, where all band functions are complex at α = K and thus exhibit a k-gap.
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· · ·· · ·

··
·

··
·

(a) Circular resonators in square lattice.

M

Γ
X

(b) Brillouin zone and the symmetry points Γ, X and M.

Figure 2: Illustration of the square lattice, and corresponding Brillouin zone. The red path shows the points where
the band functions are computed in Figure 3.

(a) Subwavelength bands in the un-
modulated case.

(b) Same as Figure 3a but folded with
Ω = 0.2.

(c) ρ-modulated structure with Ω =

0.2 and ε = 0.3.

Figure 3: Band structure of high-contrast resonators in a square lattice. As the modulation increases, k-gaps open
around the edges of the time-Brillouin zone [−Ω/2,Ω/2).

· · ·

··· · · ·

···

(a) Infinite, periodic system with dimers in a square lattice.

M

Γ

K

(b) Brillouin zone and the symmetry points Γ, K and M.

Figure 4: Illustration of the honeycomb lattice of resonators, and corresponding Brillouin zone. The red path
shows the points where the band functions are computed in Figure 5.

(a) ε = 0.2 and Ω = 0.3, showing
largely unaltered band structure com-
pared to static case.

(b) ε = 0.2 and Ω = 0.23, showing
complex band frequencies but no full
k-gap.

(c) ε = 0.2 and Ω = 0.2, showing a
k-gap around the symmetry point K

in the Brillouin zone.

Figure 5: Band structure of high-contrast resonators in a honeycomb lattice. For a fixed modulation strength ε,
complex band frequencies may appear for certain Ω. A k-gap opens when the degenerate static frequencies become
complex (Figure 5c).
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4 Resonator-modulated systems

In this section, we study the case when the time-modulation is only applied to the interior of the res-
onators, while the surrounding material is constant in time. Due to the time-modulation, we will obtain
a system of coupled Helmholtz equations in the frequency domain, posed at frequencies which differ by
multiples of Ω.

We consider the periodic structure C as defined in Section 2.1 and now assume

κ(x, t) =

®

κ0, x ∈ R
d \ C,

κbκi(t), x ∈ Ci,
, ρ(x, t) =

®

ρ0, x ∈ R
d \ C,

ρbρi(t), x ∈ Ci.
(4.1)

The functions ρi(t) and κi(t) describe the modulation inside the ith resonator, and we assume that each
ρi, κi is periodic with period Ω. Moreover, we assume that κi ∈ C1(R) and κ′i(t) = O(δ1/2) for each
i = 1, ..., N .

In Section 4.2, we prove the capacitance matrix approximation of the subwavelength band structure in
the limit as δ → 0. As we shall see, the dynamics is now governed by a system of coupled Hill differential
equations in t. We begin, however, by describing the layer potential techniques that will be used in the
analysis.

4.1 Layer potential theory and the capacitance matrix

Define the α-quasiperiodic Green’s function Gα,k(x, y) to satisfy

∆xG
α,k(x, y) + k2Gα,k(x, y) =

∑

n∈Λ

δ(x− n)eiα·n.

If k 6= |α+ q| for all q ∈ Λ∗, it can be shown [6, 10] that Gα,k is given by

Gα,k(x, y) =
1

|Y |
∑

q∈Λ∗

ei(α+q)·(x−y)

k2 − |α+ q|2 .

Let D ⊂ R
d be as in Section 2.1. We define the quasiperiodic single layer potential Sα,k

D : L2(∂D) →
H1

loc
(Rd) by

Sα,k
D [φ](x) :=

∫

∂D

Gα,k(x, y)φ(y) dσ(y), x ∈ R
d.

Here, the space H1
loc

(Rd) consists of functions that are square integrable and with a square integrable
weak first derivative, on every compact subset of R

d. Taking the trace on ∂D, it is well-known that
Sα,0
D : L2(∂D) → H1(∂D) is invertible if α 6= 0 [6]. Moreover, on the boundary ∂D, Sα,k

D satisfies the
so-called jump relations

Sα,k
D [φ]

∣∣
+
= Sα,k

D [φ]
∣∣
−
, (4.2)

and
∂

∂ν
Sα,k
D [φ]

∣∣∣
±
=

Å

±1

2
I + (K−α,k

D )∗
ã

[φ], (4.3)

where I is the identity operator, ∂/∂νx denotes the outward normal derivative at x ∈ ∂D and |+,−

denote the limits from outside and inside D, respectively. Moreover, (K−α,k
D )∗ : L2(∂D) → L2(∂D) is the

quasiperiodic Neumann-Poincaré operator given by

(K−α,k
D )∗[φ](x) :=

∫

∂D

∂

∂νx
Gα,k(x, y)φ(y) dσ(y).

For low frequencies, i.e. as κ→ 0, we have the asymptotic expansions

Sα,k
D = Sα,0

D +O(k2), (4.4)

and
(K−α,k

D )∗ = (K−α,0
D )∗ +O(k2). (4.5)

Moreover, we have following well-known integration formula (see, for example, [5]),
∫

∂Di

Å

1

2
I + (K−α,0

D )∗
ã

[φ] dσ =

∫

∂Di

φ dσ. (4.6)

9



Finally, for α 6= 0, the basis functions ψα
i and the capacitance coefficients Cα

ij are defined as

ψα
i =
Ä

Sα,0
D

ä−1
[χ∂Di

], Cα
ij = −

∫

∂Di

ψα
j dσ, (4.7)

for i, j = 1, ..., N . The capacitance matrix Cα is defined as the matrix Cα =
(
Cα

ij

)
.

4.2 Capacitance matrix formulation of the problem

In this section, we will use the above notion of capacitance in order to derive an asymptotic expansion
of the subwavelength band functions as δ → 0.

We seek solutions to (2.3) under the modulation specified in (4.1). From the regularity of ρ and κ
we know that u is continuously differentiable in t [22]. Since e−iωtu(x, t) is a T -periodic in t we have a
Fourier series expansion as

u(x, t) = eiωt
∞∑

n=−∞

v(x, n)einΩt.

In the time domain, we have the boundary conditions at x ∈ ∂Di

δ
∂u

∂ν

∣∣∣∣
+

− 1

ρi

∂u

∂ν

∣∣∣∣
−

= 0, x ∈ ∂Di, t ∈ R.

In the frequency domain, we then have the following equation, for n ∈ Z:





∆v +
ρ0(ω + nΩ)2

κ0
v = 0 in Y \D,

∆v∗i +
ρb(ω + nΩ)2

κb
v∗∗i = 0 in Di,

v|+ − v|− = 0 on ∂D,

δ
∂v

∂ν

∣∣∣∣
+

− ∂v∗i
∂ν

∣∣∣∣
−

= 0 on ∂Di,

v(x, n)eiα·x is Λ-periodic in x.

(4.8)

Here, v∗i (x, n) and v∗∗i (x, n) are defined through the convolutions

v∗i (x, n) =

∞∑

m=−∞

ri(m)v(x, n−m), v∗∗i (x, n) =
1

ω + nΩ

∞∑

m=−∞

ki(m)
(
ω + (n−m)Ω

)
v(x, n−m),

where ri and ki are the Fourier series coefficients of 1/ρi and 1/κi, respectively:

1

ρi(t)
=

∞∑

n=−∞

ri(n)e
inΩt,

1

κi(t)
=

∞∑

n=−∞

ki(n)e
inΩt.

Observe that (4.8) consists of coupled Helmholtz equations at frequencies differing by integer multiples of
Ω. The coupling of the Helmholtz equations is specified through ρi and κi. Rescaling a solution to (4.8)
produces another solution, so we assume that the solution is normalized as ‖v(·, 1)‖H1(Y ) = 1. Since u is
continuously differentiable in t, we then have as n→ ∞,

‖v(·, n)‖H1(Y ) = o

Å

1

n

ã

. (4.9)

We will consider the case when the modulation of ρ consists of a finite Fourier series with a large
number of nonzero Fourier coefficients:

1

ρi(t)
=

M∑

n=−M

ri(n)e
inΩt,

for some M ∈ N satisfying

M = O
Ä

δ−γ/2
ä

,
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for some 0 < γ < 1. We seek subwavelength quasifrequencies ω of the wave equation (2.3) in the sense
of Definition 2.1. In particular, we assume that ω, and also the frequency Ω of the modulation, is of the
same order as the static subwavelength resonant frequencies:

ω = O
Ä

δ1/2
ä

, Ω = O
Ä

δ1/2
ä

.

We then have the following result.

Lemma 4.1. As δ → 0, the functions v∗i (x, n) are approximately constant for x inside Di, i.e.,

v∗i (x, n) = ci(n) +O(δ(1−γ)/2), x ∈ Di,

uniformly for n ≤M , for some constants ci(n), i = 1, ..., N .

Proof. Since v∗i is defined through a finite convolution, we have from (4.9) that

‖v∗i (·, n)‖H1(Y ) ≤
K∗

n
, n 6= 0,

for some constant K∗. For |n| ≤M we have from (4.8) that

∫

∂Di

v∗i
∂v∗i
∂ν

dσ = O(δ),

∫

Di

v∗i ∆v
∗
i dx = O(δ1−γ).

Using integration by parts, we obtain

∫

Di

|∇v∗i |2 dx =

∫

∂Di

v∗i
∂v∗i
∂ν

dσ −
∫

Di

v∗i ∆v
∗
i dx

= O(δ1−γ).

Therefore, for |n| ≤M we have v∗i (x, n) = ci(n) +O(δ(1−γ)/2) for x ∈ Di, which proves the claim.

In Y \D, the solution v satisfies the Helmholtz equation and can be represented through the single
layer potential as

v(x, n) = Sα,ω+nΩ
D [φn](x),

for some φn, n ∈ Z. From (4.9) we have that ‖φn‖L2(∂D) ≤ K̃/n as n→ ∞, for some constant K̃. Using
(4.2) and (4.4) we have on the boundary ∂Di:

v∗i (x, n) =
M∑

m=−M

r(m)Sα,ω+(n−m)Ω
D [φn−m](x)

= Sα,0
D

[
M∑

m=−M

r(m)φn−m

]
(x) +O(δ1−γ),

as δ → 0, where the error term is uniform for |n| ≤M . From Lemma 4.1 we then find that

M∑

m=−M

r(m)φn−m =
N∑

i=1

ci(n)ψ
α
i +O(δ(1−γ)/2), (4.10)

for α 6= 0, where ψα
i are the basis functions defined in (4.7).

On one hand, using the transmission conditions and integrating by parts, we obtain

∫

∂Di

∂v(x, n)

∂ν

∣∣∣∣
+

dσ(x) =
1

δ

∫

∂Di

∂v∗i (x, n)

∂ν

∣∣∣∣
−

dσ(x) = −ρb(ω + nΩ)2

δκb
V ∗∗
i (n), (4.11)

where V ∗∗
i (n) is defined as

V ∗∗
i (n) =

1

ω + nΩ

∞∑

m=−∞

ki(m)
(
ω + (n−m)Ω

)
Vi(n−m), Vi(n) =

∫

Di

v(x, n) dx.
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On the other hand, using the jump relation, (4.3), the asymptotic expansion (4.5) and the integration
formula (4.6) we have

∫

∂Di

∂v(x, n)

∂ν

∣∣∣∣
+

dσ(x) =

∫

∂Di

Å

1

2
I + (K−α,0

D )∗
ã

[φn] dσ +O(δ(1−γ)/2) =

∫

∂Di

φn dσ +O(δ(1−γ)/2),

for |n| ≤M . Taking the convolution and using (4.10), we have

M∑

m=−M

r(m)

∫

∂Di

∂v(x, n−m)

∂ν

∣∣∣∣
+

dσ(x) = −
N∑

j=1

cj(n)C
α
ij +O(δ(1−γ)/2), (4.12)

where Cα
ij are the capacitance coefficients defined in (4.7). Combining (4.11) and (4.12) we therefore

obtain

N∑

j=1

cj(n)C
α
ij =

ρb
δκb

M∑

m=−M

ri(m)(ω + (n−m)Ω)2V ∗∗
i (n−m) +O(δ(1−γ)/2). (4.13)

Next we will take the inverse transform of (4.13). Denoting

ci(t) = eiωt
∞∑

n=−∞

ci(n)e
inΩt, Vi(t) = eiωt

∞∑

n=−∞

Vi(n)e
inΩt,

we have

ci(t) =
Vi(t)

|Di|ρi(t)
,

where |Di| denotes the volume (or area) of the ith resonator Di. Assuming that v corresponds to a
subwavelength solution, we have as δ → 0,

ci(t) = eiωt
M∑

n=−M

ci(n)e
inΩt + o(1), Vi(t) = eiωt

M∑

n=−M

Vi(n)e
inΩt + o(1).

This together with (4.13) proves the following main result.

Theorem 4.2. Assume that the material parameters are given by (4.1) and that α 6= 0. Then, as δ → 0,
the quasifrequencies ω = ω(α) ∈ Y ∗

t to the wave equation (2.1) in the subwavelength regime are, to leading

order, given by the quasifrequencies of the system of ordinary differential equations

N∑

j=1

Cα
ijcj(t) = −|Di|ρb

δκb

1

ρi(t)

d

dt

Å

1

κi(t)

dρici
dt

ã

+ o(1), (4.14)

for i = 1, ..., N .

We remark that the left-hand side of (4.14) is specified by the entries of the matrix-vector product
Cαc(t). In fact, we can rewrite the leading order of (4.14) into the following system of Hill equations

Ψ′′(t) +M(t)Ψ(t) = 0, (4.15)

where Ψ is the vector defined as

Ψ =

Ç

ρi(t)√
κi(t)

ci(t)

åN

i=1

and M is the matrix defined as

M(t) =
δκb
ρb

W1(t)C
αW2(t) +W3(t),

with W1,W2 and W3 being the diagonal matrices with diagonal entries

(W1)ii =

√
κiρi
|Di|

, (W2)ii =

√
κi
ρi

, (W3)ii =

√
κi
2

d

dt

κ′i

κ
3/2
i

,

for i = 1, ..., N .
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Remark 4.3. If we assume that all resonators have equal volume and that

κi(t) = 1, and ρi(t) = ρ0(t), t ∈ R, i = 1, .., N,

(in other words that κ is unmodulated and ρi are equal for all i), equation (4.15) and the corresponding
quasifrequencies ωα

i read

Ψ′′(t) +
δκb

|D1|ρb
CαΨ = 0, ωα

i =

 

δκbλαi
ρb|D1|

,

where λαi are the eigenvalues of Cα. This agrees with the formula for the static subwavelength resonant
frequencies given in [5], and we remark that this holds even if the system has a nontrivial modulation of
ρ specified by ρ0.

4.3 Numerical computations

We will numerically compute the Floquet exponents of the Hill system of equations

Ψ′′(t) +M(t)Ψ(t) = 0. (4.16)

This is an N ×N system of ordinary differential equations of second order, which admits a fundamental
basis of solutions {ψI,j(t), ψII,j(t)}Nj=1 defined through the initial conditions

ψ
(i)
I,j (0) = δij ,

Ä

ψ
(i)
I,j

ä′
(0) = 0, ψ

(i)
II,j(0) = 0,

Ä

ψ
(i)
II,j

ä′
(0) = δij . (4.17)

Here, and throughout this section, bracketed superscripts denote corresponding vector components. We
seek quasiperiodic solutions ψ satisfying

ψ(t+ T ) = eiωTψ(t).

It is easy to show that this occurs precisely when eiωT is an eigenvalue of the fundamental solution, which
is the 2N × 2N -matrix

W =

Ü

Ä

ψ
(i)
I,j (T )

äN

i,j=1

Ä

ψ
(i)
II,j(T )

äN

i,j=1

(
Ä

ψ
(i)
I,j

ä′
(T )

)N

i,j=1

(
Ä

ψ
(i)
II,j

ä′
(T )

)N

i,j=1

ê

.

This offers a straightforward numerical algorithm to compute the Floquet exponents ω: we numerically
integrate (4.16) with initial conditions (4.17), and then approximate ω through the eigenvalues of W.

4.3.1 Exceptional point degeneracy in square lattice of dimers

We begin by considering the band structure of a structure with the same square lattice as in Section 3.2.1,
but where the unit cell now contains two resonators D1, D2 centred at c1 = (0.5 − 1.2R, 0.5), c2 =
(0.5 + 1.2R, 0.5), respectively. The geometry is illustrated in Figure 6. We consider the modulation
specified by

ρ1(t) = 1, ρ2(t) = 1, κ1(t) =
1

1 + ε cos(Ωt)
, κ2(t) =

1

1 + ε cos(Ωt+ π)
, t ∈ R,

for 0 ≤ ε < 1. As we will see, this structure may support exceptional points, which (as mentioned in the
introduction) are parameter points where the eigenmodes of the system coalesce.

The band structure of the material is given in Figure 7. Figure 7a shows the static band structure
(corresponding to ε = 0) folded with Ω = 0.26. This frequency Ω lies inside a band gap, and there are
intersections between the first (unfolded) and the second (folded) bands. Figure 7b shows the modulated
band structure at ε = 0.08, also with Ω = 0.26. In the modulated structure, the intersection points marks
a transition from a real to a conjugate-symmetric spectrum. Considering the eigenvectors, Figure 3c shows
that the eigenvector matrix of W is defective at the degeneracies, and we conclude that the degenerate
points correspond to exceptional points.
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l1

l2
Y

(a) Square unit cell Y containing 2 resonators.

· · ·· · ·

··
·

··
·

(b) Infinite, periodic system with dimers in a square lattice.

Figure 6: Illustration of the square lattice of dimers, which may support an exceptional point.

(a) Static band structure of the
square lattice of dimers, folded with
Ω = 0.26.

(b) ε = 0.2 and Ω = 0.26, show-
ing exceptional point degeneracies at
some points in the Brillouin zone.

(c) Condition number of the eigen-
vector matrix of W, showing a defec-
tive matrix at the degenerate points.

Figure 7: Band structure of high-contrast dimers of resonators in a square lattice. For nonzero modulation
strengths ε, the bands form exceptional point degeneracies where the system is defective and the spectrum changes
from being real to being conjugate-symmetric.

4.3.2 Dirac cone degeneracy at Γ in trimer honeycomb lattice

Next, we consider a honeycomb lattice of resonator trimers as illustrated in Figure 8, similar to structures
considered in [14, 18]. We use the same lattice as in Section 3.2.2, where the unit cell now contains six
resonators Di respectively centred at ci, i = 1, .., 6, given by

c1 = (1, 0) + 3R(1, 0), c2 = (1, 0) + 3R

Å

cos

Å

2π

3

ã

, sin

Å

2π

3

ãã

, c3 = (1, 0) + 3R

Å

cos

Å

4π

3

ã

, sin

Å

4π

3

ãã

,

c4 = (2, 0) + 3R
(
cos

(π
3

)
, sin

(π
3

))
, c5 = (2, 0)− 3R(1, 0), c6 = (2, 0) + 3R

Å

cos

Å

5π

3

ã

, sin

Å

5π

3

ãã

.

We use the modulation given by κi(t) = 1, i = 1, ..., 6 and

ρ1(t) = ρ4(t) =
1

1 + ε cos(Ωt)
, ρ2(t) = ρ5(t) =

1

1 + ε cos
(
Ωt+ 2π

3

) , ρ3(t) = ρ6(t) =
1

1 + ε cos
(
Ωt+ 4π

3

) ,

for 0 ≤ ε < 1.
The band structure of the material is presented in Figure 9 with modulation frequency Ω = 0.15. In

the static case, the band structure is folded and, as expected, exhibits a Dirac cone at α = K [5]. As ε
increases, the gap between the 4th and the 5th bands at Γ decreases. At a specific point, namely ε = 0.3,
the gap closes in a Dirac cone at Γ. We remark that this linear dispersion at the origin of the Brillouin
zone is a prerequisite for creating double-zero index materials [9, 17].

5 Concluding remarks

In this work, we have provided a mathematical foundation for time-dependent systems of high-contrast
subwavelength resonators. We have considered two types of time-modulation. In the case of uniform
time-modulation, the wave equation is separable and the quasifrequency band structure is described as

14



l2
Y

l1

1
2

3

4
5

6

(a) Hexagonal lattice unit cell Y containing 6 resonators.

· · ·

··· · · ·

···

(b) Periodic system with trimers in a honeycomb lattice.

Figure 8: Illustration of the “artificial spin” honeycomb lattice, which can support a Dirac cone degeneracy at Γ.

(a) Static, folded, band structure of
the honeycomb lattice of trimers.

(b) Modulated band structure at ε =

0.3 and Ω = 0.15, showing Dirac
cones at both Γ and K.

(c) Close-up of Figure 9b around Γ,
showing the Dirac cone of the 4th and
5th bands.

Figure 9: Band structure of high-contrast resonators in a trimer honeycomb lattice. The static band structure
(Figure 9a) shows a Dirac cone at K. As the modulation increases, the gap between the 4th and 5th bands closes,
and at ε = 0.3 the gap closes in a Dirac cone. For clarity, only the positive real part of the band structure is
shown.

the quasifrequencies of a Hill differential equation in terms of the static band structure. In the case
where the time-modulation only occurs inside the resonators, the subwavelength band structure admits a
capacitance matrix characterization, which generalizes the recently derived characterization in the static
case. We have exemplified both types of modulation numerically, and demonstrated k-gaps, exceptional
points and Dirac cone degeneracies at the origin of the Brillouin zone, which is a prerequisite for achieving
zero-refractive index materials in the subwavelength regime.

A Finite system of resonators

In this section, we derive the corresponding results in setting of finite resonator systems. We let D be a
finite resonator system, defined as in Section 2.1 but not repeated periodically. Again, we compute the
quasifrequencies ω of the wave equation (2.1) (we emphasize that there is no quasiperiodic condition in
the spatial dimension in this case, and ω represent resonant frequencies and not band functions).

A.1 Uniformly modulated systems

As in Section 3, we assume that the material parameters are modulated by some envelopes κt, ρt as
follows:

κ(x, t) = κx(x)κt(t), ρ(x, t) = ρx(x)ρt(t). (A.1)

Now, we assume the spatial parts κx and ρx satisfy

κx(x) =

®

κ0, x ∈ R
d \D,

κb, x ∈ D,
ρx(x) =

®

ρ0, x ∈ R
d \D,

ρb, x ∈ D.
(A.2)
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We seek solutions to (2.1) by separation of variables. Assume u(x, t) = Φ(t)v(x). Then we find from
(2.1) that

d

dt

1

κt(t)

d

dt
Φ(t) +

ω2

ρt(t)
Φ(t) = 0 (A.3)

and 



∆v +
ω2ρ0
κ0

v = 0 in R
d \D,

∆v +
ω2ρb
κb

v = 0 in D,

v|+ − v|− = 0 on ∂D,

δ
∂v

∂ν

∣∣∣∣
+

− ∂v

∂ν

∣∣∣∣
−

= 0 on ∂D,

(A.4)

for some constant ω. In the static case, (A.4) is usually coupled with the outgoing Sommerfeld radiation
condition, in order to select the physical solution. In the modulated case however, due to lack of energy
conservation, there may be both outgoing and incoming solutions. We denote the outgoing (respectively

incoming) resonant frequencies by ω+
s,i (respectively ω−

s,i) for i = 1, 2, .... We observe that ω−
s,i = ω+

s,i. It is

well-known that the first 2N resonant frequencies scale as O(δ1/2) and N of these have positive real part
(known as the Minnaert frequencies) [1]. These are real to leading order, and we have ω+

s,i = ω−
s,i +O(δ)

for i = 1, 2, ..., 2N . Substituting Φ(t) =
√
κt(t)Ψ(t) we can obtain the following result.

Proposition A.1. Assume that the material parameters are given by (A.1) and (A.2). Then, the

quasifrequencies ω ∈ Y ∗
t to the wave equation (2.1) in the subwavelength regime are given by the quasifre-

quencies of the Hill equation

Ψ′′(t) +

Ç

(
ω±
i (t)

)2
+

√
κt
2

d

dt

κ′t

κ
3/2
t

å

Ψ(t) = 0,

for i = 1, 2, ...,. Here, ω±
i (t) are the instantaneous resonant frequencies defined by ω±

i (t) = ω±
s,i

√
κt(t)
ρt(t)

.

A.2 Resonator-modulated systems

We now consider the finite analogue of the system studied in Section 4. For simplicity, we will restrict
to the case d = 3 (the case d = 2 requires a slightly different layer-potential analysis, as outlined in [4,
Appendix B]). We assume

κ(x, t) =

®

κ0, x ∈ R
d \D,

κbκi(t), x ∈ Di,
, ρ(x, t) =

®

ρ0, x ∈ R
d \D,

ρbρi(t), x ∈ Di.
(A.5)

We denote the outgoing (respectively incoming) Helmholtz Green’s functions by Gk,+ (respectively Gk,−),
defined by

Gk,±(x, y) := − e±ik|x−y|

4π|x− y| , x, y ∈ R
3, x 6= y, k ∈ C.

Let D ∈ R
3 be as in Section 2.1. We introduce the single layer potential Sk,±

D : L2(∂D) → H1
loc

(R3),
defined by

Sk,±
D [φ](x) :=

∫

∂D

Gk,±(x, y)φ(y) dσ(y), x ∈ R
3.

We observe that S0,+
D = S0,−

D =: SD. Taking the trace on ∂D, it is well-known that SD : L2(∂D) →
H1(∂D) is invertible. We define the basis functions ψi and the capacitance coefficients Cij as

ψi = (SD)
−1

[χ∂Di
], Cij = −

∫

∂Di

ψj dσ,

for i, j = 1, ..., N . The capacitance matrix C is defined as the matrix C = (Cij). Following the steps in
Section 4, we can then prove the following result.
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Theorem A.2. Assume that the material parameters are given by (A.5). Then, as δ → 0, the quasifre-

quencies ω ∈ Y ∗
t to the wave equation (2.1) in the subwavelength regime are, to leading order, given by

the quasifrequencies of the system of ordinary differential equations

N∑

j=1

Cijcj(t) =
|Di|ρb
δκb

1

ρi(t)

d

dt

Å

1

κi(t)

dρici
dt

ã

+ o(1), (A.6)

for i = 1, ..., N .
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