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Abstract

We present a second-order accurate numerical method for a class of nonlocal nonlinear con-
servation laws called the ”nonlocal pair-interaction model” which was recently introduced by
Du, Huang, and LeFloch. Our numerical method uses second-order accurate reconstruction-
based schemes for local conservation laws in conjunction with appropriate numerical integra-
tion. We show that the resulting method is total variation diminishing (TVD) and converges
towards a weak solution. In fact, in contrast to local conservation laws, our second-order
reconstruction-based method converges towards the unique entropy solution provided that
the nonlocal interaction kernel satisfies a certain growth condition near zero. Furthermore,
as the nonlocal horizon parameter in our method approaches zero we recover a well-known
second-order method for local conservation laws. In addition, we answer several questions
from the paper from Du, Huang, and LeFloch concerning regularity of solutions. In particu-
lar, we prove that any discontinuity present in a weak solution must be stationary and that,
if the interaction kernel satisfies a certain growth condition, then weak solutions are unique.
We present a series of numerical experiments in which we investigate the accuracy of our
second-order scheme, demonstrate shock formation in the nonlocal pair-interaction model,
and examine how the regularity of the solution depends on the choice of flux function.

Key words. hyperbolic conservation laws, nonlocal model, higher-order numerical methods,
increased regularity
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1 Introduction

1.1 Objective of the paper

We consider the ‘nonlocal pair-interaction model’

∂u

∂t
+ ∫

δ

0

g(u, τhu) − g(τ−hu,u)
h

ωδ(h)dh = 0, (x, t) ∈ R × (0, T ),
u(x,0) = u0(x), x ∈ R,

(1.1)

which is a nonlocal variant of the (local) scalar conservation law

∂u

∂t
+ ∂f(u)

∂x
= 0, (x, t) ∈ R × (0, T ),

u(x,0) = u0(x), x ∈ R.
(1.2)
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Here, g is a two-point, monotone flux function that is consistent with the local flux f in the sense
that g(u,u) = f(u), ωδ is a kernel characterizing nonlocal interactions, and τ±hu(x, t) = u(x±h, t)
denotes the standard shift operator in space. The nonlocal pair-interaction model was introduced
by Du, Huang, and LeFloch in [4] where the authors established existence and uniqueness of
entropy solutions. Their global existence result is based on the convergence of a first-order accurate
finite volume method inspired by first-order finite volume methods for (local) conservation laws.
In [3] Du and Huang further presented numerical experiments for this first-order scheme.

Our first goal is to design a second-order accurate numerical method for the nonlocal model (1.1)
that is asymptotically compatible with a second-order scheme for the local conservation law (1.2).
The method we construct is based on second-order accurate reconstruction-based schemes coupled
with a trapezoidal rule to numerically approximate the weighted integral in (1.1).

Our second goal is to show that solutions of the nonlocal model have more regularity as com-
pared to solutions of local conservation laws. Specifically, we will show that weak solutions of (1.1)
can only exhibit stationary discontinuities. This improved regularity of the nonlocal model sub-
stantiates the usefulness and practicality of higher-order schemes like the one presented here.

1.2 Background on the nonlocal pair-interaction model

The nonlocal pair-interaction model is a very recent contribution to the problem of modeling
nonlocal convection (see [5] for an extensive overview of other contributions). One key feature of
the nonlocal pair-interaction model which many other models do not share is the explicit use of
the nonlocal horizon parameter δ to characterize nonlocal interactions. This is inspired by the
same notion used in peridynamics, see [15]. Another feature of the nonlocal pair-interaction model
is that, as the nonlocal horizon parameter vanishes, the nonlocal model (1.1) reduces to the local
conservation law (1.2) [3]. This is to be contrasted to other nonlocal models which do not enjoy
this property, see e.g. [1].

A different nonlocal, nonlinear model with interactions over a finite horizon was proposed
in [5]; however, only local existence results could be established due to the lack of a maximum
principle. The nonlocal pair-interaction model, on the other hand, enjoys the maximum principle
and generally shares many properties of local conservation laws, see [4].

Let ∆x > 0 be the spatial discretization parameter and let xj = j∆x and xj+1/2 = (j + 1/2)∆x
denote the midpoints and endpoints of the spatial grid cells Cj = (xj−1/2, xj+1/2). In order to show
existence of solutions to the nonlocal pair-interaction model Du, Huang, and LeFloch [4] used the
numerical scheme

un+1j = unj −∆t
max{r,1}

∑
k=1

g(unj , unj+k) − g(unj−k, unj )
k∆x

Wk,

u0j = 1

∆x
∫
Cj
u0(x)dx,

(1.3)

where r = ⌊ δ
∆x
⌋ and the weights Wk are given by

Wk = ∫
k∆x

(k−1)∆x
ωδ(h)dh + ✶k=r ∫

δ

r∆x
ωδ(h)dh, k = 1, . . . , r.

By keeping the spatial grid size ∆x fixed and letting δ → 0, the first equation in (1.3) reduces to
the standard monotone finite volume scheme

un+1j = unj − ∆t

∆x
(g(unj , unj+1) − g(unj−1, unj )) (1.4)

for the local conservation law (1.2). The nonlocal scheme (1.3) admits an analysis very similar to
that of standard monotone schemes, detailed for example in [2].

Moreover, as both δ and ∆x vanish the scheme (1.3) converges to the entropy solution of the
local conservation law (1.2), see [4]. This leads to the so-called asymptotic compatibility of the
numerical scheme, as defined in [18], for the nonlocal model (1.1).
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1.3 Background on second-order TVD schemes for local conservation

laws

The numerical scheme (1.3), studied in [4, 3], shares the drawback of the monotone finite volume
method (1.4) for local conservation laws of being at most first-order accurate, see e.g. [11]. In the
case of conservation laws, one popular way of increasing the order of accuracy is to use higher-
order reconstructed approximations instead of piecewise constant values in monotone schemes.
This stems from an idea by van Leer, see [19].

Given cell averages uj at time t defining a spatially piecewise constant function u∆x(x, ⋅) = uj ,
one can construct a piecewise linear function

Ru(x, t) = uj + σj x − xj
∆x

, x ∈ Cj ,
(see e.g. [7, 14]). The slopes σj are selected using an appropriate limiter depending on ui−1, ui,
and ui+1, for example the minmod limiter [14]. The right and left edge values

u+j = lim
x→xj+1/2−

Ru(x, t) = uj + 1

2
σj and u−j = lim

x→xj−1/2+
Ru(x, t) = uj − 1

2
σj

in the cell Cj can then be used instead of the cell averages to give the second-order accurate,
semi-discrete finite volume method

duj

dt
+ g(u+j , u−j+1) − g(u+j−1, u−j )

∆x
= 0. (1.5)

In order for the method to be total variation diminishing (TVD) the slopes have to satisfy

−2 ≤ σj+1 − σj
uj+1 − uj ≤ 2,

see [16]. The TVD property is enough to conclude that limits of the scheme, as ∆x → 0, are at
least weak solutions of the conservation law (1.2), cf. [13].

1.4 Outline of this paper

The rest of this paper is structured as follows. In Section 2 we define the notions of weak and
entropy solutions of (1.1) and prove that if the nonlocal interaction kernel satisfies a certain
growth condition near zero, then those two notions coincide. Section 2 further contains two
regularity results: We show that weak solutions of the nonlocal model can only exhibit stationary
shocks and that traveling wave solutions are either stationary or smooth. In Section 3 we then
detail the construction of our second-order scheme. To that end, we first consider the numerical
approximation of the weighted integral in (1.1) and then a suitable time discretization. We note
that the procedure developed in Section 3 can readily be modified to higher orders. Next, we
prove certain properties of the forward Euler time discretization, such as the discrete maximum
principle and the TVD property, which are then used to show that the scheme converges and that
the limit is a weak solution to (1.1) with a Lax–Wendroff-type theorem. This section also includes
a novel nonlocal generalization of Harten’s lemma (cf. [10]) that is interesting in its own regard.
In Section 4 we present a series of numerical experiments for the second-order scheme: First, we
compare it to the first-order scheme presented in [4, 3] and then to a second-order scheme for the
local conservation law. Further experiments underpin our findings in Section 2 with regards to
the regularity of solutions of the nonlocal model.

2 Regularity of weak solutions to the nonlocal model

In this section we will show that solutions of the nonlocal model are more regular than solutions
of local conservation laws. To this end, we will first prove that for a certain class of nonlocal
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interaction kernels weak solutions of the nonlocal model are in fact entropy solutions and hence
unique. Further, we use a Rankine–Hugoniot-type argument to show that any discontinuities
present in a weak solution of the nonlocal model must necessarily be stationary. Lastly, we will
show that, for a certain class of nonlocal interaction kernels, traveling wave solutions are smooth.

Throughout this paper we will consider nonlocal interaction kernels ωδ ∶R→ R satisfying

ωδ ≥ 0, suppωδ ⊆ [0, δ], and ∫ δ

0

ωδ(h)dh = 1
and numerical fluxes g∶R × R → R which are consistent with a flux f , monotone, and Lipschitz
continuous, i.e.,

g(u,u) = f(u), ∂1g ≥ 0, ∂2g ≤ 0,
and ∣g(u1, v1) − g(u2, v2)∣ ≤ C(∣u1 − u2∣ + ∣v1 − v2∣). (2.1)

As in the case of local conservation laws, we can define a notion of weak solutions for the
nonlocal model.

Definition 2.1 (Weak solution). A function u ∈ L∞(R× (0,T)) is a weak solution of the nonlocal
conservation law (1.1) if

∫ T

0
∫
R

u
∂φ

∂t
dxdt + ∫

R

u0(x)φ(x,0)dx − ∫ T

0
∫
R
∫ δ

0

g(u, τhu) − g(τ−hu,u)
h

ωδ(h)φdhdxdt = 0
for all φ ∈ C∞c (R × [0, T )).

Furthermore, we will consider entropy solutions in the sense of Kružkov as introduced by Du,
Huang, and LeFloch [4].

Definition 2.2 (Entropy solution). A function u ∈ L∞(R × (0,T)) is an entropy solution of the
nonlocal conservation law (1.1) if for all c ∈ R

∫ T

0
∫
R

∣u − c∣∂φ
∂t

dxdt +∫
R

∣u0(x) − c∣φ(x,0)dx +∫ T

0
∫
R
∫ δ

0

τhφ − φ
h

q(u, τhu; c)ωδ(h)dhdxdt ≥ 0
for all nonnegative φ ∈ C∞c (R × [0, T )). Here q is the nonlocal entropy flux corresponding to the
entropy η(u, c) = ∣u − c∣, defined as1

q(a, b; c) = g(a ∨ c, b ∨ c) − g(a ∧ c, b ∧ c)
= sign(a − c) sign(b − c)(sign(a − c) + sign(b − c)

2
(g(a, b) − g(c, c)) (2.2)

+ sign(a − c) − sign(b − c)
2

(g(c, b) − g(a, c))) (2.3)

In [4], Du, Huang, and LeFloch were able to show uniqueness of entropy solutions of (1.1)
using Kružkov techniques.

2.1 Uniqueness of weak solutions

We will now show that if the nonlocal interaction kernel ωδ satisfies

∫ δ

0

ωδ(h)
h

dh <∞ (2.4)

then any weak solution of (1.1) is in fact an entropy solution. In particular, this implies that
weak solutions are unique and that the second-order scheme we construct in this paper converges
towards the unique entropy solution. Note that the condition (2.4) roughly says that ωδ behaves
like hα near zero for some α > 0. Heuristically speaking, interaction kernels satisfying (2.4) place
greater weights on long-range interactions than on short-range interactions.

1Note that the second line of Equation (2.3) is not identical to the corresponding equation in [4, p. 2470], which
we believe to be a misprint.
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Theorem 2.3. Assume that the nonlocal interaction kernel ωδ satisfies ∫ δ

0

ωδ(h)
h

dh < ∞. Then
any weak solution u of (1.1) is an entropy solution. In particular, this implies that weak solutions
are unique.

Proof. Let u be a weak solution. Using the Lipschitz continuity of g and the fact that u is bounded
in L∞ (see [4, Eq. 4.8]), we get

∫ T

0
∫
R

uφt dxdt = ∫ T

0
∫
R
∫ δ

0

g(u, τhu) − g(τ−hu,u)
h

ωδ(h)dhφdxdt
≤ C ∫ T

0
∫
R
∫ δ

0

(∣u(x + h) − u(x)∣ + ∣u(x) − u(x − h)∣)ωδ(h)
h

dh∣φ(x, t)∣dxdt
≤ C∥u∥L∞((0,T )×R) ∫ T

0
∫
R
∫ δ

0

ωδ(h)
h

dh∣φ(x, t)∣dxdt
= C∥u0∥L∞(R)∥φ∥L1((0,T )×R) ∫ δ

0

ωδ(h)
h

dh.

Because of the assumption ∫ δ

0

ωδ(h)
h

dh <∞, we thus have

∫ T

0
∫
R

uφt dxdt ≤ C∥φ∥L1((0,T )×R)

which implies that u(x, ⋅) is Lipschitz continuous for almost every x ∈ R (see Proposition A.1
in Section A) and the weak solution u satisfies (1.1) pointwise almost everywhere. If we then
multiply (1.1) by sign(u − c) and use the chain rule to simplify sign(u − c)ut = ∣u − c∣t we get

∣u − c∣t +∫ δ

0

sign(u − c)(g(u, τhu) − g(τ−hu,u))ωδ(h)
h

dh = 0
in the distributional sense. In contrast to that, u is an entropy solution in the sense of Definition 2.2
if

∣u − c∣t +∫ δ

0

(q(u, τhu; c) − q(τ−hu,u; c))ωδ(h)
h

dh ≤ 0
holds in the distributional sense. Thus, it remains to show that

sign(u − c)(g(u, τhu) − g(τ−hu,u)) ≥ q(u, τhu; c) − q(τ−hu,u; c).
This can be easily verified case by case. If u ≥ c then

sign(u − c)(g(u, τhu) − g(τ−hu,u)) − q(u, τhu; c) + q(τ−hu,u; c)
= g(u, τhu) − g(τ−hu,u) − g(u, τhu ∨ c) + g(c, τhu ∧ c)
+g(τ−hu ∨ c, u) − g(τ−hu ∧ c, c)
= (g(u, τhu) − g(u, τhu ∨ c)) + (g(τ−hu ∨ c, u) − g(τ−hu,u))
+(g(c, τhu ∧ c) − g(c, c)) + (g(c, c) − g(τ−hu ∧ c, c)).

Since g is a monotone flux function, meaning g is monotonically increasing in the first entry and
monotonically decreasing in the second, all four terms in parentheses in the preceding line are
nonnegative. The case u < c can be analyzed in the same way. Therefore, u is an entropy solution
and hence, by [4, Thm. 2.3], unique.

2.2 Stationarity of discontinuities of weak solutions

We will now show that any discontinuity in a weak solution of (1.1) must be stationary. To that
end we will modify the derivation of the Rankine–Hugoniot condition (see e.g. [12, pp. 8–9]).

Theorem 2.4. Let u be a weak solution of the nonlocal model (1.1) with an isolated discontinuity
that moves along a rectifiable curve Γ = {(t, x(t)) ∶ t ∈ I} for some interval I ⊂ [0,∞). Then
x′ ≡ 0, in other words, the discontinuity is stationary.

5



Proof. Since the discontinuity is isolated there exists a neighborhood of Γ such that u is differen-
tiable and satisfies equation (1.1) in the strong sense on each side of Γ.

Let D be a sufficiently small neighborhood of the point (x(t0), t0) for some fixed t0 > 0 such
that u is differentiable inside D except on Γ ∩D. Let further Di, i = 1,2, denote the two regions
D1,D2 ∶= {(x, t) ∈D ∶ x ≶ x(t)}. Now let φ ∈ C∞c (D) and

Dε
i ∶= {(x, t) ∈Di ∶ dist ((x, t), (x(t), t)) > ε}, i = 1,2.

Then

0 = ∫
D
(u∂φ

∂t
− ∫ δ

0

g(u, τhu) − g(τ−hu,u)
h

ωδ(h)dhφ)dxdt
= lim

ε→0
∫
Dε

1
∪Dε

2

(u∂φ
∂t
− ∫ δ

0

g(u, τhu) − g(τ−hu,u)
h

ωδ(h)dhφ)dxdt
(2.5)

Since u is also a classical solution inside each Dε
i , we can use Green’s theorem to obtain

∫
Dε

i

(u∂φ
∂t
− ∫ δ

0

g(u, τhu) − g(τ−hu,u)
h

ωδ(h)dhφ)dxdt
= ∫

Dε
i

(u∂φ
∂t
− ∫ δ

0

g(u, τhu) − g(τ−hu,u)
h

ωδ(h)dhφ
+ (∂u

∂t
+ ∫ δ

0

g(u, τhu) − g(τ−hu,u)
h

ωδ(h)dh)φ)dxdt
= ∫

Dε
i

(u∂φ
∂t
+ utφ)dxdt

= ∫
Dε

i

∂ (uφ)
∂t

dxdt

= ∫
Dε

i

(∂x
∂t
) ⋅ ( 0

uφ
)dxdt

= ∫
∂Dε

i

φ(0
u
) ⋅ ni ds.

Here, ni is the outward unit normal of ∂Dε
i . Since the test function φ vanishes everywhere on ∂Dε

i

except along Γ we have

lim
ε→0
∫
∂Dε

1

φ(0
u
) ⋅ n1 ds = ∫

J
−uLx′(t)φdt

and

lim
ε→0
∫
∂Dε

2

φ(0
u
) ⋅ n2 ds = −∫

J
−uRx′(t)φdt

for some time interval J ⊂ (0,∞). Here, uL, uR ∶= limx→x(t)∓ u(x, t) are the left and right limits of
u(⋅, t), as x→ x(t), respectively. Going back to (2.5) we get

∫
J
(uL(t) − uR(t))x′(t)φdt = 0.

This can only hold for all test functions φ if x′(t) vanishes in I ∩ J . Thus, the discontinuity is
stationary.
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2.3 Regularity of traveling wave solutions

For traveling wave solutions we can prove the following stronger result.

Theorem 2.5. Assume that the nonlocal interaction kernel ωδ satisfies ∫ δ

0

ωδ(h)
h

dh < ∞. Then
every traveling wave solution, i.e., any weak solution of the form u(x, t) = v(x−ct) for some c ∈ R,
is either stationary or C∞,
Proof. From the proof of Theorem 2.3 we recall that if ∫ δ

0

ωδ(h)
h

dh < ∞, then any weak solution
satisfies (1.1) pointwise almost everywhere. In the case of a traveling wave solution this means

cv′(ξ) = ∫ δ

0

g(v, τhv) − g(τ−hv, v)
h

ωδ(h)dh (2.6)

where we have set ξ = x − ct. If c = 0 then v is stationary. On the other hand, if c ≠ 0 we can use

equation (2.6) together with the Lipschitz continuity of g and ∫ δ

0

ωδ(h)
h

dh <∞ to find that

∣v′(ξ)∣ ≤ 1

∣c∣ ∫
δ

0

∣g(v, τhv) − g(τ−hv, v)∣ωδ(h)
h

dh ≤ C∥v∥∞∫ δ

0

ωδ(h)
h

dh ≤ C

which implies that v′ ∈ L∞(R). Thus v is Lipschitz continuous. Again going back to (2.6),
the right-hand side, and thus also v′, must be Lipschitz continuous and therefore v ∈ C1,1(R).
Continuing this bootstrap argument, we see that if c ≠ 0 then v ∈ C∞(R).
Remark 2.6. In [6] the authors considered a parabolic equation with nonlocality in time and
reported spatial smoothing properties. Similarly, in our setting we expected to gain regularity in
time as a consequence of the nonlocality in space.

3 A second-order scheme for the nonlocal model

We now propose a second-order scheme for the nonlocal model (1.1). Let ∆x and ∆t denote the
spatial and temporal grid size and denote the spatial and temporal cells by Cj = (xj−1/2, xj+1/2)
and T n = (tn, tn+1) and the grid points by xj = j∆x and tn = n∆t. Here, we assumed a uniform
grid for simplicity, but note that the scheme can be generalized to non-uniform grids. Let further
unj denote the numerical solution at the point (xj , tn). In the following, we will denote N = T /∆t
and λ =∆t/∆x.
3.1 Discretization of the integral term

We will first approximate the integral term in (1.1). In [4] a discretization based on the endpoint
rule was proposed and the numerical examples presented in [3] underline its first-order accuracy.
In order to design a second-order accurate method we will employ an approximation based on
the trapezoidal rule. Let r = ⌊ δ

∆x
⌋ and denote Ik = ((k − 1)∆x, k∆x), k ∈ N. Following [17], for

functions G with bounded second derivative on [0, δ] we have

∫ δ

0

G(h)ωδ(h)dh = r+1∑
k=1
∫
Ik
Ĝ(h)ωδ(h)dh +O(∆x2), (3.1)

where

Ĝ(h) = r+1∑
i=0

G(i∆x)Φi(h)
is a piecewise linear approximation to G utilizing the standard continuous piecewise linear hat
functions

Φi(h) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

h−(i−1)∆x

∆x
if h ∈ Ii,

(i+1)∆x−h
∆x

if h ∈ Ii+1,
0 otherwise.
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Taking into account the support of Φi we can calculate

r+1∑
k=1
∫
Ik
Ĝ(h)ωδ(h)dh = r+1∑

k=1
∫
Ik

r+1∑
i=0

G(i∆x)Φi(h)ωδ(h)dh
= G(0)∫

I1
Φ0(h)ωδ(h)dh + r+1∑

k=1

G(k∆x)∫
Ik∪Ik+1

Φk(h)ωδ(h)dh
In order to approximate the integrand in (1.1) we set

G(h) = g(u(xj), u(xj + h)) − g(u(xj − h), u(xj))
h

.

We will approximate G(0) ∶= limh→0G(h) by
G(0) ≈ g(u+j , u−j+1) − g(u+j−1, u−j )

∆x
,

where

u+j = uj + 1

2
σj and u−j = uj − 1

2
σj

are the values of a piecewise linear reconstruction at the cell interfaces (see e.g. [7, 14]). Here,
σj is an approximation to the slope in the interval Cj . In the following, we will assume that the
approximate slopes σj satisfy

− 2 ≤ σj+1 − σj
uj+1 − uj ≤ 2 for all j, (3.2)

which is the well-known TVD region for slope-limiter methods, see [16]. We obtain the following
approximation of the integral in (1.1) at the points x = xj :

g(u+j , u−j+1) − g(u+j−1, u−j )
∆x

W0 + r+1∑
k=1

g(uj , uj+k) − g(uj−k, uj)
k∆x

Wk,

where

W0 = ∫
I1

Φ0(h)ωδ(h)dh and Wk = ∫
Ik∪Ik+1

Φk(h)ωδ(h)dh for k = 1, . . . , r + 1. (3.3)

See Figure 1 for an illustration of the weights.

3.2 The numerical scheme

In order to keep the presentation brief we will introduce the following notation:

gj+1/2 ∶= g(u+j , u−j+1), j ∈ Z,
gj,j+k ∶= g(uj , uj+k), j ∈ Z, k ∈ N.

Then, defining

L(u)j ∶= gj+1/2 − gj−1/2
∆x

W0 + r+1∑
k=1

gj,j+k − gj−k,j
k∆x

Wk,

where W0, . . . ,Wr+1 are given by (3.3) the semi-discrete numerical scheme reads

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

duj

dt
+ L(u)j = 0

uj(0) = 1

∆x
∫
Cj
u0(x)dx

for j ∈ Z. (3.4)

The following proposition shows that by keeping the spatial grid size ∆x fixed and letting δ → 0,
the first equation in (3.4) reduces to the second-order scheme (1.5) for the local conservation law.
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0 ∆x 2∆x δ

(a) W0

0 ∆x 2∆x δ

(b) W1

0 ∆x 2∆x δ

(c) W2

0 ∆x 2∆x δ

(d) W3

Figure 1: Weights for δ = 3∆x and ωδ(h) = 2

9
h. The weights correspond to the highlighted areas.

Proposition 3.1. Let ∆x > 0 be fixed. Then the nonlocal semi-discrete scheme (3.4) converges
to the local semi-discrete scheme (1.5) as δ → 0.

Proof. If δ <∆x then r = 0, so we only need to consider the weights W0 and W1 given by (3.3). If
δ <∆x and h ∈ (0, δ) then

Φ0(h) = ∆x − h
∆x

≤ 1 and Φ0(h) = ∆x − h
∆x

≥ ∆x − δ
∆x

= 1 − δ

∆x
.

Since ωδ is nonnegative and integrates to 1, we can bound

W0 = ∫ δ

0

Φ0(h)ωδ(h)dh ≤ 1 and W0 ≥ 1 − δ

∆x
.

Similarly, we find 0 ≤W1 ≤ δ
∆x

. Thus, taking δ → 0, we get W0 = 1 and W1 = 0 which means that
the nonlocal scheme (3.4) converges to the local scheme (1.5).

For simplicity, we will confine the analysis in the following sections to the forward Euler
discretization

un+1j = unj −∆tL(u)j (3.5)

of (3.4). In order to numerically preserve the second-order accuracy, for the numerical experiments
in Section 4 we will instead use the strong stability preserving Runge–Kutta discretization given
by

u∗j = unj −∆tL(un)j ,
u∗∗j = u∗j −∆tL(u∗)j ,
un+1j = 1

2
(unj + u∗∗j ),

(3.6)

see [9] for details.
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3.3 Properties of the numerical scheme

In this section we will prove essential properties of the numerical scheme (3.5). First, we present
two lemmata which are nonlocal modifications of Harten’s lemma, see [10].

Lemma 3.2. Let W0, . . . ,Wr+1 be nonnegative numbers such that ∑r+1
k=0Wk = 1 and assume that

there are numbers An
j+1/2,B

n
j+1/2, C

n
j,j+k,D

n
j−k,j ∈ R (for each j ∈ Z, n ∈ N0, k = 0, . . . , r+1) satisfying

An
j+1/2,B

n
j+1/2, C

n
j,j+k,D

n
j−k,j ≥ 0, (An

j+1/2 +Bn
j−1/2)W0 + r+1∑

k=1

(Cn
j,j+k +Dn

j−k,j)1
k
Wk ≤ 1 (3.7)

for all n, j. Then solutions computed with the scheme

un+1j = unj + (An
j+1/2(unj+1 − unj ) −Bn

j−1/2(unj − unj−1))W0

+ r+1∑
k=1

(Cn
j,j+k(unj+k − unj ) −Dn

j−k,j(unj − unj−k)) 1
k
Wk

(3.8)

enjoy the discrete maximum principle

inf
i
uni ≤ un+1j ≤ sup

i

uni for all n, j.

Proof. By rearranging (3.8) we get

un+1j = unj + (An
j+1/2(unj+1 − unj ) −Bn

j−1/2(unj − unj−1))W0

+ r+1∑
k=1

(Cn
j,j+k(unj+k − unj ) −Dn

j−k,j(unj − unj−k)) 1
k
Wk

= (1 − (An
j+1/2 +Bn

j−1/2)W0 − r+1∑
k=1

(Cn
j,j+k +Dn

j−k,j)1
k
Wk)unj

+An
j+1/2W0u

n
j+1 +Bn

j−1/2W0u
n
j−1 +

r+1∑
k=1

Cn
j,j+k

1

k
Wku

n
j+k +

r+1∑
k=1

Dn
j−k,j

1

k
Wku

n
j−k

The condition (3.7) ensures that un+1j is a convex combination of unj−k, . . . , u
n
j+k, which proves the

discrete maximum principle.

Lemma 3.3. Let Wk be nonnegative numbers such that ∑r+1
k=0Wk = 1 and assume that there are

numbers An
j+1/2,B

n
j+1/2,E

n
j+1/2, F

n
j+1/2 ∈ R (for each j ∈ Z, n ∈ N0) satisfying

An
j+1/2,B

n
j+1/2,E

n
j+1/2, F

n
j+1/2 ≥ 0, An

j+1/2 +Bn
j+1/2 +En

j+1/2 + Fn
j+1/2 ≤ 1 for all n, j. (3.9)

Then solutions computed with the scheme

un+1j = unj + (An
j+1/2(unj+1 − unj ) −Bn

j−1/2(unj − unj−1))W0

+ r+1∑
k=1

k∑
l=1

(En
j+l−1/2(unj+l − unj+l−1) − Fn

j−l+1/2(unj−l+1 − unj−l)) 1kWk

(3.10)

are TVD, i.e., they satisfy

∑
j

∣un+1j+1 − un+1j ∣ ≤∑
j

∣unj+1 − unj ∣ . (3.11)

Proof. Using the incremental form (3.10), we obtain

un+1j+1 − un+1j

= unj+1 − unj + (An
j+3/2(unj+2 − unj+1) −An

j+1/2(unj+1 − unj ) −Bn
j+1/2(unj+1 − unj ) +Bn

j−1/2(unj − unj−1))W0

10



+ r+1∑
k=1

k∑
l=1

(En
j+l+1/2(unj+l+1 − unj+l) −En

j+l−1/2(unj+l − unj+l−1)
− Fn

j−l+3/2(unj−l+2 − unj−l+1) + Fn
j−l+1/2(unj−l+1 − unj−l))1kWk

= (1 − (An
j+1/2 +Bn

j+1/2)W0 − (En
j+1/2 + Fn

j+1/2)(
r+1∑
k=1

1

k
Wk))(unj+1 − unj )

+(An
j+3/2(unj+2 − unj+1) +Bn

j−1/2(unj − unj−1))W0

+ r+1∑
k=1

(En
j+k+1/2(unj+k+1 − unj+k) + Fn

j−k+1/2(unj−k+1 − unj−k)) 1kWk

Hence, taking absolute values and using

W0 ≤ 1,
r+1∑
k=1

1

k
Wk ≤ 1,

and the assumptions (3.9) yields

∣un+1j+1 − un+1j ∣ ≤ (1 − (An
j+1/2 +Bn

j+1/2)W0 − (En
j+1/2 + Fn

j+1/2)(
r+1∑
k=1

1

k
Wk)) ∣unj+1 − unj ∣

+An
j+3/2 ∣unj+2 − unj+1∣ +Bn

j−1/2 ∣unj − unj−1∣
+ r+1∑

k=1

(En
j+k+1/2 ∣unj+k+1 − unj+k∣ + Fn

j−k+1/2 ∣unj−k+1 − unj−k∣) 1kWk.

Summing over j and using

∑
j

r+1∑
k=1

En
j+k+1/2 ∣unj+k+1 − unj+k∣ 1kWk = (r+1∑

k=1

1

k
Wk)∑

j

En
j+1/2 ∣unj+1 − unj ∣

and a similar calculation for the term involving Fn
j−k+1/2, by identifying equal terms, we obtain the

TVD estimate (3.11).

With the help of these two lemmata we can show that the scheme (3.5) for the nonlocal model
satisfies the maximum principle and the TVD property under a suitable CFL condition.

Proposition 3.4 (Properties of the numerical scheme). Assume that u0 ∈ L1(R) ∩ BV(R) and
that the following CFL condition holds:

∆t

∆x
(∂1g(u, v) − ∂2g(w, v)) ≤ 1 (3.12)

for all u, v,w ∈ R. Then the scheme (3.5) satisfies the following properties:

(i) It is conservative and the numerical flux is consistent with f , i.e., g(u,u) = f(u).
(ii) It enjoys the discrete maximum principle

inf
i
uni ≤ un+1j ≤ sup

i

uni for all n, j. (3.13)

(iii) It satisfies the TVD property

∑
j

∣un+1j+1 − un+1j ∣ ≤∑
j

∣unj+1 − unj ∣ .

11



(iv) It is uniformly L1-continuous in time as ∆t→ 0. More precisely,

∫
R

∣u∆x(x, t) − u∆x(x, s)∣dx ≤ C ∣t − s∣ +O(∆t).
Proof. (i) This is straightforward from the definition.

(ii) Defining

An
j+1/2 ∶= −λgj+1/2 − g(u

n,+
j , u

n,−
j )

unj+1 − unj Bn
j−1/2 ∶= λg(u

n,+
j , u

n,−
j ) − gj−1/2

unj − unj−1
Cn

j,j+k ∶= −λgj,j+k − gj,j
un
j+k − unj Dn

j−k,j ∶= λgj,j − gj−k,j
unj − unj−k

we can rewrite the scheme (3.5) in the form (3.8). It remains to verify that the conditions
(3.7) of Lemma 3.2 are satisfied in order to conclude the discrete maximum principle. Using
the mean value theorem, we can calculate

An
j+1/2 = −λ∂2g(un,+j , ξ)u

n,−
j+1 − un,−j

unj+1 − unj
= −λ∂2g(un,+j , ξ)unj+1 − 1

2
σn
j+1 − unj + 1

2
σn
j

unj+1 − unj
= −λ∂2g(un,+j , ξ)(1 − 1

2

σn
j+1 − σn

j

unj+1 − unj )
for some ξ between un,−j+1 and un,−j . Similarly,

Bn
j+1/2 = λ∂1g(ζ, un,−j )(1 + 1

2

σn
j+1 − σn

j

unj+1 − unj ) .
On the other hand,

Cn
j,j+k = −λ∂2g (unj , ξ̃) u

n
j+k − unj
un
j+k − unj = −λ∂2g (ξ̃)

and analogously

Dn
j−k,j = λ∂1g (ζ̃ , unj ) .

Since the approximated slopes σj satisfy the TVD requirement (3.2) and g satisfies the
monotonicity assumption (2.1), the CFL condition (3.12) ensures that (3.7) holds.

(iii) With the help of the telescoping sum

gj,j+k − gj−k,j = k∑
l=1

((gj,j+l − gj,j+l−1) + (gj−l+1,j − gj−l,j)),
defining An

j+1/2 and Bn
j−1/2 as in (ii), and

En
j+l−1/2 ∶= −λgj,j+l − gj,j+l−1un

j+l − unj+l−1 Fn
j−l+1/2 ∶= −λgj−l+1,j − gj−l,jun

j−l+1 − unj−l
we can rewrite the scheme (3.5) in the form (3.10). A similar calculation as in (ii) shows
that the assumptions (3.9) of Lemma 3.3 are satisfied.
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(iv) It remains to show the L1 continuity in time as ∆t→ 0. First note that

∣un+1j − unj ∣ = λ ∣(gj+1/2 − gj−1/2)W0 + r+1∑
k=1

(gj,j+k − gj−k,j)1
k
Wk∣

≤ λ ∣gj+1/2 − gj−1/2∣W0 + r+1∑
k=1

k∑
l=1

( ∣gj,j+l − gj,j+l−1∣ + ∣gj−l+1,j − gj−l,j ∣ )1
k
Wk

With the Lipschitz continuity and (3.2) we find

∣gj,j+l − gj,j+l−1∣ ≤ C ∣unj+l − unj+l−1∣
as well as

∣gj+1/2 − gj−1/2∣ ≤ ∣g(un,+j , u
n,−
j+1) − g(un,+j , u

n,−
j )∣ + ∣g(un,+j , u

n,−
j ) − g(un,+j−1, u

n,−
j )∣

≤ C (∣unj+1 − unj ∣ + 1

2
∣σn

j+1 − σn
j ∣ + ∣unj − unj−1∣ + 1

2
∣σn

j − σn
j−1∣)

≤ C (∣unj+1 − unj ∣ + ∣unj − unj−1∣)
Thus, we have

∆x∑
j

∣un+1j − unj ∣ ≤ C TV(un)∆t ≤ C TV(u0)∆t.
Finally, for t ∈ [tm, tm+1) and s ∈ [tl, tl+1) with m > l we find

∫
R

∣u∆x(x, t) − u∆x(x, s)∣dx =∆x∑
j

∣umj − ulj ∣

≤
m−1∑
n=l

∆x∑
j

∣un+1j − unj ∣
≤ C TV(u0)(m − l)∆t
= C TV(u0)(tm − tl)
≤ C TV(u0)∣t − s∣ +O(∆t).

3.4 Convergence of the numerical scheme

With the help of the a priori bounds derived in the previous section we can show that numerical
solutions computed with the scheme (3.6) converge and that the limit is a weak solution. To that
end, we will first show compactness of the scheme by applying Kolmogorov’s theorem.

Lemma 3.5 (Compactness). Let u0 ∈ L1(R) ∩ BV(R) and let u∆t(x, t) = unj for (x, t) ∈ Cj ×T n, where unj is computed by the scheme (3.5). Further, let λ = ∆t/∆x be fixed such that the
CFL condition (3.12) is satisfied. Then there exists a sequence (∆tk)k∈N and a function u ∈C([0, T ]; L1(R)) such that ∆tk → 0 and u∆tk(t) converges to u(t) in L1(R) uniformly for all
t ∈ [0, T ].
Proof. An application of Kolmogorov’s compactness theorem [12, Theorem A.11] requires an L∞

bound, a TV bound, and L1 continuity in time as ∆t→ 0. In view of Proposition 3.4, we have

∥u∆t∥L∞(R) ≤ ∥u0∥L∞(R),
∥u∆t(⋅ + ε, t) − u∆t(⋅, t)∥L1(R) ≤ εTV(u∆t(⋅, t)) ≤ εTV(u0),

and

∥u∆t(⋅, t) − u∆t(⋅, s)∥L1(R) ≤ C TV(u0)∣t − s∣ +O(∆t)
as ∆t → 0. Kolmogorov’s compactness theorem then ensures the existence of a subsequence
∆tk → 0 and a function u ∈ C([0, T ]; L1(R)) such that u∆tk(t) converges to u(t) in L1(R) uniformly
for all t ∈ [0, T ].
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We will now show that the limit is in fact a weak solution by proving the following Lax–
Wendroff-type theorem (cf. [13]).

Theorem 3.6 (Convergence towards a weak solution). Let u0 ∈ L1(R) ∩ BV(R) and let u∆t be
computed by the scheme (3.5) with λ =∆t/∆x fixed such that the discrete flux g satisfies the CFL
condition (3.12). Then there exists a subsequence ∆tk → 0 such that u∆tk(t) converges in L1

loc
(R)

for all t to a function u(t) and the limit is a weak solution to (1.1), i.e.,

∫ T

0
∫
R

u
∂φ

∂t
dxdt + ∫

R

u0(x)φ(x,0)dx − ∫ T

0
∫
R
∫ δ

0

g(u, τhu) − g(τ−hu,u)
h

ωδ(h)φdhdxdt = 0
for all φ ∈ C∞c (R × [0, T )). If we additionally assume ∫ δ

0

ωδ(h)
h

dh < ∞ then the whole sequence
u∆t(t) converges towards the unique entropy solution of (1.1).

We want to emphasize here that the statement of Theorem 3.6 pertaining uniqueness of weak
solutions is generally false for local conservation laws where weak solutions are not unique.

Proof. From Lemma 3.5 we know that there exists a subsequence ∆tk → 0 and a function u ∈C([0, T ]; L1(R)) such that u∆tk(t) converges uniformly in L1(R) to u(t) for all t ∈ [0, T ]. For ease
of notation we will denote this subsequence by ∆t. Assuming for the moment that u is a weak

solution of (1.1), if ∫ δ

0

ωδ(h)
h

dh <∞ then, in view of Theorem 2.3, the limit u is in fact an entropy
solution. Since entropy solutions of (1.1) are unique (cf. [4, Thm. 2.3]), the whole sequence u∆t

converges.
We will now show that u is indeed a weak solution. To that end, we multiply (3.5) by −∆xφnj ,

where

φnj ∶= φ(xj−1/2, t
n) + φ(xj+1/2, tn)

2

for some test function φ ∈ C∞c (R × [0, T )). Summing over n and j, we get

−∆x N∑
n=0
∑
j

(un+1j − unj )φnj =∆t
N∑
n=0
∑
j

(gj+1/2 − gj−1/2)W0φ
n
j +∆t

N∑
n=0
∑
j

r+1∑
k=1

(gj,j+k − gj−k,j)1
k
Wkφ

n
j .

(3.14)
Using summation by parts, the left-hand side of (3.14) can be rewritten as

∆x∑
j

u0jφ
0

j +∆x∆t
N∑
n=1
∑
j

unj
φnj − φn−1j

∆t

where we can pass to the limit ∆t→ 0 to get

∫
R

u0(x)φ(x,0)dx +∫ T

0
∫
R

u
∂φ

∂t
dxdt.

Thus it remains to show that the right-hand side of (3.14) converges to

∫ T

0
∫
R
∫ δ

0

g(u, τhu) − g(τ−hu,u)
h

ωδ(h)φdhdxdt = ∫ T

0
∫
R
∫ δ

0

φ − τhφ
h

g(u, τhu)ωδ(h)dhdxdt
as ∆x→ 0. Using the definition of the weights Wk, the right-hand side of (3.14) is equal to

∆t∆x
N∑
n=0
∑
j

[∫
I1
(gj+1/2 − gj−1/2

∆x
Φ0(h) + gj,j+1 − gj−1,j

∆x
Φ1(h))ωδ(h)dh

+ r+1∑
k=2
∫
Ik
(gj,j+(k−1) − gj−(k−1),j(k − 1)∆x Φk−1(h) + gj,j+k − gj−k,j

k∆x
Φk(h))ωδ(h)dh]φnj

=∆t∆x
N∑
n=0
∑
j

[∫
I1
(gj+1/2Φ0(h) + gj,j+1Φ1(h)) φ

n
j − φnj+1
∆x

ωδ(h)dh

14



+ r+1∑
k=2
∫
Ik
(gj,j+(k−1)φ

n
j − φnj+(k−1)
(k − 1)∆x Φk−1(h) + gj,j+k φ

n
j − φnj+k
k∆x

Φk(h))ωδ(h)dh].
We define

Ĝ(x, t, h) = ⎧⎪⎪⎨⎪⎪⎩
(gj+1/2Φ0(h) + gj,j+1Φ1(h)) φn

j −φ
n
j+1

∆x
h ∈ I1,

gj,j+(k−1)
φn
j −φ

n
j+(k−1)

(k−1)∆x
Φk−1(h) + gj,j+k φn

j −φ
n
j+k

k∆x
Φk(h) h ∈ Ik, k ∈ {2, . . . , r + 1}

for x ∈ Cj and t ∈ T n. Then the foregoing expression (and thus the right-hand side of (3.14)) is
equal to

N∑
n=0
∑
j

r+1∑
k=1
∫
T n
∫
Cj
∫
Ik
Ĝ(x, t, h)ωδ(h)dhdxdt = ∫ T

0
∫
R
∫ δ

0

Ĝ(x, t, h)ωδ(h)dhdxdt.
We want to use the dominated convergence theorem in the variable h to show that

lim
∆x→0

∫ T

0
∫
R
∫ δ

0

Ĝ(x, t, h)ωδ(h)dhdxdt = lim
∆x→0

∫ δ

0

ωδ(h)∫ T

0
∫
R

Ĝ(x, t, h)dxdtdh
= ∫ δ

0

ωδ(h) lim
∆x→0

∫ T

0
∫
R

Ĝ(x, t, h)dxdtdh
= ∫ δ

0

ωδ(h)∫ T

0
∫
R

φ − τhφ
h

g(u, τhu)dxdtdh
= ∫ T

0
∫
R
∫ δ

0

φ − τhφ
h

g(u, τhu)ωδ(h)dhdxdt.
To that end, we need to verify that:

(i) For a.e. h ∈ (0, δ)
lim

∆x→0
∫ T

0
∫
R

Ĝ(x, t, h)dxdt = ∫ T

0
∫
R

φ − τhφ
h

g(u, τhu)dxdt.
(ii) There exists G ∈ L1(0, δ) such that

∣ωδ(h)∫ T

0
∫
R

Ĝ(x, t, h)dxdt∣ ≤ G(h)
for all h ∈ (0, δ).

Ad (ii): Let the support of φ be in (a, b) × [0, T ). Since
∣φnj − φnj+k

k∆x
∣ ≤ ∥φx∥L∞(R×(0,T ))

and because of the Lipschitz continuity of g and the L∞ bound of unj we have

∣ωδ(h)∫ T

0
∫
R

Ĝ(x, t, h)dxdt∣ ≤ ωδ(h)∫ T

0
∫ b+δ

a−δ
∣Ĝ(x, t, h)∣dxdt

≤ CT (b − a + 2δ)∥φ∥L∞(R×(0,T ))ωδ(h)
which is integrable since ωδ ∈ L1(0, δ).
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Ad (i): By using exactly the same steps as in [4, Lem. 4.9]2 except for substituting the entropy
flux q by g we see that for a.e. h ∈ (0, δ)

lim
∆x→0

∆x∆t
N∑
n=0
∑
j

φnj − φnj+k
k∆x

gj,j+k = ∫ T

0
∫
R

φ − τhφ
h

g(u, τhu)dxdt
where, for each ∆x, k is such that (k − 1)∆x < h < k∆x. Thus it suffices to show that

lim
∆x→0

RRRRRRRRRRR
∫ T

0
∫
R

Ĝ(x, t, h)dxdt −∆x∆t N∑
n=0
∑
j

φnj − φnj+k
k∆x

gj,j+k

RRRRRRRRRRR
= 0

for a.e. h ∈ (0, δ). Now, we fix h ∈ (0, δ) and without restriction assume that ∆x < h. Then there
exists k ∈ {2, . . . , r + 1} such that h ∈ [(k − 1)∆x, k∆x). We have

RRRRRRRRRRR∫
T

0
∫
R

Ĝ(x, t, h)dxdt −∆x∆t N∑
n=0
∑
j

φnj − φnj+k
k∆x

gj,j+k

RRRRRRRRRRR
≤∆x∆t

N∑
n=0
∑
j

RRRRRRRRRRRRRRRRR
φnj − φnj+(k−1)
(k − 1)∆x gj,j+(k−1)Φk−1(h) + φ

n
j − φnj+k
k∆x

gj,j+k(Φk(h) − 1)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=−Φk−1(h)

RRRRRRRRRRRRRRRRR
≤∆x∆t

N∑
n=0
∑
j

[ ∣φ
n
j − φnj+(k−1)
(k − 1)∆x − φnj − φnj+k

k∆x
∣ ∣gj,j+(k−1)∣ + ∣φ

n
j − φnj+k
k∆x

∣ ∣gj,j+(k−1) − gj,j+k∣ ]Φk−1(h).
Repeated application of the mean value theorem shows that

∣φ
n
j − φnj+(k−1)
(k − 1)∆x − φnj − φnj+k

k∆x
∣ ≤ 2∥φx∥L∞(R×(0,T )) 1

k − 1 .
Since h ≤ k∆x we have k − 1 ≥ h

∆x
− 1 and thus we can bound 1

k−1
from above by ∆x

h−∆x
which

converges to zero as ∆x → 0. Using the fact that ∣gj,j+(k−1)∣ is bounded, that Φk−1(h) ≤ 1, and
that the sum over j is finite since φ has compact support, we get

∆x∆t
N∑
n=0
∑
j

∣φ
n
j − φnj+(k−1)
(k − 1)∆x − φnj − φnj+k

k∆x
∣ ∣gj,j+(k−1)∣Φk−1(h) ≤ CT ∆x

h −∆x → 0

as ∆x→ 0. On the other hand, since

∣φnj − φnj+k
k∆x

∣ ≤ ∥φx∥L∞(R×(0,T ))
we can use the Lipschitz continuity of g and the total variation bound of unj to get

∆x∆t
N∑
n=0
∑
j

∣φnj − φnj+k
k∆x

∣ ∣gj,j+(k−1) − gj,j+k ∣Φk−1(h) ≤ C∥φx∥L∞(R×(0,T ))∆x∆t N∑
n=0
∑
j

∣uj+k − uj+k−1∣
≤ CT ∥φx∥L∞(R×(0,T ))TV(u0)∆x→ 0

as ∆x→ 0.
Hence, we can apply the dominated convergence theorem to obtain

lim
∆x→0

∫ T

0
∫
R
∫ δ

0

Ĝ(x, t, h)ωδ(h)dhdxdt = ∫ T

0
∫
R
∫ δ

0

φ − τhφ
h

g(u, τhu)ωδ(h)dhdxdt.
showing that u is a weak solution.

2Note that the definition of φn
j used here (φn

j =
1

2
(φ(xj−1/2, t

n) + φ(xj+1/2, t
n) ≥ 0) is not the same as [4, Eq.

(4.15)] (φn
j =

1

∆x
(φ(xj−1/2, t

n) − φ(xj+1/2, t
n)) /≥ 0). After careful inspection of the proofs of [4] we consider this a

misprint.
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4 Numerical experiments

In this section we present a series of numerical experiments for the second-order scheme (3.6). Our
aims are the following:

• to compare the second-order scheme developed in this paper to the first-order scheme (1.3)
presented in [4, 3];

• to compare convergence rates of the second-order scheme for the nonlocal model and the
local conservation law;

• to illustrate our regularity results from Section 2 numerically by comparing numerical so-
lutions of the nonlocal model and the local conservation law in shock and stationary shock
regimes;

• to numerically investigate how shock formation in the nonlocal model depends on the choice
of numerical flux g.

In all our numerical experiments we employ Burgers’ flux

f(u) = u2
2
,

and – except when stated otherwise – use the Godunov flux

g(u, v) =max(f(max(u,0)), f(min(v,0)))
as the numerical flux function [8]. The slopes σj which are used in the second-order scheme are
computed with the minmod limiter

σn
j =minmod(unj+1 − unj , unj − unj−1),

where

minmod(a, b) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
a if ∣a∣ ≤ ∣b∣ and ab > 0,
b if ∣a∣ > ∣b∣ and ab > 0,
0 if ab ≤ 0,

and we will use the nonlocal interaction kernel

ωδ(h) = 1 + p
δ1+p

hp✶(0,δ)(h)
for various powers p > −1. In all numerical experiments we will use periodic boundary conditions.

4.1 Experiment 1: Comparison to the first-order scheme

First, we compare the second-order scheme (3.6) to the first-order scheme presented in [4, 3]. To
that end, we will consider the initial datum

u10(x) = 1 + sin(2πx)
2

(4.1)

on the unit interval, nonlocal horizon δ = 0.125, end time T = 0.3, and CFL parameter λ = 0.8.
Figure 2 shows numerical approximations computed by the first-order scheme presented in [4, 3]
(blue squares) and the second-order scheme presented in this paper (red circles). Here and in the
subsequent experiments the gray dashed line indicates the initial datum. Table 1 shows the L1

error against an approximation on a very fine grid (n = 1024 spatial cells) as well as the observed
order of convergence of the second-order method.
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Figure 2: Experiment 1. First- and second-order numerical approximations for ∆x = 1/16 (blue
squares and red circles, respectively) and various values of p.

n L1 error L1 OOC

8 1.440 × 10−2 –
16 1.948 × 10−3 2.89
32 4.092 × 10−4 2.25
64 9.264 × 10−5 2.14

128 2.201 × 10−5 2.07
256 5.146 × 10−6 2.10
512 1.021 × 10−6 2.33

(a) p = 1

n L1 error L1 OOC

8 2.212 × 10−2 –
16 3.686 × 10−3 2.59
32 7.048 × 10−4 2.39
64 1.473 × 10−4 2.26
128 3.277 × 10−5 2.17
256 7.348 × 10−6 2.16
512 1.426 × 10−6 2.37

(b) p = 0

n L1 error L1 OOC

8 5.250 × 10−2 –
16 1.951 × 10−2 1.43
32 6.303 × 10−3 1.63
64 1.695 × 10−3 1.89
128 4.284 × 10−4 1.98
256 1.003 × 10−4 2.09
512 1.982 × 10−5 2.34

(c) p = −0.9

Table 1: Experiment 1. L1 errors and observed order of convergence for various values of p.

4.2 Experiment 2: Comparison to the local conservation law – conver-

gence rates

Since for the local conservation law (1.2) the initial datum (4.1) will lead to a discontinuity at
time

t∗ = − 1

minu′
0
(x) =

1

π
≈ 0.318,

it is of interest to investigate the observed order of convergence for times t > t∗. To that end, we
conduct a second numerical experiment using the same parameters as in Experiment 1, except
setting T = 0.5. Figure 3 shows the numerical approximations computed with the second-order
scheme (3.6) for the local (δ = 0) conservation law (left) and the nonlocal model (right), with
δ = 0.125 and p = −0.5 in the latter case, while Table 2 shows the L1 error against an approximation
on a very fine grid (n = 1024) and the observed order of convergence.

The solution of the local conservation law has a shock moving to the right which will cause the
second-order scheme to lose its second-order convergence rate. On the other hand, Theorem 2.4
shows that the nonlocal model cannot exhibit non-stationary shocks, so the second-order method
will retain its second-order convergence rate in this case. We can clearly see this when comparing
the experimental convergence rates of Table 2a to those of Table 2b.

4.3 Experiment 3: Comparison to the local conservation law – shocks

We want to illustrate the theoretical findings of Section 2 further with a third experiment. To
that end, we consider the same parameters as before, except using the initial datum

u20(x) = − sin(πx)

18



0 0.5 1

0

0.5

1

(a) Local conservation law

0 0.5 1

0

0.5

1
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Figure 3: Experiment 2. Second-order numerical approximations of the local conservation law and
the nonlocal model (δ = 0.125, p = −0.5) for ∆x = 1/32 and λ = 0.8.

n L1 error L1 OOC

8 7.553 × 10−2 –
16 3.484 × 10−2 1.12
32 1.645 × 10−2 1.08
64 7.651 × 10−3 1.10

128 3.416 × 10−3 1.16
256 1.415 × 10−3 1.27
512 4.638 × 10−4 1.61

(a) Local conservation law

n L1 error L1 OOC

8 3.904 × 10−2 –
16 9.936 × 10−3 1.97
32 2.784 × 10−3 1.84
64 6.115 × 10−4 2.19
128 1.208 × 10−4 2.34
256 2.295 × 10−5 2.40
512 3.772 × 10−6 2.61

(b) Nonlocal model

Table 2: Experiment 2. L1 errors and observed order of convergence for the local conservation law
and the nonlocal model (δ = 0.125, p = −0.5).

on the interval [−1,1]. Figure 4 shows numerical solutions computed with the second-order
scheme (3.6) for the local conservation law (blue) and for the nonlocal model (red) at T = 0.5. We
observe a stationary shock at the origin both in the local and the nonlocal model. Secondly, we
consider the initial datum

u30(x) = 1 + u20(x) = 1 − sin(πx)
again on the interval [−1,1]. In the local conservation law this initial datum leads to a non-
stationary shock. However, because of Theorem 2.4 we know that the corresponding solution of
the nonlocal model cannot display non-stationary shocks. Figure 5 clearly shows that the solution
of the nonlocal model (red) is smooth where the solution of the local conservation law (blue) has
a shock.

4.4 Experiment 4: Comparison of different numerical flux functions

Lastly, we want to investigate how the (stationary) shock formation in the nonlocal model depends
on the choice of numerical flux g in the model. To that end, we compare the Godunov flux, the
Engquist–Osher flux and the Lax–Friedrichs flux. First, we consider the Riemann problem for the
nonlocal model, using the initial datum

u40(x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x < 0,
−1 if x > 0.

Figure 6 shows numerical solutions computed with the second-order scheme (3.6) for the local
conservation law (blue) and for the nonlocal model (red) at T = 1. Note that the entropy solution
of the local conservation law is the stationary shock given by u(x, t) = u40(x). We observe that
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Figure 4: Experiment 3. Second-order numerical approximations for the local conservation law
and the nonlocal model (in blue and red, respectively) with ∆x = 1/32, λ = 0.25, δ = 0.125, p = 1,
and u(x,0) = u20(x).
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Figure 5: Experiment 3. Second-order numerical approximations for the local conservation law
and the nonlocal model (in blue and red, respectively) with ∆x = 1/32, λ = 0.25, δ = 0.125, p = 1,
and u(x,0) = u30(x).

in the case of the Godunov flux the entropy solution of the nonlocal model also is the stationary
shock u(x, t) = u40(x), in case of the Engquist–Osher flux it is a stationary shock centered at x = 0,
but not equal to u40, and in case of the Lax–Friedrich flux the entropy solution of the nonlocal
model appears to be smooth.

In fact, by going back to the entropy condition in Definition 2.2, we can prove that the Riemann
problem for the nonlocal model with general initial datum

u0(x) =
⎧⎪⎪⎨⎪⎪⎩
uL if x < 0,
uR if x > 0,

has the entropy solution u(x, t) = u0(x) if and only if f(uL) = f(uR) and the numerical flux
satisfies g(uL, uR) = f(uL) (= f(uR)), which is satisfied by the Godunov flux and the upwind and
downwind fluxes, but not by the Engquist–Osher or Lax–Friedrichs flux.

Figure 7 again shows numerical solutions computed with the second-order scheme for the local
conservation law (blue) and for the nonlocal model (red) using the initial datum u20 and different
numerical flux functions. Also in this case we observe a stationary shock in the nonlocal model
for the Godunov and Engquist–Osher flux, but not for the Lax–Friedrichs flux.

We want to highlight that Experiment 3 suggests that the nonlocal model only exhibits a
(stationary) shock if the corresponding local conservation law exhibits a stationary shock. Exper-
iment 4 on the other hand suggests that the converse is not true. Even if the local conservation
law exhibits a stationary shock the nonlocal model might not.

20



−1 0 1

−1

0

1

(a) Godunov flux

−1 0 1

−1

0

1

(b) Engquist–Osher flux

−1 0 1

−1

0

1

(c) Lax–Friedrichs flux

Figure 6: Experiment 4. Second-order numerical approximations for the local conservation law
and the nonlocal model (in blue and red respectively) with ∆x = 2/128, λ = 0.8, δ = 0.125, p = 0,
T = 1, and u(x,0) = u40(x).
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Figure 7: Experiment 4. Second-order numerical approximations for the local conservation law
and the nonlocal model (in blue and red, respectively) with ∆x = 2/128, λ = 0.8, δ = 0.125, p = 0,
T = 1, and u(x,0) = u20(x).

5 Conclusion

We have developed and analyzed a second-order accurate numerical method for the nonlocal pair-
interaction model. Our numerical method generalizes second-order reconstruction-based schemes
for local conservation laws in the sense that, as the nonlocal horizon parameter vanishes, we
recover a well-known second-order scheme for the local equation. In contrast to the case of local
conservation laws, the second-order scheme we developed converges towards the unique entropy
solution provided that the nonlocal interaction kernel satisfies a certain growth condition near
zero.

We further proved that weak solutions of the nonlocal pair-interaction model have more regu-
larity as compared to solutions of local conservation laws – a fact that increases the impact and
effectiveness of second-order schemes for the nonlocal model. In particular, we showed that weak
solutions of the nonlocal model can only exhibit stationary discontinuities and that traveling wave
solutions, when not stationary, are smooth.

Lastly, we provided several numerical experiments comparing our second-order scheme to the
first-order scheme presented in [4, 3] and to second-order reconstruction-based schemes for local
conservation laws. Notably, we observed a second-order convergence rate for our scheme in regimes
where the second-order scheme for the corresponding local conservation law deteriorates to first-
order. Our numerical experiments further indicated that the formation of (stationary) shocks in
the nonlocal model depends on the choice of flux function.
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Appendix A Temporal Lipschitz continuity

Proposition A.1. Let u ∈ L∞(R × (0, T )) satisfy
∫
R
∫ T

0

u(x, t)φt(x, t)dtdx ≤ C∥φ∥L1((R×(0,T ))) (A.1)

for all φ ∈ C1c (R×[0, T ]). Then there is a function ũ ∶ R×(0, T )→ R, equal to u almost everywhere,
such that t↦ ũ(x, t) is Lipschitz continuous for a.e. x ∈ R.
Proof. Let K ⊂ R be any compact set and view u as a function u ∈ L1(K × (0, T )). We identify u
with an a.e. equal function v ∈ L1(K,L1(0, T )). Then (A.1) implies

∫
K
ψ(x)∫ T

0

θ′(t)v(x, t)dtdx ≤ C∥ψ∥L1(K)∥θ∥L1(0,T )

for all ψ ∈ L1(K), θ ∈ C1([0, T ]), which again implies that ∫ T

0
θ′(t)v(x, t)dt ≤ C∥θ∥L1(0,T ) for

a.e. x ∈ K. Hence, by Morrey’s inequality, there is (for a.e. x ∈ K) a function ũ = ũ(x, t) with
ũ(x, t) = v(x, t) for a.e. t ∈ (0, T ) such that t ↦ ũ(x, t) is Lipschitz continuous with Lipschitz
constant at most C. Since K ⊂ R was arbitrary, the claim holds for a.e. x ∈ R. Finally, it is clear
that ũ = u a.e. in R × (0, T ).
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