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Abstract

Physics informed neural networks (PINNs) have recently been very successfully applied for efficiently
approximating inverse problems for PDEs. We focus on a particular class of inverse problems, the
so-called data assimilation or unique continuation problems, and prove rigorous estimates on the
generalization error of PINNs approximating them. An abstract framework is presented and conditional
stability estimates for the underlying inverse problem are employed to derive the estimate on the PINN
generalization error, providing rigorous justification for the use of PINNs in this context. The abstract
framework is illustrated with examples of four prototypical linear PDEs. Numerical experiments,
validating the proposed theory, are also presented.

1 Introduction

Partial Differential Equations (PDEs) are widely used in modeling of phenomena of interest in physics,
biology and engineering. A wide variety of numerical methods, such as finite difference, finite element,
finite volume and spectral methods, have been devised to numerically simulate solutions of different types
of PDEs. Despite their widespread use, these methods may not suffice to solve many large scale problems
with PDEs such as uncertainty quantification (UQ), PDEs in very high dimensions, deterministic and
Bayesian inverse problems and PDEs with multiple scales and modeling multiphysics. A key challenge
in the simulation of these problems is the very high computational cost, even on state of the art high
performance computing platforms.

Deep learning, based on deep neural networks (DNNs) [22], i.e. functions formed by compositions
of affine transformations and scalar non-linear activation functions, has been very successful in tackling
diverse tasks in science and engineering [36] such as at image and text classification, computer vision, text
and speech recognition, autonomous systems and robotics, game intelligence and even protein folding [18].

Deep learning is being increasingly used in the numerical approximations of PDEs. A brief and very
incomplete survey of this rapidly growing body of literature is as follows, one approach in using deep
neural networks for numerically approximating PDEs is based on explicit (or semi-implicit) representation
formulas such as the Feynman-Kac formula for parabolic (and elliptic) PDEs, whose compositional
structure is in turn utilized for approximation by DNNs. This approach is presented and analyzed for a
variety of (parametric) elliptic, parabolic and linear transport PDEs in [5,17,23,32] and references therein.

Another strategy is to augment existing numerical methods by adding deep learning based modules
to them, for instance by learning free parameters of numerical schemes from data [46,56] and references
therein.

A third approach is to use deep neural networks to learn observables or quantities of interest of the
solutions of the underlying PDEs, from data. This approach has been described in [40–42, 48] in the
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context of uncertainty quantification and PDE constrained optimization and [19] for model order reduction,
among others.

As deep neural networks possess the so-called universal approximation property i.e any continuous
function can be approximated by DNNs, see [3, 16, 24, 63] and references therein, it is natural to use them
as ansatz spaces for the solutions of PDEs, in particular by collocating the PDE residual at suitably
chosen training points. This approach was first proposed in [33,34]. More recently, it has been revived and
developed in significantly greater detail by the pioneering contributions of Karniadakis and collaborators,
starting with [52,53]. These authors have termed the underlying neural networks as Physics Informed
Neural Networks (PINNs) and we will continue to use this by now widely accepted terminology in this
paper. There has been an explosive growth of papers that present PINNs for different applications and a
very incomplete list of references includes [15, 27,29,39,44,51,54,61].

PINNs have already emerged as an attractive framework for approximating solutions of PDEs. They are
particularly successful for approximating the so-called inverse problems involving PDEs, see [15, 44, 53,54]
and references therein. For such inverse problems, one does not necessarily have complete information on
the inputs to the PDEs, such as initial data, boundary conditions and coefficients. Hence, the so-called
forward problem cannot be solved uniquely. However, we have access to (noisy) data for (observables) of
the underlying solution. The aim is to use this data in order to determine the unknown inputs of the
PDEs and consequently its solution. PINNs are very promising in solving inverse problems efficiently on
account of their ability to integrate data and PDEs. This is seen in the robustness and accuracy of the
results (see [44,53,54] and references therein). Another very attractive feature of PINNs is simplicity of
their implementation. In particular, essentially the same code (with very minor modifications) can be
used to approximate both forward and inverse problems.

Why are PINNs so efficient at approximating solutions to both forward and inverse problems for
PDEs? Very few rigorous results on the approximation error with PINNs are available, with two recent
notable exceptions. In [60], the authors investigate convergence of PINNs to solutions of the forward
problem for linear elliptic and parabolic PDEs, on increasing the number of training samples. They prove
convergence under certain assumptions on the training loss, based on Hölder regularized loss functions.

On the other hand, in another recent paper [47], the authors estimate the generalization (approximation)
error for PINNs approximating forward problems for a large class of linear and nonlinear PDEs in terms of
the training error and the number of training samples. The key point in [47] is the leveraging of stability
estimates for classical solutions of the underlying PDE, together with estimates on quadrature errors, to
derive upper bounds on the generalization error of PINNs.

The aforementioned articles provide rigorous justification for using PINNs to approximate forward
problems for certain PDEs. However, to the best of the authors’ knowledge, there is no rigorous estimate
for the approximation error of PINNs for inverse problems. The main aim of this article is to derive
rigorous bounds on the generalization errors of PINNs for approximating solutions to a class of inverse
problems for PDEs. We will focus on the so-called unique continuation or data assimilation problems,
where some inputs to the PDEs are unknown and need to be inferred from (possibly noisy) measurements
of certain observables of the underlying solution. These are exactly the class of inverse problems, which
were considered in recent papers [44, 53,54] and references therein.

Our strategy for deriving bounds on the generalization errors follows the recent paper [47] and is
based on conditional stability estimates on the underlying solution of the inverse problem. Such stability
estimates have been widely investigated in the theoretical PDE literature and can be derived for a variety
of linear and non-linear PDEs, for instance from the well-known three-balls inequalities [1] and references
therein, and Carleman estimates [21] and references therein. We will formalize a very general framework
for the unique continuation (data assimilation) inverse problem for an abstract PDE, with a wide variety
of potential applications. Our derived generalization error estimate will show that the error due to
approximating the underlying inverse problem with a trained PINN will be sufficiently low as long as

• The training error is low i.e, the PINN has been trained well. This error is computed and monitored
during the training process. Hence, it is available a posteriori.

• The number of training (collocation) points is sufficiently large. This number is determined by the
error due to an underlying quadrature rule.
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• The solution to the underlying inverse problem is conditionally stable i.e, it is stable as long as the
underlying solution and the approximating PINN are sufficiently regular.

Thus, with the derived error estimate, we identify possible mechanisms by which the PINNs are able to
approximate inverse problems for PDEs so well and provide a rigorous justification for their successful use.

We will exemplify the proposed abstract framework by applying to four well-known model problems,
namely the data assimilation problems for the Poisson, Heat, Wave and Stokes equations, covering the
whole spectrum of linear elliptic, parabolic, hyperbolic and indefinite PDEs. For each of these examples,
we derive bounds on the generalization error and also provide numerical experiments to validate the
proposed theory.

The rest of the paper is organized as follows, in section 2, we describe the PINNs algorithm for the
unique continuation (data assimilation) problem for an abstract PDE and derive an estimate on the
generalization error. In sections 3,4,5 and 6, we consider the Poisson, Heat, Wave and Stokes equations,
respectively.

2 An abstract framework for Physics informed Neural Networks

approximating inverse problems for PDEs

2.1 The underlying abstract PDE

Let D ⊂ R
3̄, for some 3̄ > 1, be the underlying domain, with smooth (�1) boundary, denoted by mD.

We include space-time domains by setting D = (0, )) × � ⊂ R
3 with 3 > 1. In this case 3̄ = 3 + 1 and

the space-time boundary is mD = m� × (0, )) ∪ � × {C = 0}, with m� denoting the smooth boundary
of �. Let - = ! ?G (D;R<), . = ! ?H (D;R<) and / = ! ?I (D′;R<), for some D

′ ⊂ D, with < > 1 and
1 6 ?G , ?H , ?I < ∞ be the underlying spaces and -∗ ⊂ -, . ∗ ⊂ . , /∗ ⊂ / be Banach spaces. Let
-̄ ⊂ ! ?̄G (mD;R<) and .̄ ⊂ ! ?̄H (mD;R<), with 1 6 ?̄G , ?̄H < ∞ be Banach spaces.

2.1.1 The Forward problem

The abstract PDE is represented by the following differential equation,

D(u) = f . (2.1)

Here, the differential operator is a mapping, D : -∗ ↦→ . ∗ and the input f ∈ . ∗, such that

(�1) : ‖D(u)‖. ∗ < +∞, ∀ u ∈ -∗, with ‖u‖-∗ < +∞.

(�2) : ‖f ‖. ∗ < +∞.
(2.2)

The PDE (2.1) is equipped with the boundary conditions,

B (Tu) = f1 , (2.3)

with trace operator T : -∗ ↦→ -̄ and a generic boundary operator B : -̄ ↦→ .̄ , with each of these operators
being bounded under the corresponding norms. We note that the generic boundary condition also includes
initial conditions when D = (0, )) × � ⊂ R

3. We assume that f1 ∈ .̄ .
We further assume that the forward problem (2.1), (2.3) is well-posed i.e, given f ∈ . ∗, f1 ∈ .̄ , there

exists an unique u ∈ -∗ such that (2.1) and (2.3) are satisfied.

2.1.2 The Inverse problem

As mentioned in the introduction, we will focus on the following inverse problem in this article, we assume
that the generic boundary conditions (which include initial conditions) f1 in (2.3) are not known. Clearly,
the forward problem for the PDE (2.1) will be ill-posed in this case. In particular, no unique solution can
be guaranteed. Furthermore, we assume that we have access to (noiseless) measurements of the underlying
solution u in a sub-domain D

′ ⊂ D i.e,

L(u) = g, ∀G ∈ D
′, (2.4)
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with the restriction operator L : -∗ ↦→ /∗ and data g ∈ /∗, with

(�3) : ‖L(u)‖/ ∗ < +∞, ∀ u ∈ -∗, with ‖u‖-∗ < +∞.

(�4) : ‖g‖/ ∗ < +∞.
(2.5)

We term D
′ as the observation domain. Thus, in solving the inverse problem (2.1), (2.4), one determines

the function u ∈ -∗ and consequently the boundary conditions T(u) from the data (2.4), given only on the
observation domain. This inverse problem is often referred to in the literature as the unique continuation
or the data assimilation problem, [13] and references therein.

We further assume that solutions to the inverse problem (2.1), (2.4), satisfy the following conditional
stability estimate,

Assumption 2.1. Let -̂ ⊂ -∗ ⊂ - = ! ?G (D) be a Banach space. For any u, v ∈ -̂, the differential
operator D and restriction operator L satisfy,

(�5) : ‖u − v‖!?G (�) 6 �?3
(
‖u‖-̂ , ‖v‖-̂

) (
‖D(u) −D(v)‖

g?
.

+ ‖L(u) − L(v)‖
g3
/

)
, (2.6)

for some 0 < g? , g3 6 1 and for any subset D
′ ⊂ � ⊂ D. This bound (2.6) is termed a conditional

stability estimate as it presupposes that the underlying solutions have sufficiently regularity as -̂ ⊂ -∗ ⊂ -.

Remark 2.2. We can extend the hypothesis for the inverse problem (2.1),(2.3) in the following ways,

• Allow the measurement set D
′ to intersect the boundary i.e, mD′ ∩ mD ≠ Φ.

• Replace the bound (2.6) with the weaker bound,

(�6) : ‖u − v‖!?G (�) 6 �?3
(
‖u‖-̂ , ‖v‖-̂

)
l (‖D(u) −D(v)‖. + ‖L(u) − L(v)‖/ ) , (2.7)

with l : R ↦→ R+ being a modulus of continuity.

�

We will provide several examples for this abstract Inverse problem satisfying the assumptions �1 − �6
in the following sections.

2.1.3 Literature on the unique continuation (data assimilation) problem

The unique continuation or data assimilation problem (2.1), (2.4), has been extensively studied by the
theoretical PDE community for a long time, arguably starting with the influential work of Hadamard on
the ill-posedness of the elliptic Cauchy problem. An extensive survey of the available literature on the
unique continuation problem, particularly highlighting applications of the three balls inequality can be
read from [1] and references therein. Similarly, the vast body of literature on use of Carleman estimates
to study well-posedness of the unique continuation (data assimilation) problem for evolutionary PDEs has
been surveyed in [21], with particularly emphasis on applications to controllability of PDEs.

Algorithms to numerically approximate solutions of the unique continuation problems are mostly
based on quasi-reversibility methods [6, 35] and penalty methods [43], relying on Tikhonov regularization
and its variants. More recently, regularized and stabilized non-confirming finite element methods have
also been developed to deal with different examples of the data assimilation problem in [8, 9, 11–13] and
references therein. We will provide an alternative approximation framework, based on physics informed
neural networks (PINNs) in this paper.

2.2 Quadrature rules

In the following section, we will need to approximate integrals of functions. Hence, we need an abstract
formulation for quadrature. To this end, we consider a mapping ℎ : D ↦→ R

<, such that ℎ ∈ . ⊂ . ∗ ⊂ . .
We are interested in approximating the integral,

ℎ :=

∫
D

ℎ(H)3H,
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with 3H denoting the 3̄-dimensional Lebesgue measure. In order to approximate the above integral by a
quadrature rule, we need to specify the quadrature points H8 ∈ D for 1 6 8 6 #, for some # ∈ N as well as
weights F8, with F8 ∈ R+. Then the quadrature is defined by,

ℎ# :=
#∑
8=1

F8ℎ(H8). (2.8)

We further assume that the quadrature error is bounded as,���ℎ − ℎ# ��� 6 �@ (
‖ℎ‖. , 3̄

)
#−U, (2.9)

for some U > 0.
As long as the domain D is in reasonably low dimension i.e 3̄ 6 4, we can use standard (composite)

Gauss quadrature rules on an underlying grid. In this case, the quadrature points and weights depend on
the underlying order of the quadrature rule [62] and the rate U depends on the regularity of the underlying
integrand i.e, on the space . .

On the other hand, these grid based quadrature rules are not suitable for domains in high dimensions.
For moderately high dimensions i.e 4 6 3̄ ≈ 20, we can use low discrepancy sequences, such as the Sobol
and Halton sequences, as quadrature points [14]. As long as the integrand ℎ is of bounded Hardy-Krause

variation [50], the error in (2.9) converges at a rate (log(#)) 3̄#−1. One can also employ sparse grids and
Smolyak quadrature rules [7] in this regime.

For problems in very high dimensions 3̄ ≫ 20, Monte-Carlo quadrature is the numerical integration
method of choice [14]. In this case, the quadrature points are randomly chosen, independent and identically
distributed (with respect to a scaled Lebesgue measure). The estimate (2.9) holds in the root mean square
(RMS) sense and the rate of convergence is U =

1
2
.

We will also need integrals of functions ℎ3 : D
′ ⊂ D i.e,

ℎ3 :=

∫
D′

ℎ3 (H)3H.

In principle, a different set of quadrature points I 9 ∈ D
′ for 1 6 9 6 #3, for some #3 ∈ N as well as weights

F3
9
, can be chosen. Then the quadrature is defined by,

ℎ3,# :=

#3∑
9=1

F39 ℎ3 (I 9 ). (2.10)

Analogous to (2.9), the resulting error is bounded by,���ℎ3 − ℎ3,# ��� 6 �@3 (
‖ℎ‖/ , 3̄

)
#

−U3
3

, (2.11)

for some U3 > 0 and for / ⊂ / .

2.3 PINNs

In this section, we will describe physics-informed neural networks (PINNs) for approximating solutions of
the inverse problem (2.1), (2.4) in the following steps.

2.3.1 Neural Networks.

Given an input H ∈ D, a feedforward neural network (also termed as a multi-layer perceptron), shown in
figure 1, transforms it to an output, through a layer of units (neurons) which compose of either affine-linear
maps between units (in successive layers) or scalar non-linear activation functions within units [22],
resulting in the representation,

u\ (H) = � ◦ f ◦ � −1 . . . . . . . . . ◦ f ◦ �2 ◦ f ◦ �1 (H). (2.12)
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Here, ◦ refers to the composition of functions and f is a scalar (non-linear) activation function. A large
variety of activation functions have been considered in the machine learning literature [22]. Popular choices
for the activation function f in (2.12) include the sigmoid function, the hyperbolic tangent function and
the ReLU function.

For any 1 6 : 6  , we define

�: I: = ,: I: + 1: , for ,: ∈ R
3:+1×3: , I: ∈ R

3: , 1: ∈ R
3:+1 . (2.13)

For consistency of notation, we set 31 = 3̄ and 3 = <.
Thus in the terminology of machine learning (see also figure 1), our neural network (2.12) consists

of an input layer, an output layer and ( − 1) hidden layers for some 1 <  ∈ N. The :-th hidden layer
(with 3: neurons) is given an input vector I: ∈ R

3: and transforms it first by an affine linear map �:
(2.13) and then by a nonlinear (component wise) activation f. A straightforward addition shows that our

network contains

(
3̄ + < +

 −1∑
:=2

3:

)
neurons. We also denote,

\ = {,: , 1: }, \, = {,: } ∀ 1 6 : 6  , (2.14)

to be the concatenated set of (tunable) weights for our network. It is straightforward to check that
\ ∈ Θ ⊂ R

" with

" =

 −1∑
:=1

(3: + 1)3:+1. (2.15)

Figure 1: An illustration of a (fully connected) deep neural network. The red neurons represent the inputs to the network
and the blue neurons denote the output layer. They are connected by hidden layers with yellow neurons. Each hidden unit
(neuron) is connected by affine linear maps between units in different layers and then with nonlinear (scalar) activation
functions within units.

2.3.2 Training PINNs: Loss functions and optimization

The neural network u\ (2.12) depends on the tuning parameter \ ∈ Θ of weights and biases. Within the
standard paradigm of deep learning [22], one trains the network by finding tuning parameters \ such that
the loss (error, mismatch, regret) between the neural network and the underlying target is minimized.
Here, our target is the solution u ∈ -∗ of the abstract inverse problem (2.1),(2.4) and we wish to find the
tuning parameters \ such that the resulting neural network u\ approximates u.

To do so, we follow [34,47,52] and define the following PDE residual :

R = R\ := D (u\ ) − f . (2.16)

By assumptions (H1),(H2) (2.2), we see that R ∈ . ∗ and ‖R‖. ∗ < +∞ for all \ ∈ Θ. Note that
R(u) = D(u) − f ≡ 0, for the solution u of the PDE (2.1). Hence, the term residual is justified for (2.16).

As the inverse problem also involves a data term (2.4) on the observation domain, we need the following
data residual:

R3 = R3,\ := L(u\ ) − g, ∀G ∈ D
′. (2.17)
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By assumptions (H3),(H4) (2.5), we see that R3 ∈ /∗ and ‖R3 ‖/ ∗ < +∞ for all \ ∈ Θ. Note that
R3 (u) = L(u) − g ≡ 0 for all G ∈ D

′, for the solution u of the inverse problem (2.1),(2.4).
The strategy of PINNs, following [53], is to minimize the residuals (2.16),(2.17), simultaneously over

the admissible set of tuning parameters \ ∈ Θ i.e

Find \∗ ∈ Θ : \∗ = argmin
\ ∈Θ

(
‖R\ ‖. + ‖R3,\ ‖/

)
. (2.18)

Realizing that . = ! ?H (D), / = ! ?I (D′) for some 1 6 ?G , ?H < ∞, we can equivalently minimize,

Find \∗ ∈ Θ : \∗ = argmin
\ ∈Θ

©«
∫
D

|R\ (H) |
?H3H +

∫
D′

|R3,\ (I) |
?I 3I

ª®¬
. (2.19)

As it will not be possible to evaluate the integral in (2.19) exactly, we need to approximate it numerically
by a quadrature rule. To this end, we use the quadrature rules (2.8),(2.10) discussed earlier. We select
the training sets S8=C = {H8} with H8 ∈ D for all 1 6 8 6 #8=C and S3 = {I 9 } with I 9 ∈ D

′ and 1 6 9 6 #3 as
the quadrature points for the quadrature rules (2.8), (2.10), respectively. We consider the following loss
function:

� (\) :=

#3∑
9=1

F39 |R3,\ (I 9 ) |
?I + _

#8=C∑
8=1

F8 |R\ (H8) |
?H , (2.20)

with the residuals R3, R defined in (2.17) and (2.16). Here, _ > 0 is an additional hyperparameter that
balances the roles of the data and PDE residuals.

It is common in machine learning [22] to regularize the minimization problem for the loss function i.e
we seek to find,

\∗ = argmin
\ ∈Θ

(
� (\) + _A46�A46 (\)

)
. (2.21)

Here, �A46 : Θ → R is a weight regularization (penalization) term. A popular choice is to set �A46 (\) = ‖\, ‖
@
@

for either @ = 1 (to induce sparsity) or @ = 2. The parameter 0 6 _A46 ≪ 1 balances the regularization
term with the actual loss � (2.20).

The above minimization problem amounts to finding a minimum of a possibly non-convex function
over a subset of R

" for possibly very large ". We will follow standard practice in machine learning
and solving this minimization problem approximately by either (first-order) stochastic gradient descent
methods such as ADAM [30] or even higher-order optimization methods such as different variants of the
LBFGS algorithm [20].

For notational simplicity, we denote the (approximate, local) minimum in (2.21) as \∗ and the underlying
deep neural network u∗ = u\∗ will be our physics-informed neural network (PINN) approximation for the
solution u of the PDE (2.1).

The proposed algorithm for computing this PINN is summarized below,

Algorithm 2.3. Finding a physics informed neural network to approximate the solution of
the inverse problem (2.1),(2.4).

Inputs: Underlying domains D
′ ⊂ D, differential operator D and input source term f for the PDE (2.1),

restriction operator L and data term g for the data (2.4), quadrature points and weights for the
quadrature rules (2.8) (2.10), non-convex gradient based optimization algorithms.

Goal: Find PINN u∗ = u\∗ for approximating the inverse problem for the (2.1) with data (2.4).

Step 1: Choose the training set S8=C = {H8} for H8 ∈ D, for all 1 6 8 6 #8=C such that {H8} are quadrature
points for the underlying quadrature rule (2.8). Choose the training set S3 = {I 9 } for I 9 ∈ D

′, for all
1 6 9 6 #3 such that {I 9 } are quadrature points for the underlying quadrature rule (2.10).

Step 2: For an initial value of the weight vector \ ∈ Θ, evaluate the neural network u\ (2.12), the PDE
residual (2.16), data residual (2.17), the loss function (2.21) and its gradients to initialize the
underlying optimization algorithm.

Step 3: Run the optimization algorithm till an approximate local minimum \∗ of (2.21) is reached. The map
u∗ = u\∗ is the desired PINN for approximating the solution u of the inverse problem (2.1),(2.4).
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2.4 An abstract estimate on the generalization error

In this section, we will estimate the error due to the PINN (generated by algorithm 2.3) in approximating
the solution u of the inverse problem for PDE (2.1) with data (2.4).

We focus on the so-called generalization error of the PINN, which in machine learning terminology [59],
is often understood as the error of the neural network on unseen data. Following the recent paper [47], we
set D

′ ⊂ � ⊂ D and define the corresponding generalization error as,

E� (�) = E� (� ; \
∗, S8=C , S3) := ‖u − u∗‖!?G (�) . (2.22)

As written out above, the generalization error clearly depends on the training sets S8=C , S3, as well as
on the parameters \∗ of the PINN, generated by algorithm 2.3. However, we shall suppress this explicit
dependence for notational convenience.

As in the recent article [47], we estimate the generalization error (2.22) in terms of the so-called
training error E) = E) (\

∗, S8=C , S3) defined by,

E) =

(
E
?I
3,)

+ _E
?H
?,)

) 2
?H+?I

, E3,) :=

(
#3∑
9=1

F39 |R3,\ (I 9 ) |
?I

) 1
?I

, E?,) :=

(
#8=C∑
8=1

F8 |R\ (H8) |
?H

) 1
?H

. (2.23)

Note that, after the training has concluded, the training error E) can be readily computed from the loss
functions (2.20) or (2.21). The bound on generalization error in terms of training error is given by the
following estimate,

Theorem 2.4. Let u ∈ -̂ ⊂ -∗ ⊂ - be the solution of the inverse problem associated with PDE (2.1) and
data (2.4). Assume that the stability hypothesis (2.6) holds for any D

′ ⊂ � ⊂ D. Let u∗ ∈ -̂ ⊂ -∗ be a
PINN generated by the algorithm 2.3, based on the training sets S8=C (of quadrature points corresponding
to the quadrature rule (2.8)) and S3 (of quadrature points corresponding to the quadrature rule (2.10)).
Further assume that the residuals R\∗ (2.16), and R3,\∗ (2.17), be such that |R\∗ |

?H ∈ ., |R3,\∗ |
?I ∈ / and

the quadrature errors satisfy (2.9), (2.11). Then the following estimate on the generalization error (2.22)
holds,

E� 6 �?3

(
E
g?
?,)

+ E
g3
3,)

+ �

g?

?H

@ #
−

Ug?

?H

8=C
+ �

g3
?I

@3
#

−
U3 g3
?I

3

)
, (2.24)

with constants �?3 = �?3
(
‖u‖-̂ , ‖u

∗‖-̂
)
, �@ = �@

(
‖ |R\∗ |

?H ‖.

)
, and �@3 = �@3

(|R3,\∗ |?I/
)
stem from

(2.6), (2.9) and (2.11), respectively.

Proof. For notational simplicity, we denote R = R\∗ , the residual (2.16), corresponding to the trained
neural network u∗. Similarly, R3 = R3,\∗ is the data residual (2.17), corresponding to u∗.

As u solves the PDE (2.1) and R is defined by (2.16), we easily see that,

R = D(u∗) −D(u). (2.25)

Similarly, u satisfies the data relation (2.4) and by definition (2.17), we have,

R3 = L(u∗) − L(u). (2.26)

By our assumptions, PINN u∗ ∈ -̂, hence, we can directly apply the conditional stability estimate (2.6)
and use (2.25), (2.26) to obtain,

E� (�) = ‖u − u∗‖!?G (�) (by) (2.22),

6 �?3

(
‖D(u∗) −D(u)‖

g?
.

+ ‖L(u) − L(u∗)‖
g3
/

)
(by) (2.6),

6 �?3

(
‖R‖

g?
.

+ ‖R3 ‖
g3
/

)
(by) (2.25), (2.26).

(2.27)

By the fact that . = ! ?H (D), the definition of the training error (2.23) and the quadrature rule (2.8), we
see that,

‖R‖
?H
.

≈

#8=C∑
8=1

F8 |R\∗ |
?H = E

?H
?,)
.
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Hence, the training error component E?,) is a quadrature for the residual (2.16) and the resulting
quadrature error, given by (2.9) translates to,

‖R‖
?H
.
6 E

?H
?,)

+ �@#
−U
8=C ,

and as g? 6 1

‖R‖
g?
.
6 E

g?
?,)

+ �

g?

?H

@ #
−

Ug?

?H

8=C
. (2.28)

Similarly as / = ! ?I (D′), the definition of the training error (2.23) and the quadrature rule (2.10), we
have that,

‖R3 ‖
?I
/

≈

#3∑
9=1

F39 |R3,\∗ |
?I = E

?I
3,)
.

Hence, the training error component E3,) is a quadrature for the residual (2.17) and the resulting
quadrature error, given by (2.11) leads to,

‖R3 ‖
?I
/
6 E

?I
3,)

+ �@3#
−U3
3

,

and as g3 6 1

‖R3 ‖
g3
/
6 E

g3
3,)

+ �

g3
?I

@3
#

−
U3 g3
?I

3
. (2.29)

Substituting (2.28) and (2.29) into (2.27) yields the desired bound (2.24). �

We term a PINN, generated by the algorithm 2.3 to be well-trained if the following condition hold,

max
{
E
g?
?,)
,E
g3
3,)

}
6 �

g?

?H

@ #
−

Ug?

?H

8=C
+ �

g3
?I

@3
#

−
U3 g3
?I

3
. (2.30)

Thus, a well-trained PINN is one for which the training errors are smaller than the so-called generalization
gap (given by the rhs of (2.30)).

The following remarks about Theorem 2.4 are in order.

Remark 2.5. The estimate (2.24) indicates mechanisms that underpin possible efficient approximation
of solutions of inverse (unique continuation, data assimilation) problems by PINNs as it breaks down the
sources of error into the following parts,

• The PINN has to be well-trained i.e, the training error E) has to be sufficiently small. Note that we
have no a priori control on the training error but can compute it a posteriori.

• The class of approximating PINNs has to be sufficiently regular such that the residuals in (2.17),
(2.16) can be approximated to high accuracy by the quadrature rules (2.8),(2.10). This regularity of
PINNs can be enforced by choosing smooth activation functions such as the sigmoid and hyperbolic
tangent in (2.12).

• Finally, the whole estimate (2.24) relies on the conditional stability estimate (2.6) for the inverse
problem (2.1), (2.4). Thus, the generalization error estimate leverages conditional stability for
inverse problems of PDEs into efficient approximation by PINNs. This is very similar to the program
in a recent paper [47] for forward problems of PDEs.

�

Remark 2.6. We note that the estimate (2.24) on the error due to PINNs contains the constants
�?3 , �@ , �@3. These constants depend on the underlying solution but also on the trained neural network
u∗ and on the residuals. For any given number of training samples #8=C , #3, these constants are bounded
as the underlying neural networks and residuals are smooth functions on bounded domains. However, as
#8=C , #3 → ∞, these constants might blow-up. As long as these constants blow up at rates that are slower
wrt #8=C , #3 than the decay terms in (2.24), one can expect that the overall bound (2.24) still decays to
zero as #8=C , #3 → ∞. In practice, one has a finite number of training samples and the bounds on the
constants can be verified a posteriori from the computed residuals and trained neural networks. �

9



Remark 2.7. The estimate (2.24) was based on determinitic quadrature rules (2.8), (2.10). Following
section 2.4.1 of recent paper [47], it can be extended, in a straightforward manner, to the case of randomly
chosen training points that stem from Monte Carlo quadrature. �

Remark 2.8. We have considered a noiseless measurement in the data term (2.4) on the observation
domain. However, the bound (2.24) can be readily extended to cover the noisy case in the following
manner. We assume that the measurements for the inverse problem are given by,

L(u) = g + [, (2.31)

for a noise term [ ∈ / . Then, a straightforward modification of the argument in the proof of Theorem 2.4
yields the bound,

E� 6 �?3

(
E
g?
?,)

+ E
g3
3,)

+ ‖[‖
g3
!?I (D′)

+ �

g?

?H

@ #
−

Ug?

?H

8=C
+ �

g3
?I

@3
#

−
U3 g3
?I

3

)
, (2.32)

with constants already defined in (2.24). Thus, as long as the noise term is small in magnitude, the PINN
will still efficiently approximate solution of the inverse problem. However, for #8=C , #3 sufficiently small,
the noise term will dominate (2.32) and one has to use a Bayesian framework to approximate solutions of
the inverse problem in this regime. �

3 Poisson’s equation

As a first example for the abstract inverse problem (2.1), (2.4), we consider the Poisson’s equation as a
model problem for linear elliptic PDEs.

3.1 The underlying inverse problem

Let � ⊂ R
3 be an open, bounded, simply connected set with smooth boundary m�1. We consider the

Poisson’s equation on this domain,
− ΔD = 5 , ∀G ∈ �, (3.1)

with Δ denoting the Laplace operator and 5 ∈ !2 (�) being a source term. We will assume that D ∈ �1 (�)

will satisfy the Poisson’s equation (3.1) in the following weak sense,∫
�

∇D · ∇E3G =

∫
�

5 E3G, (3.2)

for all test functions E ∈ �1
0
(�). Note that (3.2) follows as a consequence of multiplying the test function

E ∈ �1
0
(�) and integrating by parts. Moreover, the PDE (3.1) is not well-posed as D is not necessarily in

�1
0
(�).
The unique continuation (data assimilation) inverse problem in this case is given by,

D |�′ = 6, for some � ′ ⊂ �, (3.3)

with 6 ∈ �1 (� ′) and the observation domain � ′ being open, simply connected and with a smooth
boundary m� ′.

Formally, for the unique continuation problem (3.1), (3.3), to have a solution, it is necessary that 6
satisfies the Poisson’s equation (3.1) in � ′. Hence, the unique continuation problem is formally equivalent
to,

−ΔD = 5 , ∀G ∈ � \ � ′,

D = 6, ∀G ∈ m� ′,

∇D · n = ∇6 · n, ∀G ∈ m� ′.

(3.4)

The problem (3.4) is termed as the Elliptic Cauchy problem and was already studied by Hadamard as an
example of ill-posed problems for PDEs.

Well-posedness results for the inverse problem (3.1), (3.3) are classical, see [1] for a detailed survey.
Here, we follow the slightly simplified presentation due to [13] and state the following result,

1Further geometric conditions on the boundary might be necessary for obtaining bounds on the quadrature error

10



Theorem 3.1. [ [13], Theorem 7.1]: Let 5 ∈ !2 (�) and let D ∈ �1 (�) such that (3.2) holds for all test
functions E ∈ �1

0
(�). Let 6 ∈ �1 (� ′) such that (3.3) holds, then for every open simply connected set

� ⊂ � such that dist(�, m�) > 0, there holds,

‖D‖�1 (�) 6 �
(
‖D‖�1 (�)

)
l

(
‖ 5 ‖!2 (�) + ‖6‖!2 (�′)

)
. (3.5)

Here, � (') = �'1−g and l(') = 'g, for some absolute constant � and exponent g ∈ (0, 1), depending on
the set �.

Moreover, we have the global stability estimate,

‖D‖�1 (�) 6 �
(
‖D‖�1 (�)

)
l

(
‖ 5 ‖!2 (�) + ‖6‖!2 (�′)

)
, (3.6)

with the same � (') as in (3.5), but with modulus of continuity given by l(') = | log(') |−g , with g ∈ (0, 1).

The theorem, as presented in [13] (Theorem 7.1) has slightly better estimates than (3.5), (3.6). In
particular, on the rhs, the norm on the source term is the �−1 norm. However, the current version of
these estimates suffices for our purposes here. Moreover, detailed derivation of the constants is given in
Theorem 4.4 of [1] and the proof of (3.5), (3.6) is based on the three-balls inequality.

Remark 3.2. Relating the above formulation of the unique continuation inverse problem (3.1), (3.3) to
the abstract formalism presented in section 2, we see that with - = !2 (�), . = !2 (�), / = !2 (� ′, the
differential operator D = −Δ, interpreted weakly, and the observable L = ��, it is straightforward to
bound the abstract conditional stability estimate (2.6) in the concrete forms (3.5) or (3.6). Thus, this
problem falls squarely in the framework considered in section 2 and can be approximated by PINNs. �

3.2 PINNs

In order to complete the algorithm 2.3 to generate a PINN for approximating the inverse problem (3.1),
(3.3), we need the following ingredients,

3.2.1 Training sets

As the training set S8=C in algorithm 2.3, we take a set of quadrature points H8 ∈ �, for 1 6 8 6 #8=C ,
corresponding to the quadrature rule (2.8). These can be quadrature points for a grid based (composite)
Gauss quadrature rule or low-discrepancy sequences such as Sobol points. Similarly, the training set
S3 = {I 9 } for I 9 ∈ � ′, with 1 6 9 6 #3, are quadrature points, corresponding to the quadrature rule
(2.10).

3.2.2 Residuals

We will require that for parameters \ ∈ Θ, the neural networks D\ ∈ �: (�), for : > 2. This can be
enforced by choosing a sufficiently regular activation function in (2.12). We define the following residuals
that are needed in algorithm 2.3. The PDE residual (2.16) is given by,

R\ = −ΔD\ − 5 , ∀G ∈ �, (3.7)

and the data residual (2.17) on the observation domain is given by,

R3,\ = D\ − 6, ∀G ∈ � ′. (3.8)

3.2.3 Loss functions

In algorithm 2.3 for approximating the inverse problem (3.1), (3.3), we will need the following loss function,

� (\) =

#3∑
9=1

F39 |R3,\ (I 9 ) |
2 + _

#8=C∑
8=1

F8 |R\ (H8) |
2, (3.9)

with hyperparamter _, residuals defined in (3.7), (3.8), training points defined above and weights F8, F
3
9
,

corresponding to quadrature rules (2.8) and (2.10), respectively.
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3.3 Estimates on the generalization error

We consider any � ⊂ �, with � open, simply connected and such that 38BC (�, m�) > 0 and define the
generalization error with respect to the PINN D∗ = D\∗ , generated by the algorithm 2.3 with training sets,
residuals and loss functions described above, as

E� (�) = ‖D − D∗‖�1 (�) . (3.10)

As in theorem 2.4, this generalization error will be estimated in terms of the following training errors,

E3,) =

(
#3∑
9=1

F39 |R3,\∗ (I 9 ) |
2

) 1
2

, E?,) =

(
#8=C∑
8=1

F8 |R\∗ (H8) |
2

) 1
2

. (3.11)

Note that the training errors E?,) and E3,) , can be readily computed from the loss functions (2.21), (3.9),
a posteriori. We have the following estimate on the generalization error in terms of the training error,

Lemma 3.3. For 5 ∈ �:−2 (�) and 6 ∈ �: (� ′), with continuous extensions of the functions and derivatives
upto the boundaries of the underlying sets and with : > 2, Let D ∈ �1 (�) be the solution of the inverse
problem corresponding to the Poisson’s equation (3.1) i.e, it satisfies (3.2) for all test functions E ∈ �1

0
(�)

and satisfies the data (3.3). Let D∗ = D\∗ ∈ �
: (�) be a PINN generated by the algorithm 2.3, with loss

functions (2.21), (3.9). Then, the generalization error (3.10) for any any � ⊂ �, with � open, simply
connected and such that 38BC (�, m�) > 0 is bounded by,

‖D − D∗‖�1 (�) 6 �
(
‖D‖1−g

�1 (�)
+ ‖D∗‖1−g

�1 (�)

) (
E
g
?,) + E

g
3,) + �

g
2
@ #

− Ug
2

8=C
+ �

g
2

@3
#

−
U3 g

2

3

)
, (3.12)

for some g ∈ (0, 1) and constant � depending on � and with constants �@ = �@

(
‖R‖�:−2 (�)

)
and

�@3 = �@3

(
‖R‖�: (�′)

)
, given by the quadrature error bounds (2.9), (2.11), respectively.

Moreover, we also have the global error bound,

‖D − D∗‖�1 (�) 6 �
(
‖D‖1−g

�1 (�)
+ ‖D∗‖1−g

�1 (�)

) ����log
(
E?,) + E3,) + �

1
2
@ #

− U
2

8=C
+ �

1
2

@3
#

−
U3
2

3

)����
−g

. (3.13)

Proof. For notational simplicity, we denote R = R\∗ and R3 = R3,\∗ .
Define D̂ = D∗ − D ∈ �1 (�), by linearity of the differential operator in (3.1) and the data observable in

(3.3) and by definitions (3.7), (3.8), we see that D̂ satisfies,

−Δ D̂ = R, ∀G ∈ �,

D̂ = R3 , ∀G ∈ � ′,
(3.14)

with Poisson equation being satisfied in the following weak sense,∫
�

∇D̂ · ∇E3G =

∫
�

RE3G, (3.15)

for all test functions E ∈ �1
0
(�). Hence, we can directly apply the conditional stability estimate (3.5) to

obtain for some g ∈ (0, 1),

‖D̂‖�1 (�) 6 � (‖D̂‖
1−g
�1 (�)

)
(
‖R3 ‖!2 (�′) + ‖R‖!2 (�)

) g
6 �

(
‖D‖1−g

�1 (�)
+ ‖D∗‖1−g

�1 (�)

) (
‖R3 ‖!2 (�′) + ‖R‖!2 (�)

) g
.

(3.16)

Recognizing that the training errors E2
3,)

and E2
?,)

are the quadratures for ‖R3 ‖
2
!2 (�′)

and ‖R‖2
!2 (�)

with

respect to the quadrature rules (2.10) and (2.8), respectively and using bounds (2.11) and (2.9) yields,

‖R3 ‖!2 (�′) 6 E3,) + �
1
2

@3
#

U3
2

3
,

‖R‖!2 (�) 6 E?,) + �
1
2
@ #

U
2

8=C
,

(3.17)
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with constants �@ = �@

(
‖R‖�:−2 (�)

)
and �@3 = �@3

(
‖R3 ‖�: (�′)

)
.

It is straightforward to obtain the desired inequality (3.12) by substituting (3.17) into (3.16).
The bound (3.13) can be obtained, completely analogously, by replacing (3.5) in (3.16) with (3.6). �

 − 1 3̃ @ _A46 _

4, 8, 10 16, 20, 24 2 0, 10−6 0.001, 0.01, 0.1, 1

Table 1: Hyperparamters configurations used for ensemble training inn all the numerical experiments.

Figure 2: The domains �, �′ for the Poission’s equation numerical experiment. Training set S8=C are Sobol points (blue
dots) and training set S3 are Cartesian grid points (grey squares).

3.4 Numerical experiments

We follow [13] and repeat their experiment from section 7.4.3. As in [13], the unique continuation problem
for the Poisson equation is solved by considering the PDE (3.1) in the domain � = (0, 1)2 (see figure 2),
with source term,

5 (G1, G2) = −60
(
G1 − G

2
1 + G2 − G

2
2

)
. (3.18)

The data (3.3) will be given in the observation domain (see figure 2),

� ′
= {(G1, G2) ∈ R

2 : |G1 − 0.5| < 0.375; |G2 − 0.5| < 0.375}. (3.19)

In order to generate the data term 6 in (3.3), we find that,

D(G1, G2) = 30G1G2 (1 − G1) (1 − G2), (3.20)

is an exact solution of the Poisson equation (3.1), with the source term (3.18) and let 6 = D |�′, with � ′

(3.19), as the data term in (3.3). Clearly the exact solution D (3.20) and inputs 5 , 6 are as regular as
required in Lemma 3.3.

We will generate PINNs by algorithm 2.3, with loss functions (3.9), corresponding to training sets
S8=C , S3. For S8=C , we will use Sobol points on the domain � and for S3, we set up a Cartesian grid on the
inner square � ′ (3.19), see figure 2 for a representation of both training sets. Note that a simple midpoint
rule is used as the quadrature rule (2.10), whereas a quasi-Monte Carlo integration is used in (2.8).

As the PINNs in algorithm 2.3, contain several hyperparameters namely, the number of hidden layers
 − 1 (depth) in (2.12), number of neurons 3: ≡ 3̃ (width) in each hidden layer, the exponent @ of the
regularization term in loss function (2.21), the size _A46 of the regularization term and the hyperparameter
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(a) Exact Solution D (b) PINN D∗ (c) Relative error
|D̂ |

‖D‖
!2

Figure 3: Comparison of the Exact solution, the PINN approximation and norm of the resulting error for the unique
continuation problem for the Poisson’s equation, with # = 20 × 20 training points.

#  − 1 3̃ _A46 _ E) | |D − D∗ | |!2 | |D − D∗ | |�1

20 × 20 4 24 0.0 0.001 0.0008 0.28 % 1.1 %

40 × 40 4 24 0.0 0.001 0.0006 0.25 % 1.0 %

80 × 80 4 24 0.0 0.001 0.00053 0.24 % 0.9 %

160 × 160 4 24 0.0 0.001 0.00043 0.2 % 0.8 %

Table 2: Poisson’s equation: relative percentage generalization errors and training errors for different numbers of training
points.

_ in the loss function (3.9). We follow [42] and perform an ensemble training, with the hyperparameter
range specified in Table 1 to find the best hyperparameters for each experiment. To do so, for each
hyperparameter configuration, we will run the BFGS-B optimizer with 30 randomly selected starting values

and select the configuration resulting in the smallest value of the average training loss E) =

√
E2
3,)

+ _E2
?,)

over the retrainings.

#  − 1 3̃ _A46 _ E) | |D − D∗ | |!2 | |D − D∗ | |�1

20 × 20 4 24 0.0 0.001 0.0125 0.70 % 2.3 %

40 × 40 4 24 0.0 0.001 0.0127 0.53 % 1.9 %

80 × 80 4 24 0.0 0.001 0.0127 0.45 % 1.7 %

160 × 160 4 24 0.0 0.001 0.013 0.34 % 1.3 %

Table 3: Poisson’s equation with noisy measurements: relative percentage generalization errors and training errors for
different numbers of training points.

We set A = meas(� ′) = 9/16 and for any # = #8=C + #3, we set #3 = A# and present results for the
PINNs in figure 3, where we plot the exact solution D (3.20), the PINN solution D∗ and the error D̂ = D∗ −D,
associated with a PINN generated with # = 202 = 400 training points and with a network with 4 hidden
layers, with 24 neurons in each layer, _ = 10−3 in (3.9) and _A46 = 0 in (2.21). We observe from this figure,
that already for this very low number of training points, the PINN generated by algorithm 2.3 is able
to approximate the underlying solution of the inverse problem (3.1), (3.3), very accurately. The plot of
the error in Figure 3 (right) shows that the error is mostly concentrated near the boundary and shows a
logarithmic behavior, as predicted by the theory and seen in [13].

The efficiency of PINNs in approximating solutions to this problem is reinforced from Table 2, where
we present the (percentage relative) generalization errors E� (�) (3.10) and total training errors E) , for
PINNs with # = 202, 402, 802, 1602, and consequently #3 = A#, training points. We also tabulate the
(relative percentage) error in !2 between the PINN and the exact solution. From the table, we see that
even for very few (202) training points, the !2 and �1-generalization errors are very low, with �1-error
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being around 1% and !2-error around 0.3%. This is particularly impressive as it takes approximately
21B to train the PINN for this training set. The error decays slowly as the number of training samples is
increased. This is consistent with the logarithmic decay predicted in (3.13). Moreover, the training error
is already of the size of 10−4, even for 202 training points and it is difficult to reduce the training error
further. One can possibly further reduce the error by using adaptive activation functions as suggested
in [28]. However, we did not observe any further reduction in the already low training error by using
adaptive activation functions.

Note that we present the generalization errors, averaged over  = 30 retrainings i.e, different random
starting values for the optimizer. The generalization error, corresponding to the starting value with the
smallest training loss, is considerably smaller.

Finally, as stated in remark 2.8, we can also extend the bounds (3.12), (3.13), to the case of noisy data,
analogous to (2.32). To test the validity of PINNs in this regime, we perturb the right hand side of the data
term (3.3), with 1% standard normal noise, run algorithm 2.3 to generate PINNs for approximating the
inverse problem for the Poisson equation and present the results in Table 3. From this table, we see that
although slightly higher than in the noise-free case (compare with Table 2), the !2 and �1-generalization
errors are still very low and decay a bit faster than in the noise-free case. Thus, at least for noisy data with
small noise amplitude, we can readily use PINNs for approximating the solutions of the data assimilation
problem.

4 Heat Equation

As a model inverse problem for linear parabolic PDEs, we will consider the data assimilation problem for
the heat equation.

4.1 The underlying inverse problem

With � ⊂ R
3 being an open, bounded, simply connected set with smooth boundary m�, we consider the

heat equation,
DC − ΔD = 5 , ∀G ∈ �, C ∈ (0, )), (4.1)

for some ) ∈ R+, with Δ denoting the spatial Laplace operator and 5 ∈ !2 (�) ) with �) = � × (0, ))
being the source term. We also assume zero Dirichlet boundary conditions for simplicity.

We will assume that D ∈ �1 (((0, ));�−1 (�)) ∩ !2 ((0, ));�1 (�)) will solve the heat equation (4.1) in
a weak sense.

The heat equation (4.1) would have been well-posed if the initial conditions i.e D0 = D(G, 0) had been
specified. In fact, the aim of the data assimilation problem is to infer the initial conditions and the entire
solution field at later times from some measurements of the solution in time. To model this, we consider
the following observables:

D = 6, ∀(G, C) ∈ � ′ × (0, )), (4.2)

for some open, simply connected observation domain � ′ ⊂ � and for 6 ∈ !2 (� ′
)
) with � ′

)
= � ′ × (0, )).

Thus solving the data assimilation problem (4.1), (4.2), amounts to finding the solution D of the
heat equation (4.1) in the whole space-time domain �) , given data on the observation sub-domain
� ′
)
. The theory for this data assimilation inverse problem for the heat equation is classical and several

well-posedness and stability results are available. Our subsequent error estimates for PINNs rely on the
following classical result of Imanuvilov [25], based on the well-known Carleman estimates,

Theorem 4.1. [25]: Let D ∈ �1 ((0, ));�−1 (�)) ∩ !2 ((0, ));�1 (�)) solve the heat equation (4.1) with
source term 5 ∈ !2 (�) ), then for every 0 6 )̄ < ) , there holds,

‖D‖� ( [)̄ ,) ];!2 (�)) + ‖D‖!2 ( (0,) );�1 (�)) 6 �
(
‖D‖!2 (�′

)
) + ‖ 5 ‖!2 (�) ) + ‖D‖!2 (m�×(0,) ))

)
, (4.3)

for some constant � > 0.
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Remark 4.2. Relating the above formulation of the data assimilation inverse problem (4.1), (4.2) to
the abstract formalism presented in section 2, we readily see that - = . = !2 (�) ), / = !2 (� ′

)
), the

differential operator is D = mC − Δ, interpreted weakly, and the observable is L = ��. Moreover, the
abstract conditional stability estimate (2.6) takes the concrete form (4.3). Thus, this problem falls squarely
in the framework considered in section 2 and can be approximated by PINNs. �

4.2 PINNs

We specify the algorithm 2.3 to generate a PINN for approximating the data assimilation inverse problem
(4.1), (4.2), in the following steps,

4.2.1 Training sets

The training set S3 = {I 9 } for I 9 = (G, C) 9 ∈ �
′
)
, with 1 6 9 6 #3, are quadrature points, corresponding to

the quadrature rule (2.10). Given the fact that we also consider boundary conditions in (4.1), we need
to slightly modify the training set on which the PDE residual (2.16) is going to be collocated. We take
interior training set S8=C as set of quadrature points H8 = (G, C)8 ∈ �) , for 1 6 8 6 #8=C , corresponding to the
quadrature rule (2.8). These can be quadrature points for a grid based (composite) Gauss quadrature rule
or low-discrepancy sequences such as Sobol points. We also need to introduce spatial boundary training
set SB1 = {H̄8} for 1 6 8 6 #B1, with H̄8 = (Ḡ, C)8, and C8 ∈ (0, )), Ḡ8 ∈ m�, for each 8. These points can be
quadrature points corresponding to a boundary quadrature rule i.e for any function ℎ : m� × (0, )) ↦→ R,
we approximate

)∫
0

∫
m�

ℎ(G, C)3f(G)3C ≈

#B1∑
8=1

FB18 ℎ(Ḡ8 , C8), (4.4)

and we also assume that this boundary quadrature rule satisfies an error estimate of the form,������
)∫

0

∫
m�

ℎ(G, C)3f(G)3C −

#B1∑
8=1

FB18 ℎ(Ḡ8 , C8)

������ 6 �13#−UB1
B1

, (4.5)

with constant �13 = �
(
‖ℎ‖�ℓ (m�×(0,) ))

)
.

4.2.2 Residuals

We will require that for parameters \ ∈ Θ, the neural networks (G, C) ↦→ D\ (G, C) ∈ �
: (�) ), for : > 2. We

define the following residuals that are needed in algorithm 2.3. The PDE residual (2.16) is given by,

R\ = mCD\ − ΔD\ − 5 , ∀(G, C) ∈ �) . (4.6)

We need the following residual to account for the boundary data in (4.1),

RB1, \ = D\ |m�×(0,) ) , (4.7)

and the data residual (2.17) is given by,

R3,\ = D\ − 6, ∀(G, C) ∈ � ′
) . (4.8)

4.2.3 Loss functions

In algorithm 2.3 for approximating the inverse problem (4.1), (4.2), we will need the following loss function,

� (\) =

#3∑
9=1

F39 |R3,\ (I 9 ) |
2 +

#B1∑
8=1

FB18 |RB1, \ ( H̄8) |
2 + _

#8=C∑
8=1

F8 |R\ (H8) |
2, (4.9)

with hyperparamter _, residuals defined in (4.6), (4.7), (4.8), training points defined above and weights
F8, F

B1
8
, F3

9
, corresponding to quadrature rules (2.8), (4.4),and (2.10), respectively.
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4.3 Estimates on the generalization error

For any 0 6 )̄ < ) , we define the generalization error for the PINN D∗ = D\∗ , generated by algorithm 2.3
to approximate the solution D to the data assimilation, inverse problem (4.1), (4.2) as,

E� ()̄) = ‖D − D∗‖� ( [)̄ ,) ];!2 (�)) + ‖D − D∗‖!2 ( (0,) );�1 (�)) . (4.10)

We estimate this generalization error in terms of the following training errors,

E3,) =

(
#3∑
9=1

F39 |R3,\∗ (I 9 ) |
2

) 1
2

, E8=C ,) =

(
#8=C∑
8=1

F8 |R\∗ (H8) |
2

) 1
2

, EB1,) =

(
#B1∑
8=1

FB18 |R\∗ ( H̄8) |
2

) 1
2

. (4.11)

Note that the training errors E8=C ,) ,EB1,) and E3,) , can be readily computed from the loss functions
(2.21), (4.9), a posteriori. We have the following estimate on the generalization error in terms of the
training error,

Lemma 4.3. For 5 ∈ �:−2 (�) ) and 6 ∈ �: (� ′
)
), with continuous extensions of the functions and

derivatives upto the boundaries of the underlying sets and with : > 2, let D ∈ �1 ((0, ));�−1 (�)) ∩

!2 ((0, ));�1 (�)) be the solution of the inverse problem corresponding to the heat equation (4.1) and
satisfies the data (4.2). Let D∗ = D\∗ ∈ �: (�) ) be a PINN generated by the algorithm 2.3, with loss
functions (2.21), (4.9). Then, the generalization error (4.10) for any 0 6 )̄ < ) is bounded by,

E� ()̄) 6 �

(
E3,) + E8=C ,) + EB1,) + �

1
2
@ #

− U
2

8=C
+ �

1
2

13
#

−
UB1
2

B1
+ �

1
2

@3
#

−
U3
2

3

)
, (4.12)

for some constant � depending on )̄ , D, D∗ and with constants �@ = �@

(
‖R\∗ ‖�:−2 (�) )

)
, �13 = �13

(
‖RB1, \∗ ‖�: (m�×(0,) ))

)
and �@3 = �@3

(
‖R3,\∗ ‖�: (�′

)
)

)
, given by the quadrature error bounds (2.9), (4.5) and (2.11), respectively.

Proof. For notational simplicity, we denote R = R\∗ ,RB1 = RB1, \∗ and R3 = R3,\∗ .
Define D̂ = D∗ − D ∈ �1 ((0, ));�−1 (�)) ∩ !2 ((0, ));�1 (�)), by linearity of the differential operator in

(4.1) and the data observable in (4.2) and by definitions (4.6), (4.7) and (4.8), we see that D̂ satisfies,

D̂C − Δ D̂ = R, ∀G, C ∈ �) ,

D̂ = RB1 , ∀G ∈ m�, C ∈ (0, )),

D̂ = R3 , ∀G, C ∈ � ′
) .

(4.13)

Hence, we can directly apply the conditional stability estimate (4.3) to obtain,

‖D̂‖� ( [)̄ ,) ];!2 (�)) 6 �
(
‖R3 ‖!2 (�′)) + ‖R‖!2 (�) ) + ‖RB1 ‖!2 (m�×(0,) ))

)
, (4.14)

with the constant � from (4.3).
Recognizing that the training errors E2

3,)
,E2
B1,)

and E2
8=C ,)

are the quadrature approximations for

‖R3 ‖
2
!2 (�′))

, ‖RB1 ‖!2 (m�×(0,) )) and ‖R‖2
!2 (�) )

with respect to the quadrature rules (2.10), (4.4) and (2.8),

respectively and using bounds (2.11),(4.5) and (2.9) yields the inequality (3.17). Substituting it into (4.14)
leads to the desired bound (4.12) in a straightforward manner.

�

4.4 Numerical experiments

4.4.1 Heat equation in one space dimension

We follow [12] and start by considering the heat equation (4.1) in one space dimension (with zero Dirichlet
boundary conditions) and setting � = (0, 1). The final time is set as ) = 0.02 and the data term in (4.2)
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Figure 4: The domains �) , �
′
)

for the heat equation numerical experiment. Training set S8=C are Sobol points (blue dots)
and training set S3 ∪ SB1 are Cartesian grid points (grey squares).

(a) Exact Solution D (b) PINN D∗ (c) Relative error
|D̂ |

‖D‖
!2

Figure 5: Comparison of the Exact solution, the PINN approximation and relative error for the data assimilation problem
for the heat equation, with # = 16 × 50 training points.

is specified in the observation domain � ′
)
, with � ′ = (0, 1 − 0), and as in [12], we set 0 = 0.2. The data

term 6 and the source term 5 are generated from the exact solution,

D(G, C) = 4−4c
2C2 sin(2cG). (4.15)

In the first numerical experiment, we use Sobol points as training points S8=C in the domain �) and
Cartesian grid points are chosen as the training set S3 ⊂ � ′

)
and SB1 ⊂ m� × (0, )) (see figure 4 for an

illustration). We run the algorithm 2.3 on these training sets to generate the PINN for approximating the
data assimilation problem for the heat equation (4.1), (4.2).

In figure 5, we plot the exact solution and the solution field, generated by a PINN, and the relative
error (in norm), with a total of # = #8=C + #B1 + #3 = 16 × 50 training points, with #8=C = (1 − A)#, and
A = 0.6 training points and with hyperparameters, shown in Table 4. We see from this figure that the
PINN is able to approximate the exact solution (in both space and time) to very high accuracy. From the
plot of the error (figure 5 (right)), we see that bulk of the error is concentrated near the initial time i.e
) ≈ 0. This is not surprising as the solution of the heat equation is damped very quickly in time and
initial errors are dissipated.

To further quantity this high accuracy of PINNs, we present the percentage relative errors, ‖D−D∗‖!2 (�) )

and ‖D − D∗‖!2 ( (0,) );�1 (�)) , for a sequence of PINNs, with increasing number of training points. Note
that this quantity is a slight perturbation of the generalization error in (4.12) and can be readily bounded
above by the lhs of (4.12). For each configuration the model is retrained 20 times and the configuration
realizing the lowest value of the average training loss over the retrainings is selected. We see from this
table that the errors in both !2 and �1 are very small (significantly less than 1%), even for very few
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16×50 = 800 training points. However, there is some saturation effect and the errors do not really decrease
on increasing the number of training samples. This can be due to the fact that training error E) is already
very small, even for the smallest number of training points, and it is difficult to reduce them further with
the LBFGS optimizer for the loss function (4.9).

#  − 1 3̃ _A46 _ E) | |D − D∗ | |!2 | |D − D∗ | |�1

16 × 50 8 20 0.0 0.001 0.001 0.18 % 0.42 %

16 × 100 8 20 0.0 0.001 0.00096 0.25 % 0.52 %

16 × 200 8 20 0.0 0.001 0.00078 0.23 % 0.55 %

Table 4: 1-D Heat equation: relative percentages errors for different values of the number of training samples.

Finally, in order to investigate the sensitivity of the PINN errors with respect to the type of training
points (underlying quadrature rule), we repeat the numerical experiment for data assimilation with the heat
equation (with exact solution (4.15)), but with randomly chosen training points in the training sets S8=C ,B1,3.
All points are chosen with respect to underlying uniform distributions and the corresponding PINNs are
generated by running algorithm 2.3. Note that we can readily prove a version of the generalization error
estimate (4.12) in this setting by adapting the arguments in [47] (see Lemma 2.10) and also the recent
paper [41]. The resulting (averaged over  = 30 different randomly chosen training sets) generalization
errors in !2 and �1 are shown in Table 5. From this table, we observe that the generalization errors are
as small as the ones in the case of Sobol and Cartesian training points. Moreover, there is a slight but
consistent decay in the error with increasing number of training points. These results indicate considerable
robustness of the PINNs, with respect to the choice of training points.

#  − 1 3̃ _A46 _ E) | |D − D∗ | |!2 | |D − D∗ | |�1

16 × 50 4 24 0.0 0.001 0.001 0.27 % 0.55 %

16 × 100 4 24 0.0 0.001 0.00098 0.25 % 0.52 %

16 × 200 4 24 0.0 0.000788 0.00076 0.22 % 0.47 %

Table 5: 1-D Heat equation with randomly chosen training points: relative percentages errors for different values of the
number of training samples.

4.4.2 Heat equation in several space dimensions

For this experiment, we consider the linear heat equation (4.1) in the domain �) = [0, 1] × [0, 1]= for
different space dimensions =. We follow the example in [47] and consider the heat equation with initial

data D̄(G) = ‖G ‖2

=
and the exact solution given by

D(G, C) =
‖G‖2

=
+ 2C. (4.16)

The observation domain is set as � ′
)
= [0, 1 − 0] × [0, 1 − 0]= with 0 = 0.4 and the data term (4.2) is

defined by restricting the exact solution (4.16) to this observation doman.
All the training sets S8=C , SB1 and S3 consists of points, chosen randomly and independently with the

underlying uniform distribution. For all dimensions = considered here, we let #8=C = 8192, #3 = 6144 and
#B1 = 2048, resulting in a total of # = #8=C + #B1 + #3 = 16384 training points.

On these training sets, the algorithm 2.3 is run with loss function (4.9) and the best performing
hyperparameters are identified after ensemble training and presented in Table 6. The resulting !2-error
‖D − D∗‖!2 (�) ) (in relative percentages and computed on a test set of 105 randomly chosen samples) is
shown in Table 6. We observe from this table that the PINN error is very small, less than 0.1% till = = 10
space dimensions. From then on, the error increases apparently linearly, with still very low errors of 2%
for = = 100 space dimensions. These results are striking on account of the following factors,
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• The linear increase of error with respect to dimension appears to overcome the well-known curse
of dimensionality, where one would expect an exponential increase of the error with respect to
dimension.

• The relative size of the observation domain � ′
)

with respect to the whole domain �) , shrinks
exponentially with dimension. Yet, the PINNs algorithm is able to reconstruct the entire solution
field with high accuracy, from observations in this very small domain.

• This experiment should be compared to experiment 3.4.3 in [47], where the forward problem for
the heat equation in very high dimensions was approximated with PINNs. Compared to the results
presented there (see Table 6 in [47]), we observe that the PINNs are able to approximate the very
high-dimensional inverse problem for the heat equation with greater accuracy for even smaller
number of training samples, than for the forward problem. This surprising observation merits further
investigation and highlights the potential of PINNs in solving inverse problems.

= #  − 1 3̃ _A46 _ E) | |D − D∗ | |!2

1 16384 4 20 0.0 0.01 5.1·10−5 0.012%

5 16384 4 20 0.0 0.01 0.0003 0.044%

10 16384 4 20 0.0 0.001 0.0003 0.07%

20 16384 4 20 10−6 0.001 0.0035 0.62%

50 16384 4 20 10−6 0.001 0.0038 1.68%

100 16384 4 20 10−6 0.001 0.003 2.0%

Table 6: Data assimilation problem for the Multi (=-D) dimensional Heat equation with randomly chosen training points:
relative percentages errors for different number of dimensions.

5 The Wave equation

Next, we will consider the wave equation as a model problem for linear hyperbolic PDEs.

5.1 The underlying inverse problem

With � ⊂ R
3 being an open, bounded, simply connected set with smooth boundary m�, we consider the

wave equation with zero Dirichlet boundary conditions,

DCC − ΔD = 5 , ∀(G, C) ∈ � × (0, )),

D ≡ 0, ∀(G, C) ∈ m� × (0, )),
(5.1)

for some ) ∈ R+, with Δ denoting the spatial Laplace operator and 5 ∈ !2 (�) ) with �) = � × (0, )))
being the source term.

The forward problem for the wave equation is only well-posed when we know the initial conditions,

D(G, 0) = D0 (G), ∀G ∈ �,

DC (G, 0) = D1 (G), ∀G ∈ �,
(5.2)

for some D0 ∈ !2 (�) and D1 ∈ �−1 (�). However, in many problems of interest, the initial data D0,1 are
not known and have to be inferred from measurements of the form,

D(G, C) = 6, (G, C) ∈ � ′ × (0, )), (5.3)

for some subset � ′ ⊂ �̄. We also denote the observation domain as � ′
)
= � ′ × (0, )) .

The resulting data assimilation inverse problem consists of finding the initial data D0, D1 and conse-
quently the entire solution field D of the wave equation (5.1), given data 5 , 6. A slight variant of this
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problem stems from photoacoustic tomography (PAT) [31] and it also arises in control theory, in the form
of so-called Luenberger observers [55].

The data assimilation problem for the wave equation (5.1), (5.3) has received considerable amount
of attention in the mathematical literature and can be solved as long as the following geometric control
condition, introduced in the seminal paper [2], is satified,

Definition 5.1. Geometric Control Condition(GCC) (see [2, 57]): The domain � ′
)

⊂ �̄) , is said
to satisfy the geometric control condition (gcc) in �) if every compressed generalized bicharacteristic
(G(B), C (B), g(B), b (B) intersects the set � ′

)
for some B ∈ R

We refer the reader to [2, 57] for the rather technical definition of generalized bi-characteristics. It
roughly states that all light rays in �) must intersect � ′

)
, taking reflections at the boundary into account.

An even stronger, sufficient condition that implies the GCC is the so-called Γ-condition that [45] roughly
requires that the final time ) and the set m� ′ ∩ m� are relatively large.

Under the GCC, one has follow [9] and prove the following well-posedness result for the data assimilation
problem for the wave equation (5.1),(5.3),

Theorem 5.2. [ [9],Theorem 2.2]: Let �) = � × (0, )), such that � ⊂ R
3 is a domain with smooth

boundary m�. Let � ′
)
= � ′ × (0, )), with � ′ ⊂ �̄, satisfy the geometric control condition. If D ∈ !2 (�) )

be such that D(·, 0) ∈ !2 (�), mCD(·, 0) ∈ �
−1 (�), D |m�×(0,) ) ∈ !

2 (m� × (0, ))), then the following estimate
holds,

sup
C ∈[0,) ]

(
‖D(·, C)‖!2 (�) + ‖mCD(·, C)‖�−1 (�)

)
6 ^

(
‖D‖!2 (�′

)
) + ‖DCC − ΔD‖!2 (�) ) + ‖D‖!2 (m�×(0,) ))

)
, (5.4)

with observability constant ^ that depends on the underlying domain geometry and final time ) . The
proof of this theorem relies heavily on the so-called observability estimates of [2], which are derived by
using micro-local propagation of singularities for the wave equation. Alternative proofs use Carleman
estimates [4].

Again, we can recast the data assimilation inverse problem for the wave equation in the abstract
formulation of section 2, with (5.4) playing the role of the conditional stability estimate (2.6). Thus, this
inverse problem is amenable to efficient approximation by PINNs.

5.2 PINNs

We specify the algorithm 2.3 to generate a PINN for approximating the data assimilation inverse problem
(5.1), (5.3), in the following steps,

5.2.1 Training sets

We consider exactly the same training sets as for the heat equationn i.e, S3 = {I 9 } for I 9 = (G, C) 9 ∈ �
′
)
,

with 1 6 9 6 #3, are quadrature points, corresponding to the quadrature rule (2.10), S8=C as set of
quadrature points H8 = (G, C)8 ∈ �) , for 1 6 8 6 #8=C , corresponding to the quadrature rule (2.8) and spatial
boundary training set SB1 = {H̄8} for 1 6 8 6 #B1, with H̄8 = (Ḡ, C)8, and C8 ∈ (0, )), Ḡ8 ∈ m�, for each 8. These
points can be quadrature points corresponding to the boundary quadrature rule (4.4).

5.2.2 Residuals

We will require that for parameters \ ∈ Θ, the neural networks (G, C) ↦→ D\ (G, C) ∈ �
: (�) ), for : > 2. We

define the following residuals that are needed in algorithm 2.3. The PDE residual (2.16) is given by,

R\ = mCCD\ − ΔD\ − 5 , ∀(G, C) ∈ �) . (5.5)

We need the following residual to account for the boundary data in (5.1),

RB1, \ = D\ |m�×(0,) ) . (5.6)

The data residual (2.17) is given by,

R3,\ = D\ − 6, ∀(G, C) ∈ � ′
) . (5.7)
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5.2.3 Loss functions

In algorithm 2.3 for approximating the inverse problem (5.1), (5.3), we will need the following loss function
(which is identically the same as the loss function (4.9) for the heat equation),

� (\) =

#3∑
9=1

F39 |R3,\ (I 9 ) |
2 +

#B1∑
8=1

FB18 |RB1, \ ( H̄8) |
2 + _

#8=C∑
8=1

F8 |R\ (H8) |
2, (5.8)

with hyperparamter _, residuals defined in (5.7), (5.5) and (5.6), training points defined above and weights
F3
9
, F8 and F

B1
8
, corresponding to quadrature rules (2.10), (2.8) and (4.4), respectively.

(a) Domain �′
)

satisfying geometric control condition (b) Domain �′
)

not satisfying geometric control condition

Figure 6: The domains �) , �
′
)

for the numerical experiment for the wave equation. Left: Domain satisfying the geometric
control condition (GCC), Right: Domain not satisfying the GCC. Training sets S8=C are Sobol points (blue dots) and training
set S3 ∪ SB1 are Cartesian grid points (grey squares).

5.3 Estimates on the generalization error

Denoting D∗ = D\∗ as the PINN, generated by algorithm 2.3 to approximate the data assimilation problem
(5.1), (5.3), for the wave equation, we define the following generalization error,

E� := ‖D − D∗‖�1 ( [0,) ];�−1 (�))∩� ( [0,) ];!2 (�)) = sup
C ∈[0,) ]

(
‖D(·, C) − D∗ (·, C)‖!2 (�) + ‖mCD(·, C) − D

∗ (·, C)‖�−1 (�)

)
.

(5.9)
As in theorem 2.4 and the previous examples, we will bound the generalization error in terms of the
following training errors,

E3,) =

(
#3∑
9=1

F39 |R3,\∗ (I 9 ) |
2

) 1
2

, E8=C ,) =

(
#8=C∑
8=1

F8 |R\∗ (H8) |
2

) 1
2

, EB1,) =

(
#B1∑
8=1

FB18 |R\∗ ( H̄8) |
2

) 1
2

. (5.10)

The training errors E8=C ,) ,EB1,) and E3,) , can be readily computed from the loss functions (2.21), (5.8),
a posteriori. We have the following estimate on the generalization error in terms of the training error,

Lemma 5.3. Let the domain � ′
)

satisfy the geometric control condition in �) . For 5 ∈ �:−2 (�) )

and 6 ∈ �: (� ′
)
), with : > 2, let D ∈ � ( [0, ))]; !2 (�)) ∩ �1 ( [0, )];�−1 (�)) be the solution of the data

assimilation corresponding to the wave equation (5.1) and satisfies the data (5.3). Let D∗ = D\∗ ∈ �
: (�) )

be a PINN generated by the algorithm 2.3, with loss functions (2.21), (5.8). Then, the generalization error
(5.9) is bounded by,

E� 6 ^

(
E3,) + E8=C ,) + EB1,) + �

1
2
@ #

− U
2

8=C
+ �

1
2

13
#

−
UB1
2

B1
+ �

1
2

@3
#

−
U3
2

3

)
, (5.11)
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for observability constant ^ depending on the underlying geometry, ), D, D∗ and with constants �@ =

�@

(
‖R\∗ ‖�:−2 (�) )

)
, �13 = �13

(
‖RB1, \∗ ‖�: (m�×(0,) ))

)
and �@3 = �@3

(
‖R3,\∗ ‖�: (�′

)
)

)
, given by the quadra-

ture error bounds (2.9), (4.5) and (2.11), respectively.

Proof. For notational simplicity, we denote R = R\∗ ,RB1 = RB1, \∗ and R3 = R3,\∗ .
Define D̂ = D∗ − D ∈ �1 ( [0, )];�−1 (�)) ∩ � ( [0, )]; !2 (�)), by linearity of the differential operator and

boundary conditions in (5.1) and the data observable in (5.3) and by definitions (5.5),(5.6),(4.8), we see
that D̂ satisfies,

D̂CC − Δ D̂ = R, ∀(G, C) ∈ �) ,

D̂ |m�×(0,) ) = RB1 ,

D̂ = R3 , ∀(G, C) ∈ � ′
) .

(5.12)

Therefore, we can apply the observability estimate (5.4) to obtain,

sup
C ∈[0,) ]

(
| |D̂(·, C)‖!2 (�) + ‖mC D̂(·, C)‖�−1 (�)

)
6 ^

(
‖R3 ‖!2 (�′

)
) + ‖R8=C ‖!2 (�) ) + ‖RB1 ‖!2 (m�×(0,) ))

)
, (5.13)

with the observability constant ^ from (5.4).
Realizing that the training errors E2

3,)
, E2

8=C ,)
and E2

B1,)
are the quadrature approximations for

‖R3 ‖
2
!2 (�′))

, ‖R8=C ‖
2
!2 (�) )

and ‖RB1 ‖
2
!2 (m�×(0,) ))

with respect to the quadrature rules (2.10), (2.8) and

(4.4), respectively and using bounds (2.11), (2.9) and (4.5) and substituting the result into (5.13) yields
the desired bound (5.11). �

(a) Exact Solution D (b) PINN D∗ (c) Relative error
|D̂ |

‖D‖
!2

Figure 7: Data assimilation problem for the Wave equation in domains shown in figure 6 (left) satisfying the geometric
control condition. Exact solution, PINN with # = 60 × 60 training points and error.

#  − 1 3̃ _A46 _ E) | |D − D∗ | |!2

60 × 60 4 24 0.0 0.001 0.00125 0.29 %

90 × 90 4 20 0.0 0.001 0.0011 0.28 %

120 × 120 4 24 0.0 0.001 0.00085 0.21 %

Table 7: 1-D Wave equation with observation domain satisfying the geometric control condition and shown in figure 6(left):
relative percentage !2 errors for different values of the number of training samples.

5.4 Numerical experiments

We present the following experiment proposed in [9], where the authors considered the wave equation in
one space dimension, in the domain � = [0, 1] and with final time ) = 1. The source term 5 and data
term 6 in (5.3) are generated from the exact solution

D(C, G) = sin(2cC) sin(2cG), (5.14)
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resulting in 5 = 0 and also satisfying the zero Dirichlet boundary conditions of (5.1).
For the first numerical experiment, we choose � ′ = (0, 0.2) ∪ (0.8, 1) as the domain on which data 6 is

specified, see figure 6 for an illustration of the domains. Note that the resulting observation domain � ′
)

satisfies the geometric control condition [9]. For these domains, we choose training sets as follows: the
training set S8=C consists of Sobol points and the training sets SB1 and S3 are Cartesian grid points.

In figure 7, we plot the exact solution, the PINN and the resulting error, corresponding to # =

#8=C + #B1 + #3 = 60 × 60 and #8=C = 0.6# training points. We see from this figure that the PINN
approximates the underlying solution very well, with errors being small and distributed throughout
the space-time domain. The accuracy of the PINNs is further confirmed in Table 7, where we present
the errors for a sequence of PINNs (with increasing number of training points). We focus on the

sup
C ∈[0,) ]

(
‖D(·, C) − D(·, C)∗‖!2 (�)

)
error, which can be readily bounded above by the generalization error

bound (5.11). We see from this table that the approximation errors are very low, with less than 0.3%
relative error, already with 60 × 60 training points. This error decays further but saturates around a value
of 0.2% for more training points.

(a) Exact Solution D (b) PINN D∗ (c) Relative error
|D̂ |

‖D‖
!2

Figure 8: Data assimilation problem for the Wave equation in domains shown in figure 6 (right) satisfying the geometric
control condition. Exact solution, PINN with # = 60 × 60 training points and error.

For the second numerical experiment with the wave equation, we choose � ′ = (0, 0.2) as the domain
on which data 6 is specified. Note that this domain does not satisfy the geometric control condition [9].
The interior, spatial boundary and data training points are chosen similarly to the previous numerical
experiment and are illustrated in figure 6 (right). In figure 8, we plot the exact solution and the PINN
(and the error), corresponding to # = #8=C + #B1 + #3 = 60 × 60, and #8=C = 0.8# training points. We
see from this figure that although the geometric control condition is not satisfied, the PINN seems to
approximate the underlying exact solution rather well. However, a close inspection of the error, plotted in
figure 8 (right) reveals that the error is significantly greater than in the previous numerical experiment
where the domain � ′

)
satisfied the geometric control condition. In particular, we see that the error seems

to be transported along rays that do not belong to the observable part of the boundary. Nevertheless
and as observed in [9], the errors are of small amplitude, even for this example. This is further verified
in Table 8 where we present the generalization errors for this example for a sequence of PINNs, with
increasing numbers of training points. From this table, we observe decay of the error with increasing
number of training points. The overall generalization error is quite low, around 1.4% for largest number
of training points considered here. Note that this error is still an order of magnitude larger than in the
previous numerical experiment, where the geometric control condition was satisfied. This experiment
nicely illustrates the role of the geometric control condition of [2] in this context.

6 The Stokes equation

The effectiveness of PINNs in approximating inverse problems was brilliantly showcased in the recent
paper [54], where the authors proposed PINNs for the data assimilation problem with the Navier-Stokes
equation. As a first step towards rigorously analyzing this, we will focus on the much simpler model of
the stationary Stokes equation below.
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#  − 1 3̃ _A46 _ E) | |D − D∗ | |!2

60 × 60 4 24 0.0 0.001 0.0011 2.2 %

90 × 90 4 24 0.0 0.001 0.00087 1.5 %

120 × 120 4 24 0.0 0.001 0.00081 1.4 %

Table 8: 1-D Wave equation with observation domain not satisfying the geometric control condition and shown in figure 6
(right): relative percentage !2 errors for different values of the number of training samples.

6.1 The underlying inverse problem

Let � ⊂ R
3 be an open, bounded, simply connected set with smooth boundary. We consider the Stokes’

equations as a model of stationary, highly viscous fluid:

Δu + ∇? = f , ∀G ∈ �,

div(u) = 53 , ∀G ∈ �.
(6.1)

Here, u : � ↦→ R
3 is the velocity field, ? : � ↦→ R is the pressure and f : � ↦→ R

3, 53 : � ↦→ R are source
terms.

Note that the Stokes equation (6.1) is not well-posed as we are not providing any boundary conditions.
In the corresponding data assimilation problem [10] and references therein, one provides the following
data,

u = g, ∀G ∈ � ′, (6.2)

for some open, simply connected set � ′ ⊂ �. Thus, the data assimilation inverse problem for the Stokes
equation amounts to inferring the velocity field u (and the pressure ?)), given f , 53 and g. In particular,
we wish to find solutions u ∈ �1 (�;R3) and ? ∈ !2

0
(�) (i.e, square integrable functions with zero mean),

such that the following holds, ∫
�

∇u · ∇v3G +

∫
�

?div(v)3G =

∫
�

fv3G,

∫
�

div(u)F3G =

∫
�

53F3G,

(6.3)

for all test functions v ∈ �1
0
(�;R3) and F ∈ !2 (�).

The well-posedness and conditional stability estimates for the data assimilation problem for the Stokes
equation (6.1), (6.2) has been extensively investigated in [37] and references therein. In particular, we
have the following stability estimate,

Theorem 6.1. Let � ′ ⊂ � and let �'1
(G0) be the largest ball, �'1

(G0) ⊂ � ′. Let u ∈ �1 (�;R3) and
? ∈ !2

0
(�) satisfy (6.3) for all test functions v ∈ �1

0
(�;R3) and F ∈ !2 (�). Then for any f ∈ !2 (�;R3),

53 ∈ !2 (�) and for any '2 > '1 such that �'2
(G0) ⊂ �, the following bound holds,

‖u‖2
!2 (�'2 (G0))

6 �
(
Cf , 53 + C

g
uC

1−g
f , 53

+
(
C
1−g
f , 53

C
1−g
u

)
‖u‖2g

!2 (�′)

)
, (6.4)

with constants defined as,

Cf , 53 := ‖f |2
!2 (�)

+ ‖ 53 ‖
2
!2 (�)

, Cu := ‖u‖2
!2 (�)

. (6.5)

Proof. Let u1, ?1 be solutions of the following boundary-value problem for the Stokes equations,

Δu1 + ∇?1 = f , ∀G ∈ �,

div(u1) = 53 , ∀G ∈ �,

u1 ≡ 0, ∀G ∈ m�.

(6.6)

25



We know from classical theory for the Stokes’ equation [58], [10](estimate 2.2) that,

‖u1‖�1 (�) + ‖?1‖!2 (�) 6 �
(
‖f ‖!2 (�) + ‖ 53 ‖!2 (�)

)
, (6.7)

for some constant � that depends only on the domain �.
Define u2, ?2 as the solutions of the following homogeneous Stokes’ equations,

Δu2 + ∇?2 = 0, ∀G ∈ �,

div(u2) = 0, ∀G ∈ �.
(6.8)

We know that for any '1 < '2 < '3, such that �'2
(G0) ⊂ �, the following three balls inequality [37] holds

for the solutions u2 ∈ �1 (�;R3) and ? ∈ �1 (�)of the homogeneous Stokes equations (6.8),

∫
�'2 (G0)

|u2 |
23G 6 �

(∫
�'1 (G0)

|u2 |
23G

) g (∫
�'3 (G0)

|u2 |
23G

)1−g
, (6.9)

with a constant � and g ∈ (0, 1) that depends on '1

'3
, '2

'3
and 3 (see [37] for more on the constants).

It is easy to check that u = u1 + u2 and ? = ?1 + ?2, satisfy the Stokes equation (6.1) in the weak sense,
i.e they satisfy (6.3). By identifying all constants in the following calculation with a generic constant �,
we have,∫

�'2 (G0)

|u|23G =

∫
�'2 (G0)

|u1 + u2 |
23G

6 �

(∫
�'2 (G0)

|u1 |
23G +

∫
�'2 (G0)

|u2 |
23G

)
6 �

(∫
�

|u1 |
23G +

∫
�'2 (G0)

|u2 |
23G

)

6 �
©«
‖f ‖2

!2 (�)
+ ‖ 53 ‖

2
!2 (�)

+

(∫
�'1 (G0)

|u2 |
23G

) g (∫
�'3 (G0)

|u2 |
23G

)1−gª®¬
(by (6.7), (6.9))

6 �
©«
‖f ‖2

!2 (�)
+ ‖ 53 ‖

2
!2 (�)

+

(∫
�'1 (G0)

|u − u1 |
23G

) g (∫
�'3 (G0)

|u − u1 |
23G

)1−gª®¬
6 �

(
‖f ‖2

!2 (�)
+ ‖ 53 ‖

2
!2 (�)

+ ‖u‖2g
!2 (�'1 (G0))

‖u‖
2(1−g)

!2 (�)

)
+ �

(
‖u‖2g

!2 (�'1 (G0))
‖u1‖

2(1−g)

!2 (�)
+ ‖u1‖

2g
!2 (�)

‖u‖
2(1−g)

!2 (�)
+ ‖u1‖

2
!2 (�)

)
.

Substituting (6.7) and identifying the constants yields the desired bound (6.4).
�

As in the previous examples, this inverse problem can be recast in terms of the abstract formalism of
section 2, with the conditional stability estimate (6.4) occupying the role of (2.6) and making this inverse
problem amenable to efficient approximation by PINNs.

6.2 PINNs

We specify the algorithm 2.3 to generate a PINN for approximating the inverse problem (6.1), (6.2) in the
following steps,

6.2.1 Training sets

As the training set S8=C in algorithm 2.3, we take a set of quadrature points H8 ∈ �, for 1 6 8 6 #8=C ,
corresponding to the quadrature rule (2.8). These can be quadrature points for a grid based (composite)
Gauss quadrature rule or low-discrepancy sequences such as Sobol points. Similarly, the training set
S3 = {I 9 } for I 9 ∈ � ′, with 1 6 9 6 #3, are quadrature points, corresponding to the quadrature rule
(2.10).

26



6.2.2 Residuals

We will require that for parameters \ ∈ Θ, the neural networks u\ ∈ �: (�;R3), ?\ ∈ �: (�;R), for : > 2.
We define the following residuals that are needed in algorithm 2.3. The PDE residual (2.16), consists of
two parts in this case (see also [47], section 5), given by,

R\,u = Δu\ + ∇?\ − f , ∀G ∈ �, (6.10)

and
R\,38E = div(u\ ) − g, ∀G ∈ �, (6.11)

The data residual is given by,
R3,\ = u\ − g, ∀G ∈ � ′. (6.12)

6.2.3 Loss functions

In algorithm 2.3 for approximating the inverse problem (6.1), (6.2), we will need the following loss function,

� (\) =

#3∑
9=1

F39 |R3,\ (I 9 ) |
2 + _

( #8=C∑
8=1

F8 |Ru, \ (H8) |
2 +

#8=C∑
8=1

F8 |R38E, \ (H8) |
2

)
, (6.13)

with hyperparamter _, residuals defined in (3.7), (3.8), training points defined above and weights F8, F
3
9
,

corresponding to quadrature rules (2.8) and (2.10), respectively.

Figure 9: The domains �, �′ for the numerical experiment for the Stokes equation. Training set S8=C are Sobol points (blue
dots) and training set S3 are Radial (Cartesian) grid points (grey squares).

6.3 Estimates on the generalization error

Let �'1
(G0) be the largest ball inside the observation domain � ′ ⊂ �. We will consider balls �' (G0) ∈ �

such that ' > '1 and estimate the generalization error,

E� (�') := ‖u − u∗‖!2 (�' (G0)) , (6.14)

with u∗ = u\∗ is the PINN generated by algorithm 2.3. We will estimate this generalization error in terms
of the training errors defined by,

E3,) =

(
#3∑
9=1

F39 |R3,\∗ (I 9 ) |
2

) 1
2

, E?,) =

(
#8=C∑
8=1

F8 |Ru, \∗ (H8) |
2 +

#8=C∑
8=1

F8 |R38E, \ (H8) |
2

) 1
2

, (6.15)

in the following lemma,
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Lemma 6.2. For f ∈ �:−2 (�;R3), 53 ∈ �:−1 (�) and g ∈ �: (� ′), with : > 2. Let u ∈ �1 (�;R3)
and ? ∈ �1 (�) be the solution of the inverse problem corresponding to the Stokes’ equations (6.1) i.e,
they satisfy (6.3) for all test functions v ∈ �1

0
(�;R3), F ∈ !2 (�) and satisfies the data (6.2). Let

u∗ = u\∗ ∈ �: (�;R3), ?∗ = ?\∗ ∈ �: (�) be a PINN generated by the algorithm 2.3, with loss functions
(2.21), (6.13). Let �'1

(G0) be the largest ball inside � ′ ⊂ �. Then, the generalization error (6.14) for
balls �' (G0) ∈ � with ' > '1 is bounded by,

(E� (�'))
2
6

�
[
E
2
?,) + C

g
ûE

2(1−g)

?,)
+ C

1−g
û E

2(1−g)

?,)
E
2g
3,) + �@#

−U + C
g
û�

(1−g)
@ #−(1−g)U + C

1−g
û �

(1−g)
@ �g@3#

−(1−g)U#
−U3 g

3

]
(6.16)

with constants Cû = ‖u‖2
!2 (�)

+‖u∗‖2
!2 (�)

, �@ = �@

(
‖Ru, \∗ ‖�:−2 (�) + ‖R38E, \∗ ‖�:−1 (�)

)
and �@3 = �@3

(
‖R3,\∗ ‖�: (�′)

)
,

given by the quadrature error bounds (2.9) and (2.11) and g given in (6.4).

Proof. For notational simplicity, we denote Ru = Ru, \∗ ,R38E = R38E, \∗ and R3 = R3,\∗ .
Define û = u∗ − u ∈ �1 (�;R3) and ?̂ = ?∗ − ? ∈ �1 (�), by linearity of the differential operator in (6.1)

and the data observable in (6.2) and by definitions (6.10), (6.11), (6.12), we see that û, ?̂ satisfy,

Δû + ∇ ?̂ = Ru, ∀G ∈ �,

div(û) = R38E , ∀G ∈ �,

û = R3 , ∀G ∈ � ′,

(6.17)

with Stokes’ equation being satisfied in the sense of (6.3).
Hence, we can directly apply the conditional stability estimate (6.4) to obtain,

E
2
� (�') 6 �

(
CR + C

g
ûC

1−g
R

+
(
C
1−g
R

C
1−g
û

)
‖R3 ‖

2g
!2 (�′)

)
, (6.18)

with constants,
CR = ‖Ru‖

2
!2 (�)

+ ‖R38E ‖
2
!2 (�)

, Cû = ‖u‖2
!2 (�)

+ ‖u∗‖!2 (�) . (6.19)

By observing that E2
3,)

is the quadrature approximation of ‖R3 ‖
2
!2 (�′)

with the quadrature rule (2.10)

and E2
?,)

is the quadrature approximation of CR with the quadrature ruel (2.8), we can directly apply

(2.9) and (2.11) to obtain the desired inequality (6.16). �

Remark 6.3. The bound (6.16) is more complicated than the corresponding generalization error estimates
for the Poisson, Heat and Wave equations. Nevertheless, the same general structure can be observed.
There are two types of terms, one based on the training errors E?,) ,E3,) , which can be computed a
posteriori and should be made small during the training process. The other set of terms are decreasing in
the number #8=C , #3 of training samples. Thus the total error can be reduced by increasing the number of
training points, while keeping the resulting training errors low. �

Remark 6.4. We observe that the generalization error in (6.16) is given in terms of balls. Arbitrary sets
can be readily included by considering the estimate in a union of balls containing that set. Moreover, the
generalization error (6.14) only considers errors in the velocity field. In principle, this estimate can be
used to bound pressure errors by working with the corresponding pressure Poisson equation. �

6.4 Numerical experiments

We follow [10] and consider the homogeneous version of Stokes equation i.e f , 53 ≡ 0, in the two-dimensional
domain (0, 1)2. We consider the exact solutions,

u(G1, G2) = (4G1G
3
2, G

4
1 − G

4
2), ?(G1, G2) = 12G21G2 − 4G32 − 1, (6.20)

and define the data term g = u|�′ on the sub-domain,

� ′
= {(G1, G2) ∈ R

2 :
√
(G1 − 0.5)2 + (G2 − 0.5)2 < 0.25}. (6.21)
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(a) Exact solution u1 (b) Exact solution u2 (c) Exact solution ?

(d) PINN u∗1 (e) PINN u∗2 (f) PINN ?∗

Figure 10: Comparison of the Exact solution and the PINN approximations for the inverse problem for the Stokes equation,
with # = 20 × 20 training points.

The domain � and the sub-domain � ′ are illustrated in figure 9. We chose Sobol points as the training
set S8=C and equally spaced (Cartesian) radial points as the training set S3 ⊂ � ′. See figure 9 for an
illustration of these training sets.

With these training sets, we run algorithm 2.3 with loss function (2.21), (6.13) to obtain PINNs
approximating the data assimilation problem for the Stokes equation (6.1), (6.2). The results with a
PINN, trained with # = 40 × 40 and #3 = A# points, with A = meas(� ′)/meas(�), are shown in figure 10,
where we plot the exact and PINNs solutions for the velocity components u1, u2 and pressure ?. We see
from this figure that the PINN is approximating the exact solution quite well, at least to the eye.

In order to quantify the approximation abilities of PINN for this example, in Table 9, we present the
training errors and relative percentage errors of ‖u − u∗‖!2 (�) and ‖? − ?∗‖!2 (�) . From this table, we
observe a slow, yet consistent, decay of the !2-errors of the velocity field. This is consistent with the
estimate (6.16) on the generalization error. More surprisingly, we also observe from the Table 9 that
the pressure errors are reasonably small and decay with increasing numbers of training samples. Note
that we did not provide any estimate on pressure errors, nor was pressure observed in the data in (6.2).
Yet, given that pressure is a Lagrange multiplier for the Stokes equations and we can control pressure in
terms of the velocity through the pressure Poission equations, we observe good approximation for the
pressure by PINNs. If the pressure was also specified in the observation domain � ′, the data residual
(6.12), and the loss function (6.13) can de readily modified and the resulting PINN is likely to lead to a
better approximation of the pressure.

However, the amplitude of the error, for both the velocity field and the pressure, is higher than the
other three equations that we considered earlier in the paper. This is not unexpected as the observation
domain � ′ is smaller in this case (see figure 9) and has approximately 20% of the area of the whole domain
�. To be able to reconstruct the velocity and pressure fields with reasonable accuracy from such a small
observation domain is significant. Note that we have used the best retraining i.e, the PINN with the
smallest training loss among the different random initializations of the optimizer. Choosing the average
over all the retrainings led to slightly greater generalization error.

29



#  − 1 3̃ _A46 _ E) | |u − u∗ | |!2 | |? − ?∗ | |!2

20 × 20 4 24 0.0 0.001 0.0007 2.3 % 5.6 %

40 × 40 4 24 0.0 0.001 0.0004 1.7 % 4.0 %

80 × 80 4 20 0.0 0.01 0.00046 1.6 % 3.5 %

Table 9: Stokes equation: Relative percentages errors for different numbers of training points.

Code

The building and the training of PINNs, together with the ensemble training for the selection of the model
hyperparameters, are performed with a collection of Python scripts, realized with the support of Py-
Torch https://pytorch.org/. The scripts can be downloaded from https://github.com/mroberto166/

PinnsSub.

7 Discussion

Inverse problems for PDEs are very challenging computationally on account of the difficulties of finding
stable regularizations and possibly high computational cost. Physics informed neural networks have
recently been very successfully applied to efficiently simulate the solutions of several inverse problems for
(nonlinear) PDEs, [44, 53, 54] and references therein. However, rigorous justifications are currently lacking.

Our main aim in this paper was to provide a rigorous justification for using PINNs to approximate
the solutions of a large class of inverse problems for PDEs. To this end, we focussed on the so-called
data assimilation or unique continuation inverse problems in this paper. For these problems, the inputs
necessary for the forward problem of the underlying PDE (for instance the abstract pde (2.1)), such as
initial and boundary conditions are unknown. However, one has access to (possibly noisy) observables of
the solution ((2.4) for the abstract pde (2.1)), on the so-called observation domain, which a subset of the
underlying domain. Such data assimilation problems arise in many applications, particularly in geophysics
and meteorology.

In section 2, we posed the data assimilation inverse problem for the abstract PDE (2.1), (2.4). The
corresponding algorithm 2.3 to generate a PINN for approximating this inverse problem was proposed. Key
ingredients in this algorithm included using quadrature points, corresponding to underlying quadrature
rules (2.8) as training points, and the (strong form of) PDE residual (2.16), collocated at these training
points as the loss function (2.20), for training the neural network. Under the assumption that solutions to
the underlying inverse problem (2.1), (2.4), satisfy a conditional stability estimate (2.6), we were able to
prove a rigorous upper bound on the generalization (approximation) error (2.22) of the PINN, in terms of
the (computable) training error (2.23) and the number of training samples (with a rate prescribed by the
quadrature errors (2.9),(2.11)). Thus, we are able to leverage the conditional stability estimate on the
inverse problem for the underlying PDE into a bound on the generalization error for the approximating
PINN.

We illustrate this abstract framework for concrete examples for linear PDEs that arise in a wide variety
of models. We consider the Poisson, heat, wave and Stokes equations in this paper. All these PDEs
possess conditional stability estimates for the underlying data assimilation inverse problem, proved either
by the well-known three balls inequalities or Carleman estimates. We adapt the abstract formalism to
each example and provide concrete estimates on the generalization error. Numerical experiments are
presented and validate the proposed theory for each of the linear PDEs considered here. We observe from
the numerical experiments that PINNs are very efficient at approximating the underlying inverse problem.
The resulting errors are very small and are less than 1%, even for a few training samples.

It is instructive at this point to compare the results obtained with PINNs to those with other methods.
We select stabilized non-confirming finite element methods, such as the ones presented in [9,10,12,13] and
references therein. In these papers, the authors also employed conditional stability estimates to obtain
rigorous error estimates for the finite element method. Comparing our numerical results to these papers,
we notice that the PINNs were comparable in terms of the amplitude of the error, when compared to
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finite element methods on fine meshes. On the other hand, PINNs are extremely simple to program, with
the same level of code complexity for both the forward and the inverse problem [53]. Moreover, PINNs
are able to obtain very small errors with a training time of less than 1 − 2 minutes for most examples
presented here. Given their simplicity and efficiency, we believe PINNs constitute a promising alternative
to available methods for the data assimilation problem. Another interesting finding was the ability of
PINNs to solve inverse problems in very high dimensions. We illustrated this performance for the heat
equation in domains upto 100 space dimensions and observed that PINN, based on random training points,
were able to approximate the solution of the inverse problem to high accuracy and without incurring the
curse of dimensionality.

Summarizing, we are able to provide a unified framework and to the best of our knowledge, the first
rigorous justification for using PINNs in the context of data assimilation inverse problems for PDEs.

The current paper, as well as the general methodology of PINNs, does have a few shortcomings that
we point out below,

• The bound (2.24) on the generalization error (2.22) is in terms of the training error. We do not
estimate this error here. However, this is standard in machine learning [49], where the training error
is computed a posteriori (see the numerical results for training errors in respective experiments). The
training error stems from the solution of a non-convex optimization problem in very high dimensions
and there are no robust estimates on this problem. Once such estimates become available, they
can be readily incorporated in the rhs of (2.24). For the time being, the estimate (2.24) should be
interpreted as as long as the PINN is trained well, it generalizes well. This is indeed borne out by
the results of the numerical experiments.

• A particular manifestation of this issue with the training error was encountered in some of the
numerical experiments, where the training error reached a very low value, even for a few training
samples. Adding further samples led to a saturation of the already low generalization error as
the training error could not be reduced further. If this happens, one needs to either change the
architecture of the neural network, for instance by using residual or convolutional neural networks
or change the optimizer or use standard tricks in machine learning such as batch normalization and
dropout to further reduce the training and generalization errors.

• Although our abstract formalism was very general and covered nonlinear PDEs, we only considered
concrete examples of linear PDEs in this paper. This is largely on account of simplicity and the
ready availability of conditional error estimates. On the other hand, some of the striking success of
PINNs in the context of inverse problems, has been for nonlinear PDEs such as the Navier-Stokes
equations [54] and even the compressible Euler equations [44]. Although some Carleman estimates,
leading to conditional stability bounds, are available for the Navier-Stokes equations [26], applying
them to derive bounds on the generalization error is very challenging and will be considered in a
forthcoming paper. However, extending our results to other linear PDEs such as Maxwell’s equation,
Helmholtz equation, advection-difusion equations and even the linearized Navier-Stokes equations,
where conditional stability estimates of the form (2.6) are available, is relatively straightforward.

• We have focused on the deterministic data assimilation problem here. In practice, data in the
observation domain (2.4) is noisy. For small amplitude noise, the estimates can be readily extended
to bound the generalization error in (2.32) and the efficiency of PINNs in this regime is validated
in a numerical experiment for the Poisson’s equation with noisy data. However, dealing with
data, perturbed by larger amplitudes of noise, necessitates a Bayesian framework, such as the one
considered in [38]. Deriving rigorous estimates on the generalization error in a Bayesian framework
will be considered in a future paper.
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