# Extrapolated Lattice Rule Integration in Computational Uncertainty Quantification 

J. Dick and M. Longo and Ch. Schwab

Research Report No. 2020-29
May 2020

Seminar für Angewandte Mathematik
Eidgenössische Technische Hochschule
CH-8092 Zürich
Switzerland

# Extrapolated Lattice Rule Integration in Computational Uncertainty Quantification 

Josef Dick, Marcello Longo, Christoph Schwab

May 14, 2020


#### Abstract

We present an extension of the convergence analysis for Richardson-extrapolated polynomial lattice rules from [Josef Dick, Takashi Goda and Takehito Yoshiki: Richardson extrapolation of polynomial lattice rules, SIAM J. Numer. Anal. 57 (2019) 44-69] for high-dimensional, numerical integration to integrand functions with so-called smoothness-driven, product and order dependent (SPOD for short) weights. We establish in particular sufficient conditions of the existence of an asymptotic expansion of the QMC integration error with respect to suitable powers of $N$, the number of QMC integration nodes, and derive a dimension-separated criterion for a fast component-by-component ("CBC" for short) construction algorithm ([6, 29]) for the computation of the QMC generating vector with quadratric scaling w.r. to the dimension.

We prove that the proposed QMC integration strategies a) are free from the curse of dimensionality, b) afford higher-order convergence rates subject to suitable summability conditions on the QMC weights, c) allow for certain classes of high-dimensional integrands functions a computable, asymptotically exact numerical estimate of the QMC quadrature error, and d) accomodate fast, FFT-based matrix-vector multiplication from [Dick, Josef; Kuo, Frances Y.; Le Gia, Quoc T.; Schwab, Christoph: Fast QMC matrix-vector multiplication. SIAM J. Sci. Comput. 37 (2015), no. 3, A1436-A1450] when applied to parametric operator equations.

We present numerical examples arising from the Galerkin Finite-Element discretization of a model, linear parametric elliptic PDE illustrating a) - d). We verify in particular the scaling of the fast CBC construction algorithm with SPOD QMC weights, and examine the extrapolation-based a-posteriori numerical estimation of the QMC quadrature error. We find in parametric PDE examples of dimension $s=10, \ldots, 1000$ that the extrapolation-based error indicator has an efficiency index between 0.9 and 1.1 , for a moderate number $N$ of QMC points.

In a series of numerical experiments for model, parametric linear diffusion problems in one and two spatial dimensions, we verify the viability of the extrapolated lattice QMC integration achieving dimension-independent convergence rates $>1$. We also show that novel, extrapolation-based computable a-posterior estimator of the QMC integration error is asymptotically exact and and achieves efficiency indices close to 1 for a moderate number of integration points, independent of the integration dimension.
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## 1 Introduction

The efficient numerical analysis of partial differential equations (PDEs for short) with distributed uncertain inputs, i.e., uncertain input data from function spaces, has emerged as one key element in the field of computational uncertainty quantification.

We consider a physical process described by a governing equation (assumed to be known), the forward model $\mathcal{P}$. We assume that $\mathcal{P}$ depends on empirical input data to be determined by observations or experiments, and therefore prone to (observational) uncertainty. For a given instance of such uncertain input $\psi$ into $\mathcal{P}$, we consider an operator equation of generic form: given $\psi \in L$, find $u \in X$ such that

$$
\begin{equation*}
\mathcal{P}(u, \psi)=0 \quad \text { in } Y^{\prime} . \tag{1}
\end{equation*}
$$

Here, $L, X, Y$ are suitable Banach spaces. We assume that the forward model is locally well-posed, i.e., it is well-posed for a (assumed known) nominal input $\langle\psi\rangle \in L$ and the unique solution $u \in X$ is assumed to depend continuously on the data $\psi \in L$, i.e. the data-to-solution map $S: L \rightarrow X$, where $S: \psi \mapsto u$, is assumed to be locally Lipschitz continuous as a map form $L$ to $X$, on a sufficiently small neighborhood of $\langle\psi\rangle \in L$. Precisely, we assume that (1) is well-posed for all $\psi \in B_{R}(\langle\psi\rangle) \subset L$, with the usual notation of $B_{R}(\psi)$ denoting an open ball of radius $R>0$ about $\psi$ in a Banach space (here: $L$ ).

The numerical analysis of (1) will require further hypotheses. We assume that all admissible inputs $\psi \in B_{R}(\langle\psi\rangle) \subset L$ for (1) are parametrized in terms of an affine representation system $\boldsymbol{\Psi}=\left\{\psi_{j}\right\}_{j \geq 1}$, where the index $j$ ranges over a set $1: s:=\{1,2, \ldots, s\} \subseteq \mathbb{N}$ (understood as all of $\mathbb{N}$ in the case that $s=\infty)$. Then, we consider (1) for input data $\psi \in B_{R}(\langle\psi\rangle) \subset L$ of affine-parametric form

$$
\begin{equation*}
\psi(\boldsymbol{y}):=\langle\psi\rangle+\sum_{j \geq 1} y_{j} \psi_{j} \tag{2}
\end{equation*}
$$

where the parameter sequence $\boldsymbol{y}:=\left(y_{j}\right)_{j \geq 1} \subset U$ lies in the parameter domain $U=[-1 / 2,1 / 2]^{s}$, and where the parameter dimension $s \in \mathbb{N}$ is either finite or, in case that sequences of parameters are considered, infinite, in which case $s=\infty$. Inserting the affine-parametric representation (2) into the forward operator equation (1), we obtain the parametric forward operator equation: given $\boldsymbol{y} \in U$, find $u(\boldsymbol{y}) \in X$ such that

$$
\begin{equation*}
\mathcal{P}(u(\boldsymbol{y}), \psi(\boldsymbol{y}))=0 \quad \text { in } Y^{\prime} \tag{3}
\end{equation*}
$$

Examples of affine-parametric representations (2) comprise in particular so-called KarhunenLoeve (KL for short) expansions of random fields $\psi$, but also multiresolution representations of $\psi$.

The purpose of the present paper is to study the numerical approximation of integrals over (functionals of) parametric solution families of the parametric operator equations (3) on possibly high-dimensional parameter spaces $U$. Our goal is an accurate numerical approximation, with low computational cost, of the quantity

$$
\begin{equation*}
I_{s}(G(u))=\int_{U} G(u(\cdot, \boldsymbol{y})) \mathrm{d} \boldsymbol{y} \approx \frac{1}{N} \sum_{\boldsymbol{y}_{n} \in P} G\left(u_{h}\left(\cdot, \boldsymbol{y}_{n}\right)\right)=: Q_{N, s}\left(G\left(u_{h}\right)\right) \tag{4}
\end{equation*}
$$

Here, the linear functional $G \in X^{\prime}$ shall be referred to as Quantity of Interest ("QoI" for short).
The sampling set $P$ in (4) in the present shall be a deterministic QMC point set of cardinality $N$. Specifically, we choose $P$ to be the extrapolated polynomial lattice as proposed recently in [9]. For the numerical approximation of (4), the parametric solution $u$ of (3) must be approximated numerically by discretizing the operator equation (3) for each instance of the parameter sequence
$\boldsymbol{y}$. We denote by $h$ a generic discretization parameter that describes, for example, the meshwidth of a Galerkin discretization of the parametric problem.

In recent years, the mathematical analysis of QMC integration methods as applied to PDEs with distributed uncertain inputs (such as diffusion coefficient fields in heterogeneous media, spatiotemporally varying source term and boundary data, etc.) has seen significant development, starting with [26, 20]. However, the Richardson extrapolation method based on an asymptotic expansions of the QMC integration error, which was first proposed in [9], has not been studied so far in the contex of PDEs with random coefficients. It allows to obtain QMC integration rules which achieve convergence rates greater than 1 independent of the dimension $s$ of the integration domain thereby overcoming the curse of dimensionality, for certain classes of smooth integrands. In the present paper we develop the Richardson extrapolation for QMC from [9] further and apply it to PDEs with random coefficients.

### 1.1 Previous results

To prepare the subsequent developments of the present paper, we briefly recapitulate the function space setting of [9] and the references there.

Given $1 \leq r, q \leq \infty$, the QMC error analysis is based on the the weighted unanchored Sobolev space $\mathcal{W}_{s, \alpha, \boldsymbol{\gamma}, q, r}$ which is equipped with the norm

$$
\begin{equation*}
\|F\|_{s, \alpha, \boldsymbol{\gamma}, q, r}:=\left(\sum_{\mathfrak{u} \subseteq\{1: s\}}\left(\gamma_{\mathfrak{u}}^{-q} \sum_{\mathfrak{v} \subseteq \mathfrak{u}} \sum_{\boldsymbol{\nu}_{\mathfrak{u} \backslash \mathfrak{v}} \subseteq\{1: \alpha\}^{|\mathfrak{u} \backslash \mathfrak{v}|}} \int_{\left[-\frac{1}{2}, \frac{1}{2}\right]^{\mathfrak{v} \mid}}\left|\int_{\left[-\frac{1}{2}, \frac{1}{2}\right]^{s-|\mathfrak{v}|}} \partial_{\boldsymbol{y}}^{\left(\boldsymbol{\nu}_{\mathfrak{u} \backslash \mathfrak{v}}, \alpha_{\mathfrak{v}}\right)} F(\boldsymbol{y})\right|^{q}\right)^{r / q}\right)^{1 / r} \tag{5}
\end{equation*}
$$

These function spaces were also found to be crucial in the mathematical convergence rate analysis for so-called interlaced polynomial lattice rules (IPLs for short) in $[10,8,12]$ and the references there.

In [9, Section 3.4], it is shown that for every $\alpha \in \mathbb{N}, \alpha \geq 2$, there exists an extrapolated polynomial lattice rule $Q_{N, s}^{(\alpha)}$ such that, for all $1 / \alpha<\lambda \leq 1$ and for every integrand function $F \in \mathcal{W}_{s, \alpha, \boldsymbol{\gamma}, q, \infty}$, there exists a constant $C>0$ independent of $N, F$ and of the integration dimension $s$ such that

$$
\begin{equation*}
\left|I_{s}(F)-Q_{N, s}^{(\alpha)}(F)\right| \leq C \frac{\|F\|_{s, \alpha, \gamma, q, \infty}}{\left(b^{m}-1\right)^{1 / \lambda}}\left(J_{s, \lambda, \gamma}+H_{s, \gamma, q, \infty}\right) \tag{6}
\end{equation*}
$$

where $C$ depends only on $b$ and $\alpha$ and

$$
\begin{equation*}
J_{s, \lambda, \gamma}:=\left[\sum_{u \subseteq\{1: s\}} \gamma_{u}^{\lambda} C_{\alpha}^{\lambda|u|} E_{\alpha, \lambda}^{|u|}\right]^{1 / \lambda}, H_{s, \gamma, q, \infty}:=\sum_{\mathfrak{u} \subseteq\{1: s\}} \gamma_{\mathfrak{u}}(\alpha+1)^{|\mathfrak{u}| / q^{\prime}} D_{\alpha}^{|\mathfrak{u}|} \tag{7}
\end{equation*}
$$

In [9, Theorem 4.1], it was shown for product weights $\gamma_{\mathfrak{u}}=\prod_{j \in \mathfrak{u}} \gamma_{j}$ that it is possible to construct a generating vector with a so-called fast CBC algorithm [29] satisfying (6).

Moreover, it is sufficient to have $\left(\gamma_{j}\right)_{j} \in \ell^{\lambda}(\mathbb{N})$ for some $\lambda>1 / \alpha$ to obtain the convergence rate $\mathcal{O}\left(N^{-1 / \lambda}\right)$ which is free from the curse of dimensionality, ie., it holds with rate and constant independent of the parametric dimension $s$. Here, we extend this result to SPOD weights. We recall that the error bound in [9] was restricted to product weights due to a technical obstruction (see [9, Remark 4.2]).

### 1.2 Contributions

The contributions of the present paper are as follows. First, we extend the QMC error analysis for extrapolated polynomial lattice rules given in [9] for the function space setting with so-called "product weights" to the more general, so-called "smoothness-driven, product and order dependent weights" (SPOD weights, for short). The main result, Theorem 2.4, constitutes an extension of [9] to the case of SPOD weights. We remark that both, product and POD weights do appear in partial differential equations with parametric random field input data. We refer to the discussion in [16, 15], depending on the support properties of the representation system for the parametric input data: localized supports allow for the use of product weights whereas globally supported representation systems (such as Karhunen-Loeve eigensystems [31], or reduced basis representations computed by greedy searches [30]) entail POD type QMC weights in order to ensure the maximal (dimensionindependent) convergence rates for given sparsity of the coefficient representation.

### 1.3 Outline

The outline of this paper is as follows. In Section 2, we recapitulate the function space setting and the basic results from [9] on extrapolated polynomial lattice rules. The main result is contained in Theorem 2.4 in Section 2.

In Section 3, we verify the assumptions in Theorem 2.4 for a particular, model class of operator equations (1), namely a linear, elliptic diffusion problem in a bounded, physical domain D. Section 4 will present a novel, computable a-posteriori QMC integration error estimator and establishes its asymptotic exactness. Section 5 is devoted to several sets of numerical experiments, indicating the sharpness of the summability conditions of the extrapolated lattice rules based on SPOD QMC weights, establishing the viability and the asymptotic exactness of the computable QMC aposterior error estimators and demonstrating an application to a model, linear elliptic parametric PDE problem in two space dimensions. Section 6 will present several conclusions and perspectives for further work.

## 2 Richardson extrapolation of polynomial lattice rules for SPOD weights

Here, we develop the extension of the Richardson expansion of the QMC error, which was developed in [9] for product weights, to SPOD weights.

### 2.1 Polynomial lattice rules

Polynomial lattice rules provide a special construction of QMC quadrature rules introduced by Niederreiter [28]. In the following let $b \geq 2$ be a prime number, $\mathbb{F}_{b}$ be the finite field with $b$ elements, $\mathbb{F}_{b}[x]$ be the set of all polynomials with coefficients in $\mathbb{F}_{b}$ and $\mathbb{F}_{b}\left(\left(x^{-1}\right)\right)$ be the set of all formal Laurent series $\sum_{i=w}^{\infty} a_{i} x^{-i}, w \in \mathbb{Z}$, and with coefficients $a_{i}$ in $\mathbb{F}_{b}$. We identify the integers $0,1, \ldots, b-1$ with the elements in the finite field $0,1, \ldots, b-1(\bmod b)$. For an integer $0 \leq n<b^{m}$ given by the base $b$ expansion $n=n_{0}+n_{1} b+\cdots+n_{m-1} b^{m-1}$, with $n_{0}, \ldots, n_{m-1} \in\{0,1, \ldots, b-1\}$, we define $n(x) \in \mathbb{F}_{b}[x]$ given by $n(x)=n_{0}+n_{1} x+\cdots+n_{m-1} x^{m-1}$, where we now consider $n_{0}, \ldots, n_{m-1} \in \mathbb{F}_{b}$.

Definition 2.1. Let $m \geq 2$ be an integer and $p \in \mathbb{F}_{b}[x]$ be a polynomial with $\operatorname{deg}(p)=m$. Let $\boldsymbol{q}=\left(q_{1}, \ldots, q_{s}\right)$ be a vector of polynomials over $\mathbb{F}_{b}$ with degree $\operatorname{deg} q_{j}<m$. We define the map
$v_{m}: \mathbb{F}_{b}\left(\left(x^{-1}\right)\right) \rightarrow[0,1)$ by

$$
v_{m}\left(\sum_{i=w}^{\infty} a_{i} x^{-i}\right)=\sum_{i=\max \{1, w\}}^{m} a_{i} b^{-i} .
$$

For $0 \leq n<b^{m}$, we put

$$
\boldsymbol{x}_{n}=\left(v_{m}\left(\frac{n(x) q_{1}(x)}{p(x)}\right), \ldots, v_{m}\left(\frac{n(x) q_{s}(x)}{p(x)}\right)\right) \in[0,1)^{s} .
$$

Then the point set $\left\{\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{b^{m}-1}\right\}$ is called a polynomial lattice point set and a QMC rule using this point set is called a polynomial lattice rule.

Since our integrands are defined on $[-1 / 2,1 / 2]^{s}$ rather than $[0,1]^{s}$, we use the point sets

$$
\boldsymbol{x}_{n}=\left(v_{m}\left(\frac{n(x) q_{1}(x)}{p(x)}\right)-\frac{1}{2}, \ldots, v_{m}\left(\frac{n(x) q_{s}(x)}{p(x)}\right)-\frac{1}{2}\right), \quad n=0,1, \ldots, b^{m}-1 .
$$

We refer to [9, Section 2.2 and 2.3 ] for further notation that will be used in the analysis of polynomial lattice rules in the following sections.

### 2.2 Extrapolated polynomial lattice rules

Assume that the integrand $F$ has finite norm $\|F\|_{s, \alpha, \gamma, q, r}<\infty$. Then in [9, Equation (3.1)] it was shown that the following equality holds

$$
\begin{equation*}
Q_{b^{m}, s}(F)=\frac{1}{b^{m}} \sum_{n=0}^{b^{m}-1} F\left(\boldsymbol{x}_{n}\right)=I_{s}(F)+\sum_{\tau=1}^{\alpha-1} \frac{\sigma_{\tau}(F)}{b^{\tau m}}+S_{p_{m}}\left(\boldsymbol{q}_{m}\right)(F)+R_{s, \alpha, b^{m}} \tag{8}
\end{equation*}
$$

where $\left\{\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{b^{m}-1}\right\}$ is a polynomial lattice rule with generating vector $\boldsymbol{q}$ and modulus $p$, $\sigma_{\tau}(F)$ depends on the function $F$ and $\tau$ but not on the polynomial lattice point set, $R_{s, \alpha, b^{m}}$ decays with order $b^{-\alpha m}$, and $S_{p_{m}}\left(\boldsymbol{q}_{m}\right)(F)$ depends on the polynomial lattice rule and the integrand $F$ (see (42) below for a precise definition). The paper [9] uses a component-by-component algorithm to find a polynomial lattice rule such that $S_{p_{m}}\left(\boldsymbol{q}_{m}\right)(F)$ is of order $C_{\delta} b^{-\alpha m+\delta}$, for some constant $C_{\delta}>0$ and any $\delta>0$, where the constant $C_{\delta}$ goes to $\infty$ as $\delta>0$ goes to $0 . S_{p_{m}}\left(\boldsymbol{q}_{m}\right)(F)$ is also related to (12) below, see [9, Theorem 3.1].

The only terms in (8), which are not of order $b^{-\alpha m+\delta}, \delta>0$, are $\sum_{\tau=1}^{\alpha-1} \frac{\sigma_{\tau}(F)}{b^{\tau m}}$. The basic idea of the Richardson extrapolation rests on the following formula

$$
\begin{align*}
Q_{b^{m}, s}^{(2)}(F) & =\frac{b Q_{b^{m}, s}(F)-Q_{b^{m-1}, s}(F)}{b-1} \\
& =I_{s}(F)+\sum_{\tau=1}^{\alpha-1} \frac{\sigma_{\tau}(F)}{b^{\tau m}} \frac{b-b^{\tau}}{b-1}+\frac{b S_{p_{m}}\left(\boldsymbol{q}_{m}\right)(F)-S_{p_{m-1}}\left(\boldsymbol{q}_{m-1}\right)(F)}{b-1}+\frac{b R_{s, \alpha, m}-R_{s, \alpha, m-1}}{b-1} \tag{9}
\end{align*}
$$

Since the term in the sum for $\tau=1$ now cancels out, we get that $Q_{b^{m}, s}^{(2)}(F)-I_{s}(F)$ converges with order $b^{-2 m+\delta}$ for any $\delta>0$. Hence we have improved the convergence rate of our approximation algorithm. Repeated application of this idea, namely,

$$
Q_{b^{n}, s}^{(\tau+1)}(F)=\frac{b^{\tau} Q_{b^{n}, s}^{(\tau)}(F)-Q_{b^{n-1}, s}^{(\tau)}(F)}{b^{\tau}-1}, \quad m-\alpha+\tau<n \leq m
$$

then yields an integration rule $Q_{b^{m}, s}^{(\alpha)}(F)$ which achieves a convergence rate of the integration error of order $C_{\delta} b^{-\alpha m+\delta}$ for any $\delta>0$. Here, we set $Q_{b^{m}, s}^{(1)}=Q_{b^{m}, s}$. Therefore, we can rewrite the extrapolated sequence as linear combinations of the original sequence

$$
\begin{equation*}
Q_{b^{m}, s}^{(\alpha)}(F)=\sum_{\tau=1}^{\alpha} a_{\tau}^{(\alpha)} Q_{b^{m-\tau+1}, s}(F), \tag{10}
\end{equation*}
$$

for some constants $a_{\tau}^{(\alpha)}$ which are independent of $b, m, s$ (these constants arise from the Richardson extrapolation, see [9, Section 2.4]). In Section 4 we show that this method also yields a computable a-posteriori estimation of the integration error.

### 2.3 Extrapolated polynomial lattice rule error analysis with SPOD weights

We use Richardson extrapolation in the context of PDE with random coefficients, which are represented by dictionaries with globally supported elements. Such representations arise, for example, in Karhunen-Loeve expansions of Gaussian random fields, see the discussion in [23], and also in parametric input functions which are obtained from reduced basis (RB) or from model order reduction (MOR) approaches which typically result in parsimonius representation of input manifolds in terms of globally supported basis functions. We refer to $[24,30]$ and the references there for such representations of distributed, parametric inputs.

We need a corresponding error bound also for SPOD weights $\gamma_{\mathfrak{u}}$ in the weighted norm (5), where

$$
\begin{equation*}
\gamma_{\mathfrak{u}}=\sum_{\nu \in\{1, \ldots, \alpha\}^{|\mathfrak{u}|}}\left(\left(|\nu|+c_{1}\right)!\right)^{c_{2}} \prod_{j \in \mathfrak{u}} c_{3} \beta_{j}^{\nu_{j}} \tag{11}
\end{equation*}
$$

where $\boldsymbol{\beta}=\left(\beta_{j}\right)_{j \in \mathbb{N}}$ is a sequence of non-increasing, non-negative real numbers, $c_{1}$ is a non-negative integer, and $c_{2}, c_{3}>0$ are real numbers.

In [9, Theorem 3.1] it was shown that the quantity

$$
\begin{equation*}
B_{\gamma}\left(p_{m},\left(q_{1, m}, \ldots, q_{d-1, m}, q_{d, m}\right)\right)=\sum_{\substack{ \\\emptyset \neq\{1, \ldots, d\}}} \sum_{\substack{\mathfrak{u}}} \sum_{\substack{\boldsymbol{k}_{\mathfrak{u}} \in P^{\perp}\left(p_{m},\left(q_{1}, m, \ldots, q_{d-1, m}, q_{d, m}\right)\right) \\ \exists j \in \mathfrak{u}: b^{m} \nmid k_{j}}}^{\mid b^{-\mu_{\alpha}\left(\boldsymbol{k}_{\mathfrak{u}}\right)},} \tag{12}
\end{equation*}
$$

where $p_{m} \in \mathbb{F}_{b}[x]$ is the modulus of degree $m$ and the generating vector differs for different $m$, is the main term in the bound on the QMC integration error for Richardson-extrapolated lattice QMC integration rules, i.e.
$\left|I_{s}(F)-Q_{b^{m}, s}^{(\alpha)}(F)\right| \leq \sum_{\tau=1}^{\alpha}\left|a_{\tau}^{(\alpha)}\right|\left(B_{\gamma}\left(p_{m-\tau+1},\left(q_{1, m-\tau+1}, \ldots, q_{d-1, m-\tau+1}, q_{d, m-\tau+1}\right)\right)+R_{s, \alpha, b^{m-\tau+1}}\right)$.
The second term in the above bound, arising from $R_{s, \alpha, b^{m}}$ in (8) is bounded up to a constant independent of $s, F$ and the number of QMC points, by

$$
b^{-\alpha m}\|F\|_{s, \alpha, \gamma, q, \infty} H_{s, \gamma, q, \infty}
$$

where $H_{s, \gamma, q, \infty}$ given in (7), and hence already converges with the optimal rate. Since the second term $R_{s, \alpha, b^{m}}$ is independent of the choice of $\left(q_{1}, \ldots, q_{d-1}, q_{d}\right)$, we focus on $B_{\gamma}$ in the following. In the following we show that there is a component-by-component algorithm for SPOD weights such that $B_{\gamma}(p, \boldsymbol{q})$ is bounded by $C\left(b^{m}-1\right)^{1 / \lambda} \widetilde{J}_{s, \lambda, \gamma}$, where $\widetilde{J}_{s, \lambda, \gamma}$ is similar to $J_{s, \lambda, \gamma}$ given in (7).

We need the following lemma, which is [19, Lemma 7].

Lemma 2.2. For $\alpha \geq 2$ and $1 / \alpha<\lambda \leq 1$, we have

$$
\sum_{k=1}^{\infty} b^{-\lambda \mu_{\alpha}(k)}=\sum_{w=1}^{\alpha-1} \prod_{i=1}^{w}\left(\frac{b-1}{b^{\lambda i}-1}\right)+\left(\frac{b^{\lambda \alpha}-1}{b^{\lambda \alpha}-b}\right) \prod_{i=1}^{\alpha}\left(\frac{b-1}{b^{\lambda i}-1}\right)=: E_{\alpha, \lambda} .
$$

We obtain the following extension of [9, Theorem 4] to SPOD weights.
Lemma 2.3. Let $\boldsymbol{\beta}$ be a sequence of non-increasing, non-negative real numbers. For $\mathfrak{u} \subset \mathbb{N}$ with $|\mathfrak{u}|<\infty$ let $\gamma_{\mathfrak{u}}$ be given by (11).

Let $\alpha, s \in \mathbb{N}$, b be a prime number and let $p \in \mathbb{F}_{b}[x]$ be an irreducible polynomial of degree $m \in \mathbb{N}$. Assume that $q_{1}^{*}, q_{2}^{*}, \ldots, q_{s}^{*} \in \mathbb{F}_{b}[x]$ were constructed using a component-by-component algorithm based on the criterion (12).

Then, for any $1 / \alpha<\lambda \leq 1$ with $E=C_{\alpha} c_{3} E_{\alpha, 1} \alpha^{\alpha}$ we have

$$
B_{\gamma}\left(p, \boldsymbol{q}^{*}\right) \leq \frac{1}{\left(b^{m}-1\right)^{1 / \lambda}}\left(\sum_{\mathfrak{u} \subseteq\{1, \ldots, s\}} \gamma_{u}^{\lambda} C_{\alpha}^{\lambda|\mathfrak{u}|} E_{\alpha, \lambda}^{|\mathfrak{u}|} \prod_{j \notin \mathfrak{u}}\left(1+E \sum_{\nu=1}^{\alpha}\left(\left(j+c_{1} / \alpha\right)^{c_{2}} \beta_{j}\right)^{\nu}\right)^{\lambda}\right)^{1 / \lambda}
$$

The proof follows along the lines of the proof of [9, Theorem 4], with some modifications to avoid the obstruction outlined in [9, Remark 4.2].

Proof. Without loss of generality we may assume that modulus $p \in \mathbb{F}_{b}[x]$ is monic. We prove the result by induction on $s$. The dual polynomial lattice for $q^{*}=1$ is given by

$$
P^{\perp}(p, 1)=\left\{k \in \mathbb{N}_{0}: \operatorname{tr}_{m}(k)=0 \quad(\bmod p)\right\}=\left\{k \in \mathbb{N}_{0}: b^{m} \mid k\right\}
$$

Hence we have

$$
B_{\gamma}(p, 1)=C_{\alpha} \gamma_{1} \sum_{\substack{k \in P \perp(p, 1) \backslash\{0\} \\ b^{m} \nmid k}} b^{-\mu_{\alpha}(k)}=0 .
$$

Now assume that we have already fixed the first $d-1$ components of the generating vector $\boldsymbol{q}_{d-1}^{*}=$ $\left(q_{1}^{*}, \ldots, q_{d-1}^{*}\right) \in\left(G_{b, m}^{*}\right)^{d-1}, 2 \leq d \leq s$ such that

$$
\left(B_{\gamma}\left(p, \boldsymbol{q}_{d-1}^{*}\right)\right)^{\lambda} \leq \frac{1}{b^{m}-1} \sum_{\mathfrak{u} \subseteq\{1, \ldots, d-1\}} \gamma_{\mathfrak{u}}^{\lambda} C_{\alpha}^{\lambda|\mathfrak{u}|} E_{\alpha, \lambda}^{|\mathfrak{u}|} \prod_{j \notin \mathfrak{u}}\left(1+E \sum_{\nu=1}^{\alpha}\left(\left(j+c_{1} / \alpha\right)^{c_{2}} \beta_{j}\right)^{\nu}\right)^{\lambda}
$$

holds for any $1 / \alpha<\lambda \leq 1$. Put $\boldsymbol{q}_{d}=\left(\boldsymbol{q}_{d-1}^{*}, q_{d}\right)$ with $q_{d} \in G_{b, m}^{*}:=\left\{q \in \mathbb{F}_{b}[x]: \operatorname{deg}(q)<m\right\} \backslash\{0\}$. Then we have

$$
\begin{aligned}
B_{\gamma}\left(p, \boldsymbol{q}_{d}\right)= & \sum_{\emptyset \neq \mathfrak{u} \subseteq\{1, \ldots, d-1\}} \gamma_{\mathfrak{u}} C_{\alpha}^{|\mathfrak{u}|} \sum_{\substack{\boldsymbol{k}_{\mathfrak{u}} \in P_{\mathfrak{u}}^{\perp}\left(p, \boldsymbol{q}_{d}\right) \\
\exists j \in \mathfrak{u}: b^{m} \nmid k_{j}}} b^{-\mu_{\alpha}\left(\boldsymbol{k}_{\mathfrak{u}}\right)} \\
& +\sum_{\emptyset \neq \mathfrak{u} \subseteq\{1, \ldots, d-1\}} \gamma_{\mathfrak{u} \cup\{d\}} C_{\alpha}^{|\mathfrak{u}|+1} \sum_{\substack{\boldsymbol{k}_{\mathfrak{u} \cup\{d\}} \in P_{\mathfrak{u}}^{\perp} \cup\{d\} \\
\exists j \in \mathfrak{u}: b^{m} \nmid k_{j} \\
b^{m} \mid k_{d}}} b^{-\boldsymbol{q}_{d}\left(\boldsymbol{q}_{d}\right)} \\
& +\sum_{\mathfrak{u} \subseteq\{1, \ldots, d-1\}} \gamma_{\mathfrak{u} \cup\{d\}} C_{\alpha}^{|\mathfrak{u}|+1} \sum_{\substack{\boldsymbol{k}_{\mathfrak{u} \cup\{d\}} \in P^{\mathfrak{u} \cup\{d\}}\left(p, \boldsymbol{q}_{d}\right) \\
b^{m} \nmid k_{d}}}^{\perp} b^{-\mu_{\alpha}\left(\boldsymbol{k}_{\mathfrak{u} \cup\{d\}}\right)}
\end{aligned}
$$

$$
\begin{align*}
& =B_{\gamma}\left(p, \boldsymbol{q}_{d-1}^{*}\right)+\sum_{\substack{\emptyset \neq \mathfrak{u} \subseteq\{1, \ldots, d-1\}}} \gamma_{\mathfrak{u} \cup\{d\}} C_{\alpha}^{|\mathfrak{u}|+1} \sum_{\substack{\boldsymbol{k}_{\mathfrak{u}} \in P_{\begin{subarray}{c}{u} }}^{\perp}\left(p, \boldsymbol{q}_{d-1}^{*}\right)} \\
{\exists j \in \mathfrak{u}: b^{m} \nmid k_{j}}\end{subarray}} \sum_{\substack{k_{d} \in \mathbb{N} \\
b^{m} \mid k_{d}}} b^{-\mu_{\alpha}\left(\boldsymbol{k}_{\mathfrak{u}}, k_{d}\right)} \\
& +\sum_{\mathfrak{u} \subseteq\{1, \ldots, d-1\}} \gamma_{\mathfrak{u} \cup\{d\}} C_{\alpha}^{|\mathfrak{u}|+1} \sum_{\substack{\boldsymbol{k}_{\mathfrak{u} \cup\{d\}} \in P_{\begin{subarray}{c}{ \\
b^{m} \cup\{d\}} }}^{\perp}\left(p, \boldsymbol{q}_{d}\right)}\end{subarray}} b^{-\mu_{\alpha}\left(\boldsymbol{k}_{\mathfrak{u} \cup\{d\}}\right)} \\
& \leq B_{\gamma}\left(p, \boldsymbol{q}_{d-1}^{*}\right)(1+\underbrace{\left.\sum_{\substack{k_{d} \in \mathbb{N} \\
b^{m} \mid k_{d}}} b^{-\mu_{\alpha}\left(k_{d}\right)} \sum_{\nu_{d}=1}^{\alpha}\left(\frac{\left(\alpha(d-1)+c_{1}+\nu_{d}\right)!}{\left(\alpha(d-1)+c_{1}\right)!}\right)^{c_{2}} C_{\alpha} c_{3} \beta_{d}^{\nu_{d}}\right)}_{=: A\left(\beta_{d}\right)}  \tag{14}\\
& +\sum_{\mathfrak{u} \subseteq\{1, \ldots, d-1\}} \gamma_{\mathfrak{u} \cup\{d\}} C_{\alpha}^{|\mathfrak{u}|+1} \sum_{\substack{\boldsymbol{k}_{\mathfrak{u} \cup\{d\}} \in P_{\mathfrak{m} \cup\{d\}} \\
b^{m} \nmid k_{d}}}^{\perp}\left(p, \boldsymbol{q}_{d}\right) \quad b^{-\mu_{\alpha}\left(\boldsymbol{k}_{\mathfrak{u} \cup\{d\}}\right)},
\end{align*}
$$

where the second equality stems from the fact that since $b^{m} \mid k_{d}$, we have $\operatorname{tr}_{m}\left(k_{d}\right)=0$ and thus $\operatorname{tr}_{m}\left(\boldsymbol{k}_{\mathfrak{u} \cup\{d\}}\right) \cdot\left(\boldsymbol{q}_{\mathfrak{u}}^{*}, q_{d}\right)=\operatorname{tr}_{m}\left(\boldsymbol{k}_{\mathfrak{u}}\right) \cdot \boldsymbol{q}_{\mathfrak{u}}^{*}$, which yields

$$
\left\{\boldsymbol{k}_{\mathfrak{u} \cup\{d\}} \in P_{\mathfrak{u} \cup\{d\}}^{\perp}\left(p, \boldsymbol{q}_{d}\right): b^{m} \mid k_{d}\right\}=\left\{\left(\boldsymbol{k}_{\mathfrak{u}}, k_{d}\right) \in \mathbb{N}^{|\mathfrak{u}|+1}: \boldsymbol{k}_{\mathfrak{u}} \in P_{\mathfrak{u}}^{\perp}\left(p, \boldsymbol{q}_{d-1}^{*}\right), b^{m} \mid k_{d}\right\} .
$$

In the last step we used the estimation

$$
\gamma_{\mathfrak{u} \cup\{d\}} \leq \sum_{\nu \in\{1, \ldots, \alpha\}|\mathfrak{u}|}\left(\left(|\nu|+c_{1}\right)!\right)^{c_{2}}\left[\prod_{j \in \mathfrak{u}} c_{3} \beta_{j}^{\nu_{j}}\right] \sum_{\nu_{d}=1}^{\alpha}\left(\frac{\left(\alpha(d-1)+c_{1}+\nu_{d}\right)!}{\left(\alpha(d-1)+c_{1}\right)!}\right)^{c_{2}} c_{3} \beta_{d}^{\nu_{d}}
$$

It is clear that the first term of (14) does not depend on the choice of $q_{d}$. Thus, denoting the second term of (14) by

$$
\psi_{p, \boldsymbol{q}_{d-1}^{*}}\left(q_{d}\right):=\sum_{\mathfrak{u} \subseteq\{1, \ldots, d-1\}} \gamma_{\mathfrak{u} \cup\{d\}} C_{\alpha}^{|\mathfrak{u}|+1} \sum_{\substack{\boldsymbol{k}_{\mathfrak{u} \cup\{d\}} \in P_{\begin{subarray}{c}{\left.b^{m} \nmid k_{d}\right\}} }}^{\perp}\left(p, \boldsymbol{q}_{d}\right)}\end{subarray}} b^{-\mu_{\alpha}\left(\boldsymbol{k}_{\mathfrak{u} \cup\{d\}}\right)},
$$

we have

$$
q_{d}^{*}=\arg \min _{q_{d} \in G_{b, m}^{*}} B_{\gamma}\left(p, \boldsymbol{q}_{d}\right)=\arg \min _{q_{d} \in G_{b, m}^{*}} \psi_{p, \boldsymbol{q}_{d-1}^{*}}\left(q_{d}\right) .
$$

Using Jensen's inequality, as long as $1 / \alpha<\lambda \leq 1$, we have

$$
\begin{aligned}
& \left(\psi_{p, \boldsymbol{q}_{d-1}^{*}}\left(q_{d}^{*}\right)\right)^{\lambda} \\
& \leq \frac{1}{b^{m}-1} \sum_{q_{d} \in G_{b, m}^{*}}\left(\psi_{p, \boldsymbol{q}_{d-1}^{*}}\left(q_{d}\right)\right)^{\lambda} \\
& \leq \frac{1}{b^{m}-1} \sum_{q_{d} \in G_{b, m}^{*}} \sum_{u \subseteq\{1, \ldots, d-1\}} \gamma_{\mathfrak{u} \cup\{d\}}^{\lambda} C_{\alpha}^{\lambda(|\mathfrak{u}|+1)} \sum_{\substack{\boldsymbol{k}_{\mathfrak{u} \cup\{d\}} \in P_{\begin{subarray}{c}{m}\{d\} }}^{\perp}\left(p, \boldsymbol{q}_{d}\right)}\end{subarray}}^{b^{m} \nmid k_{d}} \substack{-\lambda \mu_{\alpha}\left(\boldsymbol{k}_{u \cup\{d\}}\right) \\
=\frac{1}{b^{m}-1} \sum_{\mathfrak{u} \subseteq\{1, \ldots, d-1\}} \gamma_{\mathfrak{u} \cup\{d\}}^{\lambda} C_{\alpha}^{\lambda(|\mathfrak{u}|+1)} \sum_{\begin{subarray}{c}{\boldsymbol{k}_{\mathfrak{u} \cup\{d\}} \in \mathbb{N}^{\prime \mathfrak{u} \mid+1} \\
b^{m} \nmid k_{d}} }} b^{-\lambda \mu_{\alpha}\left(\boldsymbol{k}_{\mathfrak{u} \cup\{d\}}\right)}}
\end{aligned}
$$

$$
\times \sum_{\substack{q_{d} \in G_{b, m}^{*} \\ \operatorname{tr}_{m}\left(\boldsymbol{k}_{\mathfrak{u}}\right) \cdot \boldsymbol{q}_{\mathfrak{u}}^{*}+\operatorname{tr}_{m}\left(k_{d}\right) q_{d}=0}} 1 .
$$

Since $b^{m} \nmid k_{d}$, we have $\operatorname{tr}_{m}\left(k_{d}\right) \neq 0$. For $\boldsymbol{k}_{\mathfrak{u}} \in P_{\mathfrak{u}}^{\perp}\left(p, \boldsymbol{q}_{d-1}^{*}\right)$, it follows from the definition of the dual polynomial lattice that $\operatorname{tr}_{m}\left(\boldsymbol{k}_{\mathfrak{u}}\right) \cdot \boldsymbol{q}_{\mathfrak{u}}^{*}=0(\bmod p)$, and thus there is no polynomial $q_{d} \in G_{b, m}^{*}$ such that the condition $\operatorname{tr}_{m}\left(k_{d}\right) q_{d}=0(\bmod p)$ is satisfied. For $\boldsymbol{k}_{\mathfrak{u}} \notin P_{\mathfrak{u}}^{\perp}\left(p, \boldsymbol{q}_{d-1}^{*}\right)$, there exists exactly one $q_{d} \in G_{b, m}^{*}$ such that $\operatorname{tr}_{m}\left(k_{d}\right) q_{d}=-\operatorname{tr}_{m}\left(\boldsymbol{k}_{\mathfrak{u}}\right) \cdot \boldsymbol{q}_{\mathfrak{u}}^{*}(\bmod p)$. From these facts and Lemma 2.2, we obtain

$$
\begin{aligned}
\left(\psi_{p, \boldsymbol{q}_{d-1}^{*}}\left(q_{d}^{*}\right)\right)^{\lambda} & \leq \frac{1}{b^{m}-1} \sum_{\mathfrak{u} \subseteq\{1, \ldots, d-1\}} \gamma_{\mathfrak{u} \cup\{d\}}^{\lambda} C_{\alpha}^{\lambda(|\mathfrak{u}|+1)} \sum_{\substack{\boldsymbol{k}_{\mathfrak{u}} \in \mathbb{N}^{\prime}|\mathfrak{u}| \\
k_{u} \notin P_{\mathfrak{u}}^{\perp}\left(p, \boldsymbol{q}_{d-1}^{*}\right)}} \sum_{\substack{k_{d} \in \mathbb{N} \\
b^{m} \nmid k_{d}}} b^{-\lambda \mu_{\alpha}\left(\boldsymbol{k}_{\mathbf{u}}, k_{d}\right)} \\
& \leq \frac{1}{b^{m}-1} \sum_{\mathfrak{u} \subseteq\{1, \ldots, d-1\}} \gamma_{\mathfrak{u} \cup\{d\}}^{\lambda} C_{\alpha}^{\lambda(|\mathfrak{u}|+1)} \sum_{\boldsymbol{k}_{\mathfrak{u}} \in \mathbb{N}|\mathfrak{u}|} b^{-\lambda \mu_{\alpha}\left(\boldsymbol{k}_{\mathfrak{u}}\right)} \sum_{\substack{k_{d} \in \mathbb{N} \\
b^{m} \nmid k_{d}}} b^{-\lambda \mu_{\alpha}\left(k_{d}\right)} \\
& =\frac{1}{b^{m}-1} \sum_{\mathfrak{u} \subseteq\{1, \ldots, d-1\}} \gamma_{\mathfrak{u} \cup\{d\}}^{\lambda} C_{\alpha}^{\lambda(|\mathfrak{u}|+1)} E_{\alpha, \lambda}^{|\mathfrak{u}|+1} .
\end{aligned}
$$

We now study the expression $A\left(\beta_{d}\right)$ from (14) in more detail. The sum over $k_{d}$ is bounded by $E_{\alpha, 1}$ from Lemma 2.2. Then we have

$$
A\left(\beta_{d}\right) \leq C_{\alpha} c_{3} E_{\alpha, 1} \sum_{\nu_{d}=1}^{\alpha} \prod_{\ell=1}^{\nu_{d}} \beta_{d}\left(\alpha(d-1)+c_{1}+\ell\right)^{c_{2}} .
$$

Hence

$$
A\left(\beta_{d}\right) \leq C_{\alpha} c_{3} E_{\alpha, 1} \sum_{\nu_{d}=1}^{\alpha} \prod_{\ell=1}^{\nu_{d}} \beta_{d}\left(\alpha d+c_{1}+\ell-\alpha\right)^{c_{2}} \leq C_{\alpha} c_{3} E_{\alpha, 1} \alpha^{\alpha c_{2}} \sum_{\nu_{d}=1}^{\alpha}\left(\left(d+c_{1} / \alpha\right)^{c_{2}} \beta_{d}\right)^{\nu_{d}}
$$

To simplify the notation we collect all the constants in a new constant $E=C_{\alpha} c_{3} E_{\alpha, 1} \alpha^{\alpha c_{2}}$.
Finally by applying Jensen's inequality to (14) and using Lemma 2.2, we have

$$
\begin{aligned}
\left(B_{\gamma}\left(p, \boldsymbol{q}_{d}^{*}\right)\right)^{\lambda} \leq & \left(B_{\gamma}\left(p, \boldsymbol{q}_{d-1}^{*}\right)\right)^{\lambda}\left(1+E \sum_{\nu_{d}=1}^{\alpha}\left(\left(d+c_{1} / \alpha\right)^{c_{2}} \beta_{d}\right)^{\nu_{d}}\right)^{\lambda} \\
& +\frac{1}{b^{m}-1} \sum_{\mathfrak{u} \subseteq\{1, \ldots, d-1\}} \gamma_{\mathfrak{u} \cup\{d\}}^{\lambda} C_{\alpha}^{\lambda(\mid \mathfrak{u | + 1 )}} E_{\alpha, \lambda}^{|\mathfrak{u}|+1} \\
\leq & \frac{1}{b^{m}-1} \sum_{\mathfrak{u} \subseteq\{1, \ldots, d\}} \gamma_{\mathfrak{u}}^{\lambda} C_{\alpha}^{\lambda(|\mathfrak{u}|)} E_{\alpha, \lambda}^{|\mathfrak{u}|} \prod_{j \in\{1, \ldots, d\} \backslash \mathfrak{u}}\left(1+E \sum_{\nu=1}^{\alpha}\left(\left(j+c_{1} / \alpha\right)^{c_{2}} \beta_{j}\right)^{\nu}\right)^{\lambda} .
\end{aligned}
$$

This completes the proof.
Theorem 2.4. Let $c_{2} \geq 0$ and $\boldsymbol{\beta}$ be a sequence of non-increasing, non-negative real numbers such that

$$
\sum_{j=1}^{\infty} j^{c_{2}} \beta_{j}<\infty
$$

For $\mathfrak{u} \subset \mathbb{N}$ with $|\mathfrak{u}|<\infty$ let $\gamma_{\mathfrak{u}}$ be given by (11).

Let $\alpha \in \mathbb{N}$, b be a prime number and $p \in \mathbb{F}_{b}[x]$ be an irreducible polynomial of degree $m \in \mathbb{N}$. Assume that $q_{1}^{*}, q_{2}^{*}, \ldots, q_{s}^{*} \in \mathbb{F}_{b}[x]$ were constructed using a component-by-component algorithm based on the criterion (12). Then for the constant $K:=\prod_{j=1}^{\infty}\left(1+E \sum_{\nu=1}^{\alpha}\left(\left(j+c_{1} / \alpha\right)^{c_{2}} \beta_{j}\right)^{\nu}\right)$ independent of $b, m, s, \lambda$ such that for any $1 / \alpha<\lambda \leq 1$ we have

$$
B_{\gamma}\left(p, \boldsymbol{q}^{*}\right) \leq \frac{K}{\left(b^{m}-1\right)^{1 / \lambda}}\left(\sum_{\mathfrak{u} \subseteq\{1, \ldots, s\}} \gamma_{\mathfrak{u}}^{\lambda} C_{\alpha}^{\lambda|\mathfrak{u}|} E_{\alpha, \lambda}^{|\mathfrak{u}|}\right)^{1 / \lambda}
$$

Proof. We bound the term

$$
\begin{aligned}
\prod_{j \notin \mathfrak{u}}\left(1+E \sum_{\nu=1}^{\alpha}\left(\left(j+c_{1} / \alpha\right)^{c_{2}} \beta_{j}\right)^{\nu}\right) & \leq \prod_{j=1}^{\infty}\left(1+E \sum_{\nu=1}^{\alpha}\left(\left(j+c_{1} / \alpha\right)^{c_{2}} \beta_{j}\right)^{\nu}\right) \\
& \leq \exp \left(E \sum_{\nu=1}^{\alpha} \sum_{j=1}^{\infty}\left(\left(j+c_{1} / \alpha\right)^{c_{2}} \beta_{j}\right)^{\nu}\right)<\infty
\end{aligned}
$$

where we used the inequality $\log (1+x) \leq x$ for $x>0$. The assumption $\sum_{j=1}^{\infty}\left(j+c_{1} / \alpha\right)^{c_{2}} \beta_{j}<\infty$ implies that $\sum_{j=1}^{\infty}\left(\left(j+c_{1} / \alpha\right)^{c_{2}} \beta_{j}\right)^{\nu}<\infty$ for any $\nu \geq 1$. Further we have for any $j \in \mathbb{N}$ that

$$
\left(j+c_{1} / \alpha\right)^{c_{2}} \leq\left(1+c_{1} / \alpha\right)^{c_{2}} j^{c_{2}}
$$

Hence $\sum_{j=1}^{\infty} j^{c_{2}} \beta_{j}<\infty$ implies that $\sum_{j=1}^{\infty}\left(j+c_{1} / \alpha\right)^{c_{2}} \beta_{j}<\infty$.
Theorem 2.5. Let $\boldsymbol{\beta}$ be a sequence of non-increasing, non-negative real numbers. Let $c_{2}>0$ and $0<p<1 /\left(1+c_{2}\right)$ such that $\sum_{j=1}^{\infty} \beta_{j}^{p}<\infty$. For $\mathfrak{u} \subset \mathbb{N}$ with $|\mathfrak{u}|<\infty$ let $\gamma_{\mathfrak{u}}$ be given by (11). Let $\alpha=1+\lfloor 1 / p\rfloor$, $b$ be a prime number and $p \in \mathbb{F}_{b}[x]$ be an irreducible polynomial of degree $m \in \mathbb{N}$. Assume that $q_{1}^{*}, q_{2}^{*}, \ldots, q_{s}^{*} \in \mathbb{F}_{b}[x]$ was constructed using a component-by-component algorithm based on the criterion (12). Then for any $p \leq \lambda<1 / c_{2}$ there is a constant $C(\lambda)>0$, which does not depend on $s, m$, such that

$$
B_{\gamma}\left(p, \boldsymbol{q}^{*}\right) \leq \frac{C(\lambda)}{b^{m / \lambda}}
$$

Proof. In order to obtain a bound which is independent of the dimension, we need to bound $\sum_{\substack{\mathfrak{u} \subset \mathbb{N} \\|\mathfrak{u}|<\infty}} \gamma_{\mathfrak{u}}^{\lambda} C_{\alpha}^{\lambda|\mathfrak{u}|} E_{\alpha, \lambda}^{|\mathfrak{u}|}$. Define $\gamma_{1}, \gamma_{2}, \ldots$ to be the sequence

$$
\underbrace{c_{3} \beta_{1}, c_{3} \beta_{1}, \ldots, c_{3} \beta_{1}}_{\alpha \text { times }}, \underbrace{c_{3} b_{2}, c_{3} b_{2}, \ldots, c_{3} b_{2}}_{\alpha \text { times }}, \ldots
$$

i.e., $\gamma_{1}=\cdots=\gamma_{\alpha}=c_{3} \beta_{1}, \gamma_{\alpha+1}=\cdots=\gamma_{2 \alpha}=c_{3} \beta_{2}, \ldots$. Then $\sum_{j=1}^{\infty} \beta_{j}^{p}<\infty$ if and only if $\sum_{j=1}^{\infty} \gamma_{j}^{p}<\infty$. We have

$$
\begin{aligned}
\sum_{\substack{u \subset N \\
|\mathfrak{u}|<\infty}} \gamma_{\mathfrak{u}}^{\lambda} & \leq \sum_{\substack{\nu \subset \mathbb{N} \\
|\nu|<\infty}}\left(\left(|\nu|+c_{1}\right)!\right)^{c_{2} \lambda} \prod_{j \in \nu} \gamma_{j}^{\lambda} \\
& \leq \sum_{\ell=0}^{\infty}\left(\left(\ell+c_{1}\right)!\right)^{c_{2} \lambda} \frac{1}{\ell!}\left(\sum_{j=1}^{\infty} \gamma_{j}^{\lambda}\right)^{\ell} .
\end{aligned}
$$

As long as $\lambda \geq p$, the sum $S=\sum_{j=1}^{\infty} \gamma_{j}^{\lambda}<\infty$. From Stirling's formula we have

$$
\begin{aligned}
\frac{\left(\left(\ell+c_{1}\right)!\right)^{c_{2} \lambda}}{\ell!} & \asymp \frac{\left(\ell+c_{1}\right)^{\left(\ell+c_{1}+1 / 2\right) c_{2} \lambda} \mathrm{e}^{-\ell c_{2} \lambda}}{\ell^{\ell+1 / 2} \mathrm{e}^{-\ell}} \\
& \asymp \frac{\left(\ell+c_{1}\right)^{\ell c_{2} \lambda}}{\ell^{\ell}} \mathrm{e}^{\ell\left(1-c_{2} \lambda\right)} \frac{\left(\ell+c_{1}\right)^{\left(c_{1}+1 / 2\right) c_{2} \lambda}}{\ell^{1 / 2}}, \quad \text { as } \ell \rightarrow \infty .
\end{aligned}
$$

This expression converges to 0 superexponentially fast as long as $c_{2} \lambda<1$. Hence

$$
\sum_{\substack{u \in \mathbb{N} \\|u|<\infty}} \gamma_{\mathfrak{u}}^{\lambda}<\infty
$$

for any $p \leq \lambda<1 / c_{2}$.
We now show that $\sum_{j=1}^{\infty} \beta_{j}^{p}<\infty$ for some $0<p<1 /\left(1+c_{2}\right)$ implies that $\sum_{j=1}^{\infty} j^{c_{2}} \beta_{j}<\infty$. We have

$$
j \beta_{j}^{p} \leq \sum_{i=1}^{j} \beta_{i}^{p}
$$

and therefore

$$
\beta_{j} \leq C j^{-1 / p}
$$

where $C=\left(\sum_{j=1}^{\infty} \beta_{j}^{p}\right)^{1 / p}$. Hence

$$
\sum_{j=1}^{\infty} j^{c_{2}} \beta_{j} \leq C \sum_{j=1}^{\infty} j^{c_{2}-1 / p}
$$

Now $p<1 /\left(1+c_{2}\right)$ implies that $c_{2}-1 / p<-1$ and the result follows.
Remark 2.6. To have a guaranteed convergence rate of the QMC approximation of $1 / \lambda$, we have the constraints

- $1 / \alpha<\lambda \leq 1$, coming from the CBC construction
- $p<\frac{1}{c_{2}+1}$, to verify the summability hypothesis of Theorem 2.4
- $p \leq \lambda<\frac{1}{c_{2}}$, for the summability required in Theorem 2.5.

Therefore, in the case $c_{2}=1$ and $\alpha=2$, we also obtain convergence order arbitrarily close to $\mathcal{O}\left(N^{-2}\right)$ provided that $p<\frac{1}{2}$.

### 2.4 Fast component-by-component construction

We want to apply the fast CBC construction for SPOD weights for the construction of extrapolated polynomial lattice rules from [9]. The criterion in [9, Section 4.2] is of the same form as the criterion $E_{s}^{2}\left(z_{s}\right)$ in $[25$, Section 5]. So the fast CBC construction with POD weights can be performed in the same way as described there.

The general form of the SPOD weights (11) can be written as $\gamma_{\emptyset}=1$ and, for any $\emptyset \neq \mathfrak{u} \subseteq$ $\{1, \ldots, s\}$,

$$
\gamma_{\mathfrak{u}}=\sum_{\boldsymbol{\nu} \in\{1, \ldots, \bar{\alpha}\}^{|u|}} \Gamma_{|\boldsymbol{\nu}|} \prod_{j \in \operatorname{supp}(\boldsymbol{\nu})} \gamma_{j}\left(\nu_{j}\right) .
$$

The POD weights $\gamma_{\mathfrak{u}}:=\Gamma_{|\mathfrak{u}|} \prod_{j \in \mathfrak{u}} \gamma_{j}$ correspond to the case of $\bar{\alpha}=1$. For applications to PDEs with globally supported uncertain coefficients, we have $\bar{\alpha}=\alpha$ as in (11). However, in order to have greater flexibility of the results in this section, we distinguish $\alpha$ corresponding to the maximum derivative order in (5) and appearing in the Walsh bound, from $\bar{\alpha}$ for the parameter in the SPOD weights. By choosing the parameter $\bar{\alpha}=1$ we obtain results for POD weights and by setting $\bar{\alpha}=\alpha$ we obtain results for SPOD weights.

As in [9, p.64], we perform the CBC construction for $d=1, \ldots, s$ adding the terms that do not depend on the new component $q_{d}$

$$
\begin{aligned}
\tilde{B}_{\gamma}\left(p, \boldsymbol{q}_{d}\right): & =B_{\gamma}\left(p, \boldsymbol{q}_{d}\right)+\sum_{\emptyset \neq \mathfrak{u} \subseteq\{1, \ldots, d\}} \gamma_{\mathfrak{u}} C_{\alpha}^{|\mathfrak{u}|} \sum_{\substack{\boldsymbol{k}_{\mathfrak{u}} \in P_{\mathfrak{u}}^{\perp}\left(p, \boldsymbol{q}_{d}\right) \\
\forall j \in \mathfrak{u}: b^{m} \mid k_{j}}} b^{-\mu_{\alpha}\left(\boldsymbol{k}_{\mathfrak{u}}\right)} \\
& =\sum_{\emptyset \neq \mathfrak{u} \subseteq\{1, \ldots, d\}} \gamma_{\mathfrak{u}} C_{\alpha}^{|\mathfrak{u}|} \sum_{\boldsymbol{k}_{\mathbf{u}} \in P_{\mathfrak{u}}^{\perp}\left(p, \boldsymbol{q}_{d}\right)} b^{-\mu_{\alpha}\left(\boldsymbol{k}_{\mathfrak{u}}\right)} .
\end{aligned}
$$

Therefore, using the dual lattice property we get

$$
\begin{aligned}
\tilde{B}_{\gamma}\left(p, \boldsymbol{q}_{d}\right) & =\frac{1}{b^{m}} \sum_{n=0}^{b^{m}-1} \sum_{\emptyset \neq \mathfrak{u} \subseteq\{1: d\}} \gamma_{\mathfrak{u}} C_{\alpha}^{|\mathfrak{u}|} \sum_{\boldsymbol{k}_{\mathfrak{u}} \in \mathbb{N}|\mathfrak{u}|} b^{-\mu_{\alpha}\left(\boldsymbol{k}_{\mathfrak{u}}\right)} \operatorname{wal}_{\left(\boldsymbol{k}_{\mathfrak{u}}, \mathbf{0}\right)}\left(\boldsymbol{y}_{n}\right) \\
& =\frac{1}{b^{m}} \sum_{n=0}^{b^{m}-1} \sum_{\emptyset \neq \mathfrak{u} \subseteq\{1: d\}} \gamma_{\mathfrak{u}} C_{\alpha}^{|\mathfrak{u}|} \prod_{j \in \mathfrak{u}} \sum_{k \in \mathbb{N}} b^{-\mu_{\alpha}(k)} \operatorname{wal}_{k}\left(y_{n, j}\right) .
\end{aligned}
$$

Define $w_{\alpha}(y):=\sum_{k \in \mathbb{N}} b^{-\mu_{\alpha}(k)} \operatorname{wal}_{k}(y)$. Following the CBC construction in [10] we obtain

$$
\begin{aligned}
\tilde{B}_{\gamma}\left(p, \boldsymbol{q}_{d}\right) & =-1+\frac{1}{b^{m}} \sum_{n=0}^{b^{m}-1} \sum_{\boldsymbol{u} \subseteq\{1: d\}} \sum_{\boldsymbol{\nu} \in\{1, \ldots, \bar{\alpha}\}^{|\mathfrak{u}|}} \Gamma_{|\boldsymbol{\nu}|} \prod_{j \in \mathfrak{u}} \gamma_{j}\left(\nu_{j}\right) C_{\alpha} w_{\alpha}\left(y_{n, j}\right) \\
& =-1+\frac{1}{b^{m}} \sum_{n=0}^{b^{m}-1} \sum_{l=0}^{\bar{\alpha} d} \Gamma_{l} \sum_{\substack{\boldsymbol{\nu} \in\{0: \bar{\alpha}\}^{d} \\
|\boldsymbol{\nu}|=l}} \prod_{j \in \operatorname{supp}(\boldsymbol{\nu})} \gamma_{j}\left(\nu_{j}\right) C_{\alpha} w_{\alpha}\left(y_{n, j}\right) .
\end{aligned}
$$

Employing the convention that $U_{d, 0}(n):=1$ for all $d \in \mathbb{N}_{0}$, and $U_{d, l}(n):=0$ for all $l>\bar{\alpha} d$, the definition

$$
\begin{equation*}
U_{d, l}(n):=\Gamma_{l} \sum_{\substack{\boldsymbol{\nu} \in\{0: \bar{\alpha}\}^{d} \\|\boldsymbol{\nu}|=l}} \prod_{j \in \operatorname{supp}(\boldsymbol{\nu})} \gamma_{j}\left(\nu_{j}\right) C_{\alpha} w_{\alpha}\left(y_{n, j}\right) \tag{15}
\end{equation*}
$$

implies

$$
\begin{equation*}
\tilde{B}_{\gamma}\left(p, \boldsymbol{q}_{d}\right)=-1+\frac{1}{b^{m}} \sum_{n=0}^{b^{m}-1} \sum_{l=0}^{\bar{\alpha} d} U_{d, l}(n) . \tag{16}
\end{equation*}
$$

We now isolate the summands that depend on the last component of the generating vector, that is all $\boldsymbol{\nu}$ with $\nu_{d}=0$. With the conventions above we obtain a recursive formula

$$
\begin{array}{r}
U_{d, l}(n)=U_{d-1, l}(n)+\Gamma_{l} \sum_{\substack{\boldsymbol{\tau} \in\{0: \bar{\alpha}\}^{d-1} \\
|\boldsymbol{\tau}|=l-\nu_{d}}}^{\min (\bar{\alpha}, l)} \prod_{j \in \operatorname{supp}(\boldsymbol{\tau})} \gamma_{j}\left(\nu_{d}\right) C_{\alpha} w_{\alpha}\left(y_{n, d} w_{\alpha}\left(y_{n, j}\right)\right. \\
\times \sum_{\nu_{d}=1}
\end{array}
$$

$$
\begin{align*}
& =U_{d-1, l}(n)+w_{\alpha}\left(y_{n, d}\right) \sum_{\nu_{d}=1}^{\min (\bar{\alpha}, l)} \gamma_{d}\left(\nu_{d}\right) C_{\alpha} \frac{\Gamma_{l}}{\Gamma_{l-\nu_{d}}} U_{d-1, l-\nu_{d}}(n) \\
& =U_{d-1, l}(n)+w_{\alpha}\left(y_{n, d}\right) V_{d, l}(n) \tag{17}
\end{align*}
$$

where we defined

$$
\begin{equation*}
V_{d, l}(n):=\sum_{\nu_{d}=1}^{\min (\bar{\alpha}, l)} \gamma_{d}\left(\nu_{d}\right) C_{\alpha} \frac{\Gamma_{l}}{\Gamma_{l-\nu_{d}}} U_{d-1, l-\nu_{d}}(n) \tag{18}
\end{equation*}
$$

Therefore, the only term dependent on $q_{d}$ in (16) is

$$
\sum_{n=1}^{b^{m}-1} w_{\alpha}\left(v_{m}\left(\frac{q_{d} n}{p}\right)\right) \sum_{l=1}^{\bar{\alpha} d} V_{d, l}(n)
$$

where $\frac{q_{d} n}{p}$ is computed in $\mathbb{F}_{b}\left(\left(x^{-1}\right)\right)$, i.e., we view $q_{d}, n, p$ as elements in $\mathbb{F}_{b}[x]$ in this expression. Note that $n=0$ is not included. Therefore, there exists a permutation $\Pi$ of $n \in\left\{1: b^{m}-1\right\}$ that allows us to rewrite $q_{d} \Pi(n)=g^{z_{d}-n}(\bmod p)$ for some primitive element $g \in\left(\mathbb{F}_{b}[x] / p\right) \backslash\{0\}$, obtaining

$$
\begin{equation*}
\sum_{n=1}^{b^{m}-1} w_{\alpha}\left(v_{m}\left(\frac{g^{z_{d}-n}}{p}\right)\right) \sum_{l=1}^{\bar{\alpha} d} V_{d, l}(\Pi(n)) \tag{19}
\end{equation*}
$$

Here, the values $w_{\alpha}\left(v_{m}\left(g^{n} / p\right)\right)$ can be efficiently precomputed for $n=1, \ldots, b^{m}-1$ in $\mathcal{O}\left(\alpha m b^{m}\right)$ operations, as shown in [6, Theorem 2]. Next, the convolution above can be evaluated for all $z_{d}=0, \ldots, b^{m}-1$ with FFT in $\mathcal{O}\left(m b^{m}\right)$ operations. We then choose $q_{d}^{*}$, i.e. $z_{d}^{*}$ that realizes the minimum. Next we compute $U_{d, l}(n), V_{d, l}(n) \forall l=1, \ldots, \bar{\alpha} d, \forall n=0, \ldots, b^{m}-1$ in $\mathcal{O}\left(\bar{\alpha}^{2} d b^{m}\right)$ operations. Iterating over $d=1, \ldots, s$, the computational cost for the CBC algorithm, is then $\mathcal{O}\left(\bar{\alpha}^{2} s^{2} b^{m}+(s+\alpha) m b^{m}\right)$. Moreover, we can overwrite the quantities $U_{d, l}(n), V_{d, l}(n)$ as $d$ increases; therefore, we require $\mathcal{O}\left(\bar{\alpha} s b^{m}\right)$ memory. The vector $w_{\alpha}\left(v_{m}\left(g^{n} / p\right)\right)$ can be stored with $\mathcal{O}\left(b^{m}\right)$ memory. The cases of POD and SPOD weights are both covered, with $\bar{\alpha}=1$ and $\bar{\alpha}=\alpha$, respectively.

To apply Richardson extrapolation, we need to construct polynomial lattice rules with $\alpha$ consecutive sizes of nodes $b^{m-\alpha+1}, \ldots, b^{m}$, so that we construct in total $N=b^{m-\alpha+1}+\ldots+b^{m}$ QMC points. Since

$$
\sum_{\tau=1}^{\alpha}(s+\alpha)(m-\tau+1) b^{m-\tau+1} \leq(s+\alpha) m N \leq(s+\alpha) N \log _{b} N
$$

we have proven that the total cost is

$$
\begin{equation*}
\mathcal{O}\left(\bar{\alpha}^{2} s^{2} N+(s+\alpha) N \log N\right) \text { operations and } \mathcal{O}(\bar{\alpha} s N) \text { memory. } \tag{20}
\end{equation*}
$$

Remark 2.7. The error bound does not apply for $\alpha=1$, since we require $1 / \alpha<\lambda \leq 1$. Moreover, for applications to parametric PDEs with global support of the fluctuations we usually have $\alpha=\bar{\alpha}$, to bound the derivatives of the solution up to order $\alpha$. Therefore, Richardson extrapolation is not relevant for such PDE applications in the case of $P O D$ weights. In the following sections we will always work with $\alpha=\bar{\alpha}$.

Remark 2.8. The result (20) compares favorably to Interlaced Polynomial Lattice rules: IPL rules require $\mathcal{O}\left(\alpha^{2} s^{2} N+\alpha s N \log N\right)$ operations for SPOD weights (see, e.g., [10, 17, 18]).

## 3 Linear affine-parametric PDEs

The error analysis of the extrapolated lattice rules for QMC integration of the previous section is now applied to forward UQ for a model linear, elliptic parametric PDE. Specifically, we consider the following model parametric elliptic PDE on a bounded physical domain $\mathrm{D} \subset \mathbb{R}^{d}, d \in\{1,2,3\}$

$$
\begin{cases}-\operatorname{div}(a(x, \boldsymbol{y}) \nabla u(x, \boldsymbol{y}))=f(x) & x \in \mathrm{D}  \tag{21}\\ u(x, \boldsymbol{y})=0 & x \in \partial \mathrm{D}\end{cases}
$$

where $\boldsymbol{y} \in U:=\left[-\frac{1}{2}, \frac{1}{2}\right]^{\mathbb{N}}$ denotes the sequence of parameters of the uncertain diffusion coefficient.
We describe the uncertainty through an affine-parametric structure of the coefficients

$$
\begin{equation*}
a(x, \boldsymbol{y})=\bar{a}(x)+\sum_{j \geq 1} y_{j} \psi_{j}(x) \quad \text { for } \boldsymbol{y} \in U \tag{22}
\end{equation*}
$$

for a sequence $\left(\psi_{j}\right)_{j \geq 1} \subset L^{\infty}(\mathrm{D})$. Examples of such sequences include Karhunen-Loeve expansions [31], which are generally described by globally supported functions, as well as locally supported basis as, for example, splines or wavelets. The former case will lead to the choice of SPOD weights and is subject of Section 3.1. The latter will be analyzed in Section 3.2. Following the arguments in [16], in this case the QMC theory based on (5) for product weights will be sufficient.

For $f \in L^{2}(\mathrm{D})$ and for $a(\cdot, \boldsymbol{y}) \in L^{\infty}(\mathrm{D})$ for all $\boldsymbol{y} \in U$, we consider its variational formulation

$$
\begin{equation*}
\int_{\mathrm{D}} a(x, \boldsymbol{y}) \nabla u(x, \boldsymbol{y}) \cdot \nabla v(x) \mathrm{d} x=\int_{\mathrm{D}} f(x) v(x) \mathrm{d} x \quad \forall v \in H_{0}^{1}(\mathrm{D}) . \tag{23}
\end{equation*}
$$

To state its variational form, we introduce the space $V:=H_{0}^{1}(\mathrm{D})$, with dual $V^{*}:=H^{-1}(\mathrm{D})$ with respect to the pivot space $L^{2}(\mathrm{D})$.

For any $f \in V^{*}$, we can write the above equation in the generic form

$$
\begin{equation*}
\mathfrak{a}_{\boldsymbol{y}}(u(\cdot, \boldsymbol{y}), v)=\langle f, w\rangle_{V} \quad \forall v \in V \tag{24}
\end{equation*}
$$

where brackets denote the duality pairing in $V$ and

$$
\begin{equation*}
\mathfrak{a}_{\boldsymbol{y}}(v, w):=\int_{\mathrm{D}} a(x, \boldsymbol{y}) \nabla v(x) \cdot \nabla w(x) \mathrm{d} x \tag{25}
\end{equation*}
$$

is a bilinear form in $V$.

### 3.1 Globally supported fluctuations

In order to verify well-posedness of (24), we impose a set of additional assumptions. First, we assume in (26) nominal invertibility, i.e. there are constants $\bar{a}_{\min } \leq \bar{a}_{\max }$ such that

$$
\begin{equation*}
0<\bar{a}_{\min } \leq \bar{a}(x) \leq \bar{a}_{\max } \quad \text { a.e. } x \in \mathrm{D} \tag{26}
\end{equation*}
$$

The smallness of the fluctuation in (26) with respect to the nominal operator is given by

$$
\begin{equation*}
\|\boldsymbol{\beta}\|_{\ell^{1}(\mathbb{N})}<2 \quad \text { for } \quad \beta_{j}:=\frac{\left\|\psi_{j}\right\|_{L^{\infty}(\mathrm{D})}}{\bar{a}_{\min }}, \forall j \in \mathbb{N} \tag{27}
\end{equation*}
$$

With these assumptions we have that $a(x, \boldsymbol{y}) \geq a_{\text {min }}>0$ a.e. $x \in \mathrm{D}$ and for all $\boldsymbol{y} \in U$ where $a_{\min }:=\bar{a}_{\min }\left(1-\|\boldsymbol{\beta}\|_{\ell^{1}(\mathbb{N})} / 2\right)$. A direct application of the Lax-Milgram lemma, verifies that these
conditions are sufficient for existence and uniqueness of solutions $u(\cdot, \boldsymbol{y}) \in V$ for all $\boldsymbol{y} \in U$. Furthermore, there holds the uniform a-priori estimate

$$
\sup _{\boldsymbol{y} \in U}\|u(\cdot, \boldsymbol{y})\|_{V} \leq \frac{\|f\|_{V^{*}}}{a_{\min }}
$$

Moreover, we choose an ordering of the functions $\psi_{j}, j \in \mathbb{N}$, such that the sequence $\boldsymbol{\beta}$ is monotonically non-increasing and we assume that

$$
\begin{equation*}
\boldsymbol{\beta} \in \ell^{p}(\mathbb{N}), \quad p \in(0,1 / 2) \tag{28}
\end{equation*}
$$

The following theorem was obtained in [7, Theorem 4.3]. Such bounds on the derivatives with respect to the parameters allow to control the norm (5) of $F(\boldsymbol{y})=G(u(\boldsymbol{y}))$.

Theorem 3.1. Under the assumptions (26), (27), for all $f \in V^{*}$ the partial derivatives of the parametric solution $u$ of (21), (22) satisfy

$$
\sup _{\boldsymbol{y} \in U}\left\|\left(\partial_{\boldsymbol{y}}^{\boldsymbol{\nu}} u\right)(\boldsymbol{y})\right\|_{V} \leq|\boldsymbol{\nu}|!\boldsymbol{\beta}^{\nu} \frac{\|f\|_{V^{*}}}{a_{\min }} .
$$

Corollary 3.2. Let $\alpha, s \in \mathbb{N}$ and $f, G \in V^{*}$. Assume that $\boldsymbol{\beta}$ is a non-increasing sequence satisfying (26), (27) and define the positive SPOD weights $\gamma$ by

$$
\gamma_{\mathfrak{u}}:=\sum_{\boldsymbol{\nu} \in\{1: \alpha\}^{|\mathfrak{u}|}}|\boldsymbol{\nu}|!\prod_{j \in \mathfrak{u}} 2^{\delta\left(\nu_{j}, \alpha\right)} \beta_{j}^{\nu_{j}}
$$

where $\delta\left(\nu_{j}, \alpha\right)=1$ if $\nu_{j}=\alpha$ and 0 otherwise. Then there exist a positive constant $C$ only dependent on the data $f, G$ and $a$ such that the solution $u \in V$ of (21) satisfies

$$
\begin{equation*}
\|G(u)\|_{s, \alpha, \gamma, 1, \infty} \leq C \tag{29}
\end{equation*}
$$

Proof. Theorem 3.1 implies the bound

$$
\begin{aligned}
\|G(u)\|_{s, \alpha, \boldsymbol{\gamma}, 1, \infty} & \leq\|G\|_{V^{*}} \sup _{\mathfrak{u} \subseteq\{1: s\}} \gamma_{\mathfrak{u}}^{-1} \sum_{\boldsymbol{\nu} \in\{1: \alpha\}^{|\mathfrak{u}|}} 2^{\left|j: \nu_{j}=\alpha\right|} \sup _{\boldsymbol{y} \in U}\left\|\partial_{\boldsymbol{y}}^{\boldsymbol{\nu}} u(\cdot, \boldsymbol{y})\right\|_{V} \\
& \leq \frac{\|G\|_{V^{*}}\|f\|_{V^{*}}}{a_{\min }} \sup _{\mathfrak{u} \subseteq\{1: s\}} \gamma_{\mathfrak{u}}^{-1} \sum_{\boldsymbol{\nu} \in\{1: \alpha\}^{|\mathfrak{u}|}}|\boldsymbol{\nu}|!\prod_{j \in \mathfrak{u}} 2^{\delta\left(\nu_{j}, \alpha\right)} \beta_{j}^{\nu_{j}}
\end{aligned}
$$

which leads to the choice of SPOD weights for $\gamma_{\mathfrak{u}}$. Thus, $\|G(u)\|_{s, \alpha, \gamma, 1, \infty}$ is bounded independently of $s$ by $C:=\frac{\|G\|_{V^{*}}\|f\|_{V^{*}}}{a_{\text {min }}}$.
Proposition 3.3. Let $f, G \in V^{*}$. Assume that $\boldsymbol{\beta}$ is a non-increasing sequence satisfying (26), (27), (28) with $p \in(0,1 / 2)$. Then, there exist an extrapolated polynomial lattice rule constructed with a CBC algorithm and with $\alpha=\left\lfloor\frac{1}{p}\right\rfloor+1$ such that

$$
\left|\left(I_{s}-Q_{N, s}^{(\alpha)}\right)(G(u))\right| \leq C N^{-\frac{1}{p}}
$$

where the constant $C$ is independent of $s$.

Proof. By Corollary 3.2, $\|G(u)\|_{s, \alpha, \boldsymbol{\gamma}, 1, \infty}$ is bounded independently of $s$ for the SPOD weights

$$
\gamma_{\mathfrak{u}}:=\sum_{\boldsymbol{\nu} \in\{1: \alpha\}^{|\mathfrak{u}|}}|\boldsymbol{\nu}|!\prod_{j \in \mathfrak{u}} 2^{\delta\left(\nu_{j}, \alpha\right)} \beta_{j}^{\nu_{j}} .
$$

We can then apply Theorem 2.5 , so that we can construct a QMC rule such that $B_{\gamma}(p, \boldsymbol{q}) \leq$ $C(p) N^{-1 / p}$ with $C(p)$ independent of $s$. Moreover, the residual term $H_{s, \boldsymbol{\gamma}, 1, \infty}$ in (6) is also bounded independently of $s$, since $p<1$. Therefore, the claim follows inserting these estimates in equation (13).

### 3.2 Locally supported fluctuations

In this section, motivated by the results in [16, 15], we replace the assumptions (27) and (28) on the diffusion coefficient in (21), (22) by the following bound that takes into account possible local support of the $\left(\psi_{j}\right)_{j \geq 1}$

$$
\begin{equation*}
\left\|\frac{\sum_{j \geq 1}\left|\psi_{j}\right| / \bar{\beta}_{j}}{2 \bar{a}}\right\|_{L^{\infty}(\mathrm{D})} \leq \kappa<1 . \tag{30}
\end{equation*}
$$

Here, we assume that $\left(\bar{\beta}_{j}\right)_{j}$ is a non-increasing sequence in $\ell^{p}(\mathbb{N})$ for some $p \in(0,1)$, with $\bar{\beta}_{j} \leq 1$. Again we assume the invertibility of the nominal operator in (26). Under these assumption it was proved in [16] that the problem is well-posed for every $\boldsymbol{y} \in U$ and that, for any $\eta \in(\kappa, 1)$ there holds

$$
\left|\partial_{\boldsymbol{y}}^{\boldsymbol{\nu}} G(u(\cdot, \boldsymbol{y}))\right| \leq C\|f\|_{H^{-1}(\mathrm{D})}\|G\|_{H^{-1}(\mathrm{D})}\left[\prod_{j \in \mathfrak{u}}\left(\frac{2 \bar{\beta}_{j}}{1-\eta}\right)^{\nu_{j}} \nu_{j}!\right] .
$$

This bound on the derivatives is of product form, and is a consequence of the local support assumption (30) of the representation system $\psi_{j}$. Defining $F(\boldsymbol{y}):=G(u(\cdot, \boldsymbol{y}))$, for $r=\infty$ and any $q \in[1, \infty]$, there holds

$$
\begin{aligned}
\|F\|_{s, \alpha, \gamma, q, \infty} & \leq \sup _{\mathfrak{u} \subseteq\{1: s\}} \gamma_{u}^{-1}\left(\sum_{\nu \subseteq\{1: \alpha\}|u|} \int_{\left[-\frac{1}{2}, \frac{1}{2}\right]^{s}} 2^{\left|\left\{j \in \mathfrak{u}: \nu_{j}=\alpha\right\}\right|}\left|\partial_{\boldsymbol{y}}^{\nu} F(\boldsymbol{y})\right|^{q} \mathrm{~d} \boldsymbol{y}\right)^{1 / q} \\
& \leq C\|f\|_{V^{*}}\|G\|_{V^{*}} \sup _{\mathfrak{u} \subseteq\{1: s\}} \gamma_{u}^{-1}\left(\sum_{\nu \subseteq\{1: \alpha\}\}^{|u|}} \prod_{j \in u} 2^{\delta\left(\nu_{j}, \alpha\right)}\left[\left(\frac{2 \bar{\beta}_{j}}{1-\eta}\right)^{\nu_{j}} \nu_{j}!\right]^{q}\right)^{1 / q} \\
& =C\|f\|_{V^{*}}\|G\|_{V^{*}} \sup _{u \subseteq\{1: s\}} \gamma_{u}^{-1} \prod_{j \in u}\left(\sum_{\nu=1}^{\alpha} 2^{\delta(\nu, \alpha)}\left[\left(\frac{2 \bar{\beta}_{j}}{1-\eta}\right)^{\nu} \nu!\right]^{q}\right)^{1 / q} .
\end{aligned}
$$

We now consider two methods for obtaining upper bounds on these expressions which are adapted to particular integrand classes.

Method 1: (conservative upper bound) Set $q=1$, i.e. $\|F\|_{s, \alpha, \boldsymbol{\gamma}, q, \infty} \leq\|F\|_{s, \alpha, \boldsymbol{\gamma}, 1, \infty}$ and choose product weights

$$
\gamma_{\mathfrak{u}}:=\prod_{j \in \mathfrak{u}} \sum_{\nu=1}^{\alpha} 2^{\delta(\nu, \alpha)}\left(\frac{2 \bar{\beta}_{j}}{1-\eta}\right)^{\nu} \nu!.
$$

Method 2: (sharper bound) the inequality above is valid for all $q \in[1, \infty]$; therefore, we let $q=\infty$ to minimize the weights. Then

$$
\prod_{j \in \mathfrak{u}}\left(\sum_{\nu=1}^{\alpha} 2^{\delta(\nu, \alpha)}\left[\left(\frac{2 \bar{\beta}_{j}}{1-\eta}\right)^{\nu} \nu!\right]^{q}\right)^{1 / q}=\prod_{j \in \mathfrak{u}}\left(\left[\left(\frac{2 \bar{\beta}_{j}}{1-\eta}\right)^{\alpha} \alpha!\right]^{q}+\sum_{\nu=1}^{\alpha}\left[\left(\frac{2 \bar{\beta}_{j}}{1-\eta}\right)^{\nu} \nu!\right]^{q}\right)^{1 / q}
$$

that leads to the definition

$$
\gamma_{\mathfrak{u}}:=\prod_{j \in \mathfrak{u}} \max _{\nu=1, \ldots, \alpha}\left[\left(\frac{2 \bar{\beta}_{j}}{1-\eta}\right)^{\nu} \nu!\right] .
$$

Note that method 2 results in a better constant but the convergence rate of the QMC approximation does not improve. Moreover, both methods above result in product weights, so that we can apply the results from [9]: $J_{s, \lambda, \gamma}$ and $H_{s, \gamma, \infty, \infty}$ are bounded independently of $s$ if and only if

$$
\sum_{|\mathfrak{u}|<\infty} \gamma_{\mathfrak{u}}^{\lambda} C_{\alpha}^{\lambda|\mathfrak{u}|} E_{\alpha, \lambda}^{|\mathfrak{u}|}<\infty \quad \text { and } \quad \sum_{|\mathfrak{u}|<\infty} \gamma_{\mathfrak{u}}(\alpha+1)^{|\mathfrak{u}|} D_{\alpha}^{|\mathfrak{u}|}<\infty .
$$

Since $\lambda \leq 1$, the first condition is stronger than the second. Let $K$ be a generic constant, then we verify both as follows:

$$
\begin{aligned}
\sum_{|\mathfrak{u}|<\infty} \gamma_{\mathfrak{u}}^{\lambda} K^{|\mathfrak{u}|} & =\sum_{|\mathfrak{u}|<\infty} \prod_{j \in \mathfrak{u}} K \max _{\nu=1, \ldots, \alpha}\left[\left(\frac{2 \bar{\beta}_{j}}{1-\eta}\right)^{\nu} \nu!\right]^{\lambda} \\
& \leq \exp \left(K \sum_{j \geq 1} \max _{\nu=1, \ldots, \alpha}\left[\left(\frac{2 \bar{\beta}_{j}}{1-\eta}\right)^{\lambda \nu}(\nu!)^{\lambda}\right]\right) \\
& \leq \exp \left(K \sum_{\nu=1}^{\alpha}\left(\frac{2}{1-\eta}\right)^{\lambda \nu}(\nu!)^{\lambda} \sum_{j \geq 1} \bar{\beta}_{j}^{\lambda \nu}\right)
\end{aligned}
$$

The value $\nu=1$ gives the asymptotically largest summand; hence the decay rate of the QMC error of $\mathcal{O}\left(N^{-1 / \lambda}\right)$ follows provided that $\left(\bar{\beta}_{j}\right)_{j} \in \ell^{\lambda}(\mathbb{N})$, that imposes $\lambda \geq p$. Since we also have the constraint $\lambda>1 / \alpha$ we get the rate $\mathcal{O}\left(N^{-1 / p}\right)$, with constant independent of $s$, using extrapolation of order $\alpha=1+\left\lfloor\frac{1}{p}\right\rfloor$. Observe that, conversely to Proposition 3.3, we do not require $p<\frac{1}{2}$ in this case.

### 3.3 Galerkin discretization

We consider a bounded polygon $\mathrm{D} \subset \mathbb{R}^{d}, d=2$ with corners $\xi_{1}, \ldots, \xi_{J}$ and define $\omega \in \mathbb{R}$ satisfying $\omega<\frac{\pi}{\max _{i} \theta_{i}}$ where $\theta_{i}$ is the interior angle of D corresponding to $\xi_{i}$. Moreover, given the weight function

$$
r_{\mathrm{D}}(x):=\prod_{j=1}^{J}\left|x-\xi_{j}\right|
$$

and $k \in \mathbb{N}_{0}$, we can define the Kondrat'ev spaces $\mathcal{K}_{\omega}^{k}(\mathrm{D}) \subset H_{l o c}^{k}(\mathrm{D})$ via the norm

$$
\begin{equation*}
\|v\|_{\mathcal{K}_{\omega}^{k}(\mathrm{D})}:=\sum_{|\alpha|=0}^{k}\left\|\left|\partial^{\alpha} v\right| r_{\mathrm{D}}^{|\alpha|-\omega}\right\|_{L^{2}(\mathrm{D})} \tag{31}
\end{equation*}
$$

and the space $\mathcal{W}^{k, \infty}(\mathrm{D})$ with the norm

$$
\|v\|_{\mathcal{W}^{k, \infty}(\mathrm{D})}:=\sum_{|\alpha|=0}^{k}\left\|\left|\partial^{\alpha} v\right| r_{\mathrm{D}}^{|\alpha|}\right\|_{L^{\infty}(\mathrm{D})}
$$

where we used the multiindex notation for derivatives with respect to $x$. We assume that there are $t, t^{\prime} \in \mathbb{N}$ such that

$$
f \in \mathcal{K}_{\omega-1}^{t-1}(\mathrm{D}), G \in \mathcal{K}_{\omega-1}^{t^{\prime}-1}(\mathrm{D}), \sup _{\boldsymbol{y} \in U}\|a(\cdot, \boldsymbol{y})\|_{\mathcal{W}^{t, \infty}(\mathrm{D})}<\infty .
$$

By the regularity theory in [2, Theorem 4.4], the solution of (21) satisfies

$$
\begin{equation*}
\sup _{\boldsymbol{y} \in U}\|u(\cdot, \boldsymbol{y})\|_{\mathcal{K}_{\omega+1}^{t+1}(\mathrm{D})} \leq C\|f\|_{\mathcal{K}_{\omega-1}^{t-1}(\mathrm{D})} \tag{32}
\end{equation*}
$$

as there holds the full regularity shift of the elliptic operator, uniformly in the parameter $\boldsymbol{y} \in U$. In what follows, we will write $V_{ \pm}^{t}:=\mathcal{K}_{\omega \pm 1}^{t \pm 1}(\mathrm{D})$ and $V^{t}:=\mathcal{K}_{\omega}^{t}(\mathrm{D})$. We define a sequence of nested, conforming, finite-dimensional FEM spaces $\left\{V_{M}\right\}_{M}, \operatorname{dim}\left(V_{M}\right)=M, V_{M} \subset V$. Then we consider the discrete formulation of the PDE as, find $u_{M}(\cdot, \boldsymbol{y}) \in V_{M}$ such that

$$
\begin{equation*}
\mathfrak{a}_{\boldsymbol{y}}\left(u_{M}(\cdot, \boldsymbol{y}), v\right)=\langle f, v\rangle_{V}, \quad \forall v \in V_{M} . \tag{33}
\end{equation*}
$$

This problem is also well posed due to the Lax-Milgram lemma and conformity of the FEM spaces, and there holds the uniform stability estimate

$$
\sup _{M \in \mathbb{N}} \sup _{\boldsymbol{y} \in U}\left\|u_{M}(\cdot, \boldsymbol{y})\right\|_{V} \leq \frac{\|f\|_{V^{*}}}{a_{\min }}
$$

Moreover, for a constant $C>0$ independent of $M$, there holds quasi-optimality

$$
\begin{equation*}
\sup _{\boldsymbol{y} \in U}\left\|u(\cdot, \boldsymbol{y})-u_{M}(\cdot, \boldsymbol{y})\right\|_{V} \leq C \inf _{v_{M} \in V_{M}}\left\|u(\cdot, \boldsymbol{y})-v_{M}\right\|_{V} \tag{34}
\end{equation*}
$$

It was shown in [3] that suitably graded meshes can give an explicit construction of the spaces $V_{M}$, satisfying the approximation property,

$$
\begin{equation*}
\inf _{v_{M} \in V_{M}}\left\|v-v_{M}\right\|_{V} \leq C M^{-t / d}\|v\|_{V_{+}^{t}} \tag{35}
\end{equation*}
$$

for $d=2$ and a constant $C$ independent of $v$. This is done with piecewise polynomials of degree $t$ in each element.

For the case of a polyhedron $\mathrm{D} \subset \mathbb{R}^{d}$, in space dimension $d=3$ with plane faces, the definition of the solution space $V_{+}^{t}$ is more involved. It considers anisotropic regularity $[4,5,1,22]$. Therefore, there holds the approximation property (35) for $t \geq 2$, provided that the data $f$ belongs to the space $V_{-}^{t}=H^{t-1}(\mathrm{D})[5$, Theorem 8.1], while the case $t=1$ and less regular $f$ was covered in [1, Theorem 4.6]. In both cases, the FE spaces $V_{M}$ must be graded towards the corners as well as towards the edges of the domain.

Combining the estimates (32), (34) and (35) we obtain the following bound for the Galerkin error.

Proposition 3.4. Let $f \in V_{-}^{t}$ and $u$ be the exact solution of (21) for $d=2,3$. Then, there exists a suitably graded mesh such that the corresponding Galerkin solution $u_{M}$ on the space $V_{M}$ satisfies

$$
\begin{equation*}
\sup _{\boldsymbol{y} \in U}\left\|u(\cdot, \boldsymbol{y})-u_{M}(\cdot, \boldsymbol{y})\right\|_{V} \leq C M^{-t / d}\|f\|_{V_{-}^{t}} \tag{36}
\end{equation*}
$$

for all M. Moreover, for $a G \in V_{-}^{t^{\prime}}$, an Aubin-Nitsche duality argument implies that there exists a constant $C>0$ independent of $M$ such that there holds

$$
\begin{equation*}
\sup _{\boldsymbol{y} \in U}\left|G(u(\cdot, \boldsymbol{y}))-G\left(u_{M}(\cdot, \boldsymbol{y})\right)\right| \leq C M^{-\left(t+t^{\prime}\right) / d}\|f\|_{V_{-}^{t}}\|G\|_{V_{-}^{t^{\prime}}} \tag{37}
\end{equation*}
$$

in the family of $F E$ spaces $V_{M}$ of piecewise polynomials of degree $\max \left(t, t^{\prime}\right)$.
Remark 3.5. Corollary 3.2 also holds for Galerkin solutions $u_{M}$ with the same choice of weights. This follows from the fact that the proof of 3.1 only uses the variational formulation of the PDE. Therefore, restricting the test space to the finite dimensional space $V_{M}$ leads to the same upper bound on the derivatives $\partial_{\boldsymbol{y}}^{\boldsymbol{\nu}} u_{M}(\cdot, \boldsymbol{y})$.

### 3.4 Dimension truncation

Since the parameter space is infinite dimensional, the first step in approximating integrals of the goal functional is a truncation of the expansion for the fluctuation. In our setting, a complete theory is already available from $[26,27,14]$. We observe that, the affine-parametric structure (22) allows us to write, for $F(\boldsymbol{y}):=G(u(\cdot, \boldsymbol{y}))$

$$
I_{\infty}(F)=\lim _{s \rightarrow \infty} \int_{\left[-\frac{1}{2}, \frac{1}{2}\right]^{s}} I\left(F\left(\boldsymbol{y}_{s}, 0,0, \ldots\right)\right) \mathrm{d} \boldsymbol{y}_{s}=\lim _{s \rightarrow \infty} I_{s}(F)
$$

with the notation $\boldsymbol{y}_{s}:=\left(y_{1}, \ldots, y_{s}\right)$. We also denote by $u_{s}(\cdot, \boldsymbol{y}):=u\left(\cdot,\left(\boldsymbol{y}_{s}, 0,0, \ldots\right)\right)$ the solution of (21) with truncated expansion of the uncertain coefficient. We recall here the main results of [14, Proposition 3, Theorem 1].
Theorem 3.6. Under assumptions (26) and (27), there exists a constant $C$ such that, for every $f \in V^{*}$, every $\boldsymbol{y} \in U, s \in \mathbb{N}$ there holds

$$
\left\|u(\cdot, \boldsymbol{y})-u_{s}(\cdot, \boldsymbol{y})\right\|_{V} \leq C \frac{\|f\|_{V^{*}}}{a_{\min }} s^{-(1 / p-1)}
$$

Moreover, there exists another constant $\tilde{C}$ such that, if also $G \in V^{*}$, there holds

$$
\left|I_{\infty}(G(u))-I_{s}(G(u))\right| \leq \tilde{C} \frac{\|f\|_{V^{*}}\|G\|_{V^{*}}}{a_{\min }} s^{-(2 / p-1)}
$$

Remark 3.7. For any fixed $s \in \mathbb{N}$, since there holds $\left[-\frac{1}{2}, \frac{1}{2}\right]^{s} \times\{0\}^{\mathbb{N} \backslash\{1: s\}} \subset U$, equation (37) is also valid for the solution $u_{s}(\cdot, \boldsymbol{y})$ of the truncated problem.

### 3.5 Combined QMCFEM error bound

In the following Theorem we summarize the preceding bounds of the QMC quadrature error, Galerkin error and dimension truncation error.

Theorem 3.8. Let $s \in \mathbb{N}$. For $0<t, t^{\prime} \leq \bar{t}$, let $a(\cdot, \boldsymbol{y}) \in \mathcal{W}^{\bar{t}, \infty}(\mathrm{D}), f \in V_{-}^{t}, G \in V_{-}^{t^{\prime}}$ and assume that (26) holds. Let $\boldsymbol{\beta}$ be a non-increasing sequence satisfying (27) and (28) for some $p \in(0,1 / 2)$. Then, there exists an extrapolated polynomial lattice rule of order $\alpha=1+\left\lfloor\frac{1}{p}\right\rfloor$ such that

$$
\left|I_{\infty}(G(u))-Q_{N, s}^{(\alpha)}\left(G\left(u_{M}\right)\right)\right| \leq C\|f\|_{V_{-}^{t}}\|G\|_{V_{-}^{t^{\prime}}}\left(M^{-\left(t+t^{\prime}\right) / d}+N^{-1 / p}+s^{-(2 / p-1)}\right)
$$

for a constant $C>0$ independent of $s, N, M$ and of the data $f, G$.

Proof. We separate the sources of error so that

$$
\begin{aligned}
\left|I_{\infty}(G(u))-Q_{N, s}^{(\alpha)}\left(G\left(u_{M}\right)\right)\right| \leq & \left|I_{\infty}(G(u))-I_{s}(G(u))\right|+\left|I_{s}(G(u))-Q_{N, s}^{(\alpha)}(G(u))\right| \\
& +\left|Q_{N, s}^{(\alpha)}(G(u))-Q_{N, s}^{(\alpha)}\left(G\left(u_{M}\right)\right)\right| .
\end{aligned}
$$

Since (37) holds, we can bound the Galerkin error as follows

$$
\left|Q_{N, s}^{(\alpha)}\left(G\left(u-u_{M}\right)\right)\right| \leq C M^{-\left(t+t^{\prime}\right) / d}\|f\|_{V_{-}^{t}}\|G\|_{V_{-}^{t^{\prime}}}
$$

On the other hand, since $V^{t} \subset V^{*}$ with continuous embedding, we bound the truncation error and the QMC error using Theorem 3.6 and Proposition 3.3 and the claim follows.

Coupling the number of degrees of freedom in the FEM space and the number of QMC samples should be done according to

$$
N^{-1 / p} \sim M^{-\left(t+t^{\prime}\right) / d} \sim s^{-(2 / p-1)}=\mathcal{O}(\varepsilon)
$$

where $\varepsilon$ is a prescribed error tolerance. Therefore, assuming that the QMC points have been precomputed and that the solution of the linear FE system can be done in $\mathcal{O}(M)$ operations using sparse matrices, the computational work of the single level QMCFEM algorithm is

$$
\text { work } \left.=\mathcal{O}\left(\operatorname{work}_{a}+\varepsilon^{-p} \varepsilon^{-d /\left(t+t^{\prime}\right)}\right)\right)
$$

Here work ${ }_{a}$ is the cost for the assembly of all the linear FEM systems. In particular, the affineparametric structure (22) implies that

$$
A\left(\boldsymbol{y}_{n}\right)=\bar{A}+\sum_{j=1}^{s} y_{n, j} \Psi_{j} \quad \forall n \in 0, \ldots, b^{m}-1
$$

where $\bar{A}$ and $\Psi_{j}$ are the stiffness matrices corresponding to $\bar{a}$ and $\psi_{j}$ respectively. The $\Psi_{j}$ are usually sparse and have $\mathcal{O}(M)$ non-zero entries. Moreover, since they have the same sparsity pattern as $\bar{A}$, dependent on the FEM basis, but not on $n$, we get

$$
\begin{equation*}
\text { work }=\mathcal{O}\left(s \varepsilon^{-p-d /\left(t+t^{\prime}\right)}\right)=\mathcal{O}\left(\varepsilon^{-p-p /(2-p)-d /\left(t+t^{\prime}\right)}\right) \tag{38}
\end{equation*}
$$

On the other hand, the main motivation to introduce Richardson extrapolation in [9] was the possibility to extend the fast matrix-vector multiplication in [11] to high order QMC quadrature. This is due to the fact that extrapolated lattice rules are linear combinations of first order polynomial lattice rules, see Section 2.2. As a consequence, the fast QMC matrix vector product can be used to reduce the complexity of the computation of the parametric stiffness matrices $A(\boldsymbol{y})$ corresponding to the PDE coefficient in (22). Using the standard approach, the overall computational cost is $\mathcal{O}\left(M b^{m} s\right)$; however, the computation can be carried out in $\mathcal{O}\left(M m b^{m}\right)$ operations plus at most $\mathcal{O}(M(s-1))$ additions with FFT (see [11, Section 3.2] for more details). On the other hand, this requires to store all the stiffness matrices in $\mathcal{O}\left(M b^{m}\right)$ memory.

If we repeat the same steps for every $m^{\prime}=m-\alpha+1, \ldots, m$ and then we combine the partial results $Q_{b^{m^{\prime}, s}}^{(1)}(F)$, it is immediate to verify that the overall computational cost of the fast matrixvector multiplication for extrapolated lattice rules is $\mathcal{O}(M N \log N)$ plus at most $\mathcal{O}(M(s-1))$ additions - that can be avoided when the generating vector has no repeated component - and $\mathcal{O}(M N)$ memory, with $N=b^{m}+\ldots+b^{m-\alpha+1}$. This is advantageous for $N \ll 2^{s}$, which holds in our setting since $N \sim s^{2-p}$. As a result, we obtain the following work vs error rate that improves (38)

$$
\begin{equation*}
\text { work }=\mathcal{O}\left(\log \left(\varepsilon^{-1}\right) \varepsilon^{-p-d /\left(t+t^{\prime}\right)}\right) \tag{39}
\end{equation*}
$$

## 4 A-posteriori QMC error estimator

It is often required to control the (relative) error of a numerical approximation, aiming at an accuracy up to a predefined tolerance tol $>0$. In the presently considered context of QMC integration using extrapolated polynomial lattice rules, we want to verify that

$$
\frac{\left|I_{s}(F)-Q_{N, s}^{(\alpha)}(F)\right|}{\left|I_{s}(F)\right|} \leq t o l
$$

with reasonable computational effort. We show that it is possible to compute an estimate of the error that is asymptotically exact and we can use this quantity as a valid stopping criterion for the QMC approximation. The key to numerical extrapolation of the QMC approximating sequence $Q_{b^{m}, s}^{(\alpha)}(F)$, for $m \in \mathbb{N}$, is the availability of the asymptotic Euler-McLaurin expansion of the QMC rule. We therefore think of Richardson extrapolation of order $\alpha$ as an application of correction terms to the sequence $\left(Q_{b^{m}, s}^{(1)}\right)_{m \in \mathbb{N}}$, based on previously computed quantities. We collect these corrections in the value $\Delta Q_{b^{m}, s}^{(\alpha)}$, defined by the relation

$$
\begin{equation*}
Q_{b^{m}, s}^{(\alpha)}=Q_{b^{m}, s}^{(1)}+\Delta Q_{b^{m}, s}^{(\alpha)} . \tag{40}
\end{equation*}
$$

In particular, we interpret $\Delta Q_{b^{m}, s}^{(\alpha)}$ as an indicator of how far the originally computed QMC quadrature $Q_{b^{m}, s}^{(1)}$ lies from the exact integral, provided that we have $F \in \mathcal{W}_{s, \alpha, \gamma, q, \infty}$ so that the EulerMcLaurin formula holds. This indicator is evaluated in the extrapolation algorithm with negligible overhead. Let us now proceed to the detailed derivation. We adopt the notation of Section 2.2.

Fix a natural prime number $b \geq 2$. Let furthermore $P_{m}:=P(\boldsymbol{q}, p)$ be a polynomial lattice point set with $\operatorname{deg}(p)=m$ and $\boldsymbol{q}$ constructed with the CBC algorithm of Section 2.3, and denote by $Q_{b^{m}, s}^{(1)}$ the corresponding QMC rule, obtained by shifting the points $\boldsymbol{y}_{n}=\boldsymbol{x}_{n}-\frac{1}{2}$ to the hypercube $[-1 / 2,1 / 2]^{s}$. In the following theorem, the term on the right hand side of (41) is (up to the remainder term $\mathcal{O}(\cdot))$ a computable expression for $\Delta Q_{b^{m}, s}^{(2)}$.

Theorem 4.1. Let an integration dimension $s \in \mathbb{N}$ be given, and also $\alpha \geq 2,1 \leq q \leq \infty, \gamma=\left(\gamma_{\mathfrak{u}}\right)_{\mathfrak{u}}$ be a set of positive product weights $\gamma_{\mathfrak{u}}=\prod_{j \in \mathfrak{u}} \gamma_{j}$, with $\left(\gamma_{j}\right)_{j \in \mathbb{N}} \in \ell^{p}(\mathbb{N})$ for all $p>1 / 2$, and let $F \in \mathcal{W}_{s, \alpha, \gamma, q, \infty}$. Then, there holds for all fixed $n \in \mathbb{N}$ and for all $\varepsilon>0$

$$
\begin{equation*}
I_{s}(F)-Q_{b^{m}, s}^{(1)}(F)=\frac{1}{b^{n}-1}\left(Q_{b^{m}, s}^{(1)}(F)-Q_{b^{m-n}, s}^{(1)}(F)\right)+\mathcal{O}\left(b^{n-2 m+\varepsilon}\right) \text { as } m \rightarrow \infty \tag{41}
\end{equation*}
$$

with constant in the $\mathcal{O}(\cdot)$ notation independent of $s$. Furthermore, for weights in SPOD form (11) with $c_{1} \in \mathbb{N}_{0}, c_{2} \in \mathbb{N}$, there holds the same estimate if we assume $\left(\beta_{j}\right)_{j \in \mathbb{N}} \in \ell^{p}(\mathbb{N})$ for some $0<p<1 /\left(1+c_{2}\right)$.

Proof. For any $F \in \mathcal{W}_{s, \alpha, \boldsymbol{\gamma}, q, \infty}$ there holds the Euler-Mclaurin formula for regular $s$-dimensional grids [9, Equation 3.1] which gives the following asymptotic expansion for the QMC integral

$$
\begin{equation*}
Q_{b^{m}, s}^{(1)}(F)=I_{s}(F)+\sum_{\substack{\boldsymbol{k} \in P_{m}^{\perp} \backslash\{\mathbf{0}\} \\ \exists j: b^{m} \nmid k_{j}}} \hat{F}(\boldsymbol{k})+\sum_{\tau=1}^{\alpha-1} \frac{\sigma_{\tau}(F)}{b^{\tau m}}+R_{s, \alpha, b^{m}} \tag{42}
\end{equation*}
$$

where the coefficients $\sigma_{\tau}(F)$ are defined in [9, Theorem 3.4]. Here, $P_{m}^{\perp}$ is the dual lattice of $P_{m}[9$, Definition 2.6] and there holds $R_{s, \alpha, b^{m}}=\mathcal{O}\left(b^{-m \alpha}\right)$. Moreover, in [9, Theorem 3.6] it was shown
that, for product weights, a suitable CBC constructed generating vector $\boldsymbol{q}$ satisfies for all $\lambda>1 / \alpha$

$$
\sum_{\substack{\boldsymbol{k} \in P^{\perp} \backslash\{\mathbf{m}\} \\ \exists j: b^{m} \nmid k_{j}}}|\hat{F}(\boldsymbol{k})| \leq \frac{1}{\left(b^{m}-1\right)^{1 / \lambda}}\|F\|_{s, \alpha, \boldsymbol{\gamma}, q, \infty}\left[\prod_{j=1}^{s}\left(1+\gamma_{j}^{\lambda} C_{\alpha}^{\lambda} E_{\alpha, \lambda}\right)\right]^{1 / \lambda} .
$$

If $\left(\gamma_{j}\right)_{j \in \mathbb{N}} \in \ell^{p}(\mathbb{N}) \forall p>1 / 2$, then the right-hand side decays at least with rate $\mathcal{O}\left(b^{-m(2-\varepsilon)}\right)$ for all $\varepsilon>0$, with constant independent of $s$. The same decay property is satisfied for SPOD weights, with the constraint $\left(\beta_{j}\right)_{j \in \mathbb{N}} \in \ell^{p}(\mathbb{N})$ for some $p<\frac{1}{1+c_{2}} \leq \frac{1}{2}$ (see Theorem 2.5). Therefore, if we collect the higher order terms

$$
\delta_{m}:=R_{s, \alpha, b^{m}}+\sum_{\substack{\boldsymbol{k} \in P_{\begin{subarray}{c}{\perp \backslash\{\mathbf{0}\} \\
\exists j: b^{m} \nmid k_{j}} }}^{\perp}}\end{subarray}} \hat{F}(\boldsymbol{k})+\sum_{\tau=2}^{\alpha-1} \frac{\sigma_{\tau}(F)}{b^{\tau m}}
$$

we get that $\delta_{m}=\mathcal{O}\left(b^{-2 m+\varepsilon}\right)$ for any $\varepsilon>0$. Applying the Euler-Mclaurin formula (42) for distinct values $m, m^{\prime} \in \mathbb{N}$ with $m=m^{\prime}+n$, we have

$$
Q_{b^{m}, s}^{(1)}(F)-Q_{b^{m^{\prime}, s}}^{(1)}(F)=\sigma_{1}(F)\left(b^{-m}-b^{-m^{\prime}}\right)-\delta_{m^{\prime}}+\delta_{m}
$$

which yields

$$
\sigma_{1}(F)=\frac{b^{m}}{1-b^{n}}\left(Q_{b^{m}, s}^{(1)}(F)-Q_{b^{m-n}, s}^{(1)}(F)\right)+\mathcal{O}\left(b^{n-m+\varepsilon}\right)
$$

Thus, defining $\tilde{\sigma}_{1}(F):=\frac{b^{m}}{1-b^{n}}\left(Q_{b^{m}, s}^{(1)}(F)-Q_{b^{m-n}, s}^{(1)}(F)\right)$, we get from (42) that

$$
\begin{aligned}
I_{s}(F)-Q_{b^{m}, s}^{(1)}(F) & =-\frac{\tilde{\sigma}_{1}(F)+\mathcal{O}\left(b^{n-m+\varepsilon}\right)}{b^{m}}-\delta_{m} \\
& =\frac{1}{b^{n}-1}\left(Q_{b^{m}, s}^{(1)}(F)-Q_{b^{m-n}, s}^{(1)}(F)\right)+\mathcal{O}\left(b^{n-2 m+\varepsilon}\right)
\end{aligned}
$$

and the proof is complete.
In a similar fashion, we can approximate the relative error: if the exact integral is unknown, we can compare the absolute error with the approximate integral $Q_{b^{m}, s}^{(1)}(F)$; then we obtain, for the choice $n=1$

$$
\begin{align*}
\frac{\left|I_{s}(F)-Q_{b^{m}, s}^{(1)}(F)\right|}{\left|I_{s}(F)\right|} & =\frac{1}{b-1} \frac{\left|Q_{b^{m}, s}^{(1)}(F)-Q_{b^{m-1}, s}^{(1)}(F)\right|}{\left|Q_{b^{m}, s}^{(1)}(F)\right|+\mathcal{O}\left(b^{-m}\right)}+\mathcal{O}\left(b^{1-2 m+\varepsilon}\right) \\
& \approx \frac{1}{b-1} \frac{\left|Q_{b^{m}, s}^{(1)}(F)-Q_{b^{m-1}, s}^{(1)}(F)\right|}{\left|Q_{b^{m}, s}^{(1)}(F)\right|} \tag{43}
\end{align*}
$$

which is an a-posteriori QMC error estimator, asymptotically exact for $m \rightarrow \infty$. Furthermore, if $\left|Q_{b^{m}, s}^{(1)}(F)\right| \neq 0$ then the approximation above is accurate up to $\mathcal{O}\left(b^{-2 m+\varepsilon}\right)$.

A straightforward application of Theorem 4.1 implies the following result.

Corollary 4.2. Under the assumptions of Theorem 4.1, for the computable QMC quadrature error estimator $\Delta Q_{b^{m}, s}^{(1)}=Q_{b^{m}, s}^{(1)}(F)-Q_{b^{m-1}, s}^{(1)}(F)$, there holds asymptotic exactness, ie.

$$
\begin{equation*}
\frac{\left|\Delta Q_{b^{m}, s}^{(1)}(F)\right|}{\left|I_{s}(F)-Q_{b^{m}, s}^{(1)}(F)\right|} \rightarrow 1 \quad \text { as } m \rightarrow \infty \tag{44}
\end{equation*}
$$

Remark 4.3. If we assume that $\alpha \geq 3$ and we employ $\alpha$ different values $m, \ldots, m-\alpha+1$, we can analogously approximate the quantities $\sigma_{1}, \ldots, \sigma_{\alpha-1}$, by solving a linear system with $\alpha$ variables up to higher order terms. For the numerical extrapolation process, however, the knowledge of the numerical values of $\sigma_{1}, \ldots, \sigma_{\alpha-1}$ is not required.

The above approach can be extended to $Q_{b^{m}, s}^{(\tau)}$ for $\tau=1,2, \ldots, \alpha-1$, since $Q_{b^{m}, s}^{(\tau)}$ also satisfies an expansion of the form (42), i.e.

$$
Q_{b^{m}, s}^{(\tau)}(F)=I_{s}(F)+\sum_{\kappa=\tau}^{\alpha-1} \frac{\sigma_{\tau, \kappa}(F)}{b^{\kappa m}}+\delta_{\tau, m}
$$

where $\delta_{\tau, m}$ decays with order $b^{-m / p+\varepsilon}$ independent of the dimension. See (9) for the case $\tau=2$. Hence we have

$$
\begin{equation*}
I_{s}(F)-Q_{b^{m}, s}^{(\tau)}(F)=\frac{1}{b^{\tau n}-1}\left(Q_{b^{m}, s}^{(\tau)}(F)-Q_{b^{m-n}, s}^{(\tau)}(F)\right)+\mathcal{O}\left(b^{\tau n-m / p+\varepsilon}\right) \text { as } m \rightarrow \infty \tag{45}
\end{equation*}
$$

In the same way, we can also extend Corollary 4.2 to obtain for any $\tau=1,2, \ldots, \alpha-1$ that

$$
\frac{\left(b^{\tau}-1\right)^{-1}\left|Q_{b^{m}, s}^{(\tau)}(F)-Q_{b^{m-1}, s}^{(\tau)}(F)\right|}{\left|I_{s}(F)-Q_{b^{m}, s}^{(\tau)}(F)\right|} \rightarrow 1, \quad \text { as } m \rightarrow \infty
$$

Notice that in a general setting for integrands with smoothness $\alpha$, this only works for $\tau=$ $1,2, \ldots, \alpha-1$, since the sum $\sum_{\tau=1}^{\alpha-1} \sigma_{\tau}(F) b^{-\tau m}$ is restricted by the smoothness of $F$, i.e. $\sigma_{\alpha}(F)$ is in general not defined anymore. However, in the context of PDEs with random coefficients, it is known that the integrands are actually infinitely times differentiable, the limiting factor in this context is the dependence on the dimension. Hence, the formula (42) also holds with the sum extended to $\sum_{\tau=1}^{\alpha} \sigma_{\tau}(F) b^{-\tau m}$. Hence in this special situation, (45) also holds for $\tau=\alpha$.

## 5 Numerical experiments

In this section we present some numerical examples to illustrate applications of extrapolated polynomial lattice rules. In all experiments which we report here, we employ QMC lattice rules constructed with base $b=2$.

### 5.1 Fast CBC construction

As a first example, we measure the computational cost of the fast CBC algorithm to compute the generating vector of the polynomial lattice rule, for the presently considered choice of SPOD weights. We are in particular interested in the verification of the cost of the CBC construction in (20) using FFT with respect to the integration dimension $s$. The computations were performed with MATLAB 2018a on the ETH Euler cluster ${ }^{1}$, enforcing single thread computations by activating the option -singleCompThread.

We observe the asymptotic rate of $\mathcal{O}\left(s^{2}\right)$ for every fixed $m$, that confirms our analysis.
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Figure 1:
Fast CBC construction: runtimes in seconds, versus number of dimensions, for $\alpha=2, \mathrm{SPOD}$ weights with $c_{1}=0, c_{2}=$ $1, c_{3}=1$ and $\beta_{j}=0.2 j^{-2}$ for the choices $m=4,8,12,16$ marked by circle, cross, square and down-triangle, respectively.

### 5.2 Explicit parametric integrand

We perform numerical integration of the following explicit, non-separable (thereby mandating SPOD weights to characterize its regularity for QMC integration) parametric integrand function over $U=[-1 / 2,1 / 2]^{s}$ for a range of integration dimensions $s$

$$
\begin{equation*}
F(\boldsymbol{y}):=\left(1+\sigma \sum_{j=1}^{s} j^{-\eta} y_{j}\right)^{-1} \tag{46}
\end{equation*}
$$

for a parameter $\eta>1$ and a constant $\sigma>0$, that can be chosen so that the function is bounded uniformly in $\boldsymbol{y}$. In particular, we have the constraint $\sigma<2 / \zeta(\eta)$ with $\zeta$ denoting the Riemann zeta function. From [18, Section 4.1.1] we know

$$
\left|\partial_{\boldsymbol{y}}^{\boldsymbol{\nu}} F(\boldsymbol{y})\right| \leq \sup _{\boldsymbol{y} \in U}|F(\boldsymbol{y}) \| \boldsymbol{\nu}|!\boldsymbol{\beta}^{\boldsymbol{\nu}} \quad \text { with } \quad \beta_{j}=\sup _{\boldsymbol{y} \in U}|F(\boldsymbol{y})| \sigma j^{-\eta}
$$

Therefore, the parametric integrand function $F$ defined in (46) belongs to the weighted, unanchored Sobolev space $\mathcal{W}_{s, \alpha, \gamma, 1, \infty}$ with SPOD weights

$$
\begin{equation*}
\gamma_{\mathfrak{u}}:=\sum_{\boldsymbol{\nu} \subseteq\{1: \alpha\}^{|\mathfrak{u}|}}|\boldsymbol{\nu}|!\prod_{j \in \mathfrak{u}} 2^{\delta\left(\nu_{j}, \alpha\right)} \beta_{j}^{\nu_{j}} . \tag{47}
\end{equation*}
$$

We have $\left(\beta_{j}^{\nu_{j}}\right) \in \ell^{p}(\mathbb{N})$ for $p>1 / \eta$. The reference value for the exact integral $I_{s}(F)$ was computed by adaptive Smolyak with tolerance $t o l=10^{-14}[18$, Table 9.2$]$, for the case $\eta=2$, and by $2^{20}$ points of an interlaced polynomial lattice of order 2 , for $\eta=3$. In the same work it was also shown that there is an advantage by setting the multiplicative constant in $\beta_{j}$ below the value suggested by the theory. In our case we choose $\beta_{j}=0.2 j^{-\eta}$.

In Figure 2, we observe that the error decay reaches $\mathcal{O}\left(N^{-2.07}\right)$ for $\sigma=0.1$ and reduces slightly as $\sigma$ gets larger, for the choice $\eta=3$. In Figure 3 we set $\eta=2$, so that we do not have a theoretical convergence of $\mathcal{O}\left(N^{-2+\varepsilon}\right)$ for any $\varepsilon>0$; however, an analogous rate is still obtained for sufficiently small values of $\sigma$, showing robustness of extrapolation for $\alpha=2$.


Figure 2:
Relative integration error versus number of QMC points. Extrapolated lattice rules with SPOD weights determined by the sequence $0.2 j^{-\eta}, \eta=3, \alpha=2$, $s=16$. The choices $\sigma=0.1,0.2,0.5,1$ are marked by circle, cross, square and down-triangle, respectively.

Figure 3:
Relative integration error versus number of QMC points. Extrapolated lattice rules with SPOD weights determined by the sequence $0.2 j^{-\eta}, \eta=\alpha=2$, $s=16$. The choices $\sigma=0.1,0.2,0.5,1$ are marked by circle, cross, square and down-triangle, respectively.

### 5.3 A-posteriori QMC Quadrature Error Estimation

We illustrate the efficiency of the a-posteriori computable QMC integration error estimator of Section 4 with an example for the same integrand (46), considering various choices of QMC weights.

We observe in Figure 4 that the ratio (44) converges to 1 for $\eta>2$, which is the sufficient condition for the existence of the first term of the Euler-McLaurin expansion. Furthermore, for $\eta=1.9$, the estimator is still a good upper bound for the error, while as the summability decreases the estimator becomes less reliable. An analogous experiment employing the estimator $\Delta Q_{b^{m}, s}^{(\alpha)}$ for $\alpha=3$ and the same summability is displayed in Figure 5. Here, we cannot expect to catch the coefficient $\sigma_{2}$ in the estimator because $\eta \leq 3$; however, the ratio converges faster to 1 in the case $\eta=2.5$.

Finally, the dimension independent convergence of the a-posteriori estimator to the QMC error is shown in Figure 6.

## Figure 4:




Figure 5:
QMC efficiency index (i.e., Ratio beween the QMC a-posteriori integration error estimator and actual integration error), versus number of QMC points, for the choices $\eta=1.5,1.9,2.1,2.5$ marked by circle, cross, square and down-triangle respectively. Here, $\alpha=3, \sigma=1$, $s=16$, SPOD weights generated by the sequence $0.2 j^{-\eta}$.

### 5.4 Fast Matrix-vector multiplication

We compare the run times of the standard matrix-vector multiplication with the fast algorithm proposed in [11]. This algorithm is based on FFT, as explained in Section 3.5. All timings are performed in MATLAB R2019a, on an $\operatorname{Intel}(\mathrm{R})$ Core(TM) i7-7700T CPU @2.90GHz using the timeit tool. Since we need to compute $\alpha$ terms of a sequence to perform extrapolation, in each measurement we sum the runtimes corresponding to all $\alpha$ terms involved; here, we set $\alpha=2$. On the interval $\mathrm{D}=(0,1)$ we define the functions

$$
\begin{equation*}
\psi_{j}(x)=\frac{\sin (j \pi x)}{j^{\eta}}, \quad j=1,2, \ldots \tag{48}
\end{equation*}
$$

with $\eta=2.1$. Thus, the summability exponent of the sequence $\left(b_{j}\right)_{j \geq 1}$ satisfies $p<1 / 2$ and we expect a dimension-independent convergence rate, based on Theorem 3.8, with first order, conforming FEM $\left(d=t=t^{\prime}=1\right)$ in D being arbitrarily close to $\mathcal{O}\left(N^{-2}+M^{-2}+s^{-3}\right)$. Equilibrating

Figure 6 :


QMC efficiency index (i.e., Ratio beween the QMC a-posteriori integration error estimator and actual integration error), versus number of QMC points, for the choices $s=16,32,64,128$ marked by circle, cross, square and down-triangle respectively. Here, $\alpha=2, \sigma=1, \eta=$ 2.5 , SPOD weights generated by the sequence $0.2 j^{-\eta}$. Reference values in high dimension are computed with $2^{20}$ IPL points with interlacing factor 2 .
the (upper bounds on the) error contributions, we arrive at the choice $N \sim M \sim s^{3 / 2}$. On the other hand, if $d=2$ or if we are interested in the FEM error measured in the $H^{1}(\mathrm{D})$ norm instead of the QoI, we have $\mathcal{O}\left(N^{-2}+M^{-1}+s^{-3}\right)$, which in turn implies $N \sim M^{2} \sim s^{3 / 2}$.

|  | Times (sec) |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  | $M=N, s=\left\lceil N^{2 / 3}\right\rceil$ |  |  |  |  |  |  | $M=\left\lceil N^{3 / 2}\right\rceil, s=\left\lceil N^{2 / 3}\right\rceil$ |  | $M=N^{2}, s=\left\lceil N^{2 / 3}\right\rceil$ |  |
| $N$ | Slow | Fast | Slow | Fast | Slow | Fast |  |  |  |  |  |
| 48 | 0.0009 | 0.0014 | 0.0012 | 0.0021 | 0.0015 | 0.0057 |  |  |  |  |  |
| 96 | 0.0013 | 0.0016 | 0.0020 | 0.0052 | 0.0053 | 0.0371 |  |  |  |  |  |
| 192 | 0.0022 | 0.0046 | 0.0047 | 0.0412 | 0.3618 | 0.6595 |  |  |  |  |  |
| 384 | 0.0060 | 0.0111 | 0.1009 | 0.2000 |  | 5.3307 |  |  |  |  |  |
| 768 | 0.0134 | 0.0349 | 1.8550 | 1.2186 |  |  |  |  |  |  |  |
| 1536 | 0.0573 | 0.1484 | 18.6773 | 6.5630 |  |  |  |  |  |  |  |
| 3072 | 1.8559 | 0.8218 |  |  |  |  |  |  |  |  |  |
| 6144 | 17.9490 | 2.6575 |  |  |  |  |  |  |  |  |  |
| 12288 | 118.2711 | 14.5797 |  |  |  |  |  |  |  |  |  |

Table 1: Runtimes, in seconds, of the slow and fast matrix-vector multiplication for three sets of choices for $N, M, s$.
The results in Table 1 show a benefit of the fast MV algorithm for large values of the parameter dimension $s$ and of $N$ when $M=N$ or $M \sim N^{3 / 2}$. On the other hand, the memory demand increases as $\mathcal{O}\left(N^{3}\right)$ for the fast algorithm when $M=N^{2}$. This limits the range of $N$ in the numerical experiments, for this choice of $M$. Moreover, compared to the numerical experiments in [11], we require stronger summability to achieve higher order convergence rates, which results into lower dimensionality of the problem and then smaller benefits of the fast algorithm.

### 5.5 Elliptic parametric PDE

We consider QMC-FE forward UQ for the model, linear, affine-parametric elliptic PDE (21) on the convex physical domain $\mathrm{D}=(0,1)^{2}$ with deterministic source $f \equiv 1, \mathrm{QoI} G(u):=\int_{\mathrm{D}} u$ and with affine-parametric diffusion coefficient

$$
a(x, \boldsymbol{y})=1+\sum_{j=1}^{s} y_{j} \psi_{j}(x), \quad x \in \mathrm{D} .
$$

Here $\psi_{j}(x):=\psi_{\boldsymbol{k}}(x)=\frac{1}{\left(k_{1}^{2}+k_{2}^{2}\right)^{\eta}} \sin \left(k_{1} \pi x_{1}\right) \sin \left(k_{2} \pi x_{2}\right)$ and the ordering is defined by $\boldsymbol{k}<\overline{\boldsymbol{k}}$ when $k_{1}^{2}+k_{2}^{2}<\bar{k}_{1}^{2}+\bar{k}_{2}^{2}$ and is arbitrary when equality holds. We prescribe the asymptotic decay

$$
\left\|\psi_{j}\right\|_{L^{\infty}(\mathrm{D})} \sim j^{-\eta}
$$

Due to the smoothness of $f$ and of the parametric coefficient, i.e. $a(\cdot, \boldsymbol{y}) \in W^{1, \infty}(\mathrm{D})$ for all $\boldsymbol{y}$ which is implied by the preceding assumptions, the convexity of the physical domain D implies $u(\cdot, \boldsymbol{y}) \in H^{2}(\mathrm{D})$. This, in turn, ensures first order convergence in $H^{1}(\mathrm{D})$ of the P1-FEM on shape-regular, quasiuniform partitions of D into triangles.


Figure 7:
Relative error versus number of QMC points. Extrapolated lattice rules with SPOD weights determined by the sequence $0.2 j^{-\eta}, \eta=\alpha=2, s=16$ and $M \sim N^{2}$ for all $N$. The reference value was computed using $2^{12}$ IPL points with interlacing factor 2 .

The resulting convergence of the QMCFEM algorithm is displayed in Figure 7, that confirms the accurate order of $\mathcal{O}\left(N^{-2}\right)$.

## 6 Conclusion

We extended the error analysis for extrapolated polynomial lattice rules from [9] to classes of integrand functions with so-called SPOD QMC weights. Such classes typically arise in the computational uncertainty quantification for partial differential equations with distributed uncertain input data which is parametrized in terms of a representation system with globally supported (in the physical domain D ) elements (we remark that the setting for integrand functions with product weights which was considered in [9] does accomodate inputs given in terms of locally supported representation systems. See, e.g., [16, 23].

We considered only the mathematical analysis of so-called single-level QMC FEM. It is, however, possible to obtain significant gains in error vs. work by combining the presently considered
extrapolation methods with a multi-level discretization in physical space. We refer to $[27,12,8]$ and to the references there.

The analysis of QMC integration with higher-order, extrapolated polynomial lattice rules in the present paper extends the work [9] to SPOD weights. Under the provision of sufficient summability of higher derivatives of the parametric integrand functions $F(\boldsymbol{y})$, we proved that there exist Richardson-extrapolated QMC integration schemes which afford, with $N$ QMC integration points, convergence rate $O\left(N^{-\alpha}\right)$ for any $\alpha \in \mathbb{N}$. In numerical experiments, however, we find the extrapolation formulas resulting from our analysis to be feasible only for moderate values of $\alpha=2,3,4$. Considerably higher orders of integration are, in our view, theoretically justified, but are practically not feasible due to several reasons: first, large values of $\alpha$ require rather strong summability of the partial derivatives of the integrand function $F$ as expressed in terms of the norm (5). This, in turn, implies that integrands in the class have low effective integration dimension (although formally depending on infinitely many co-ordinates $y_{j} \in \boldsymbol{y}$ ).

The presently developed Richardson extrapolated lattice rules afford convergence rates greater than 1 (under the provision of sufficient integrand sparsity, as quantified by the weighted function spaces (5)) without the curse of dimensionality and accomodate, due to the structure of their generating vectors, so-called fast matrix-vector multiplication developed for first order QMC methods in [11] for the efficient numerical evaluation of parametric solutions of the discretized PDEs at lattice point parameter inputs. QMC quadratures based on so-called interlaced polynomial lattice rules (IPLs) also afford higher order convergence rates without incurring the curse of dimensionality $[10,8]$. However, the digit interlacing at the root of their construction precludes the Fast MV multiplication. The presently proposed, extrapolated lattice rules are, therefore, the first approach which allows to combine higher order convergence of the QMC integration with the computational advantages of the Fast MV multiplication.

In addition, we showed that the Richardson expansion of the QMC quadrature error can be leveraged to afford an asymptotically exact, computable estimate of the QMC quadrature error.

The analysis of extrapolated polynomial lattice rules in the present paper was developed only for forward uncertainty quantification for model, affine-parametric, linear elliptic boundary value problems, and for single-level Galerkin FEM discretizations of these. Natural extensions of the presently proposed analysis include multi-level QMC-FEM for such problems (e.g. [12, 15, 21]), Bayesian inverse problems (e.g. [8]), and non-affine parametric dependence of the forward PDEs on the parameters (e.g. [13]).
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