
Reconstruction of a small acoustic inclusion

via Time-dependent Polarization Tensors

L. Baldassari and A. Scapin

Research Report No. 2020-18
March 2020

Seminar für Angewandte Mathematik
Eidgenössische Technische Hochschule

CH-8092 Zürich
Switzerland

____________________________________________________________________________________________________

Funding SNF: 200021-172483



Reconstruction of a small acoustic inclusion

via Time-dependent Polarization Tensors∗
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This paper aims at introducing the concept of time-dependent polarization
tensors (TDPTs) for the wave equation associated to a diametrically small
acoustic inclusion, with constitutive parameters different from those of the
background and size smaller than the operating wavelength. Firstly, the solu-
tion to the Helmholtz equation is considered, and a rigorous systematic deriva-
tion of a complete asymptotic expansion of the scattered field due to the pres-
ence of the inclusion is presented. Then, by applying the Fourier transform,
the corresponding time-domain expansion is readily obtained after truncating
the high frequencies. The new concept of TDPTs is shown to be promising
for performing imaging. In particular, the optimization approach proposed in
[9] is extended to TDPTs. Numerical simulations are driven, showing that
the TDPTs reconstructed from noisy measurements allow to image fine shape
details of the inclusion.
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1. Introduction

Experimental data suggest that bats use temporal information for most, if not all, percep-
tual tasks. The bat perceives the phase of the sounds, which cover the 25- to 100-kilohertz
frequency range, as these are represented in the auditory system after peripheral trans-
formation. The acoustic image of a sonar target is apparently derived from time-domain
or periodicity information processing by the nervous system [29, 30]. It appears natural
then to extend the shape reconstruction and classification methods proposed in [9, 4, 17]
to the time-domain.

∗This work was supported by the SNF grant 200021-172483.



Ammari et al. in [9] introduced the concept of frequency-dependent polarization tensors
(FDPTs) for a small inclusion. These tensors encode relevant information on the inclusion
and appear naturally when we describe the perturbation of echoes emitted by animals such
bats and dolphins [29, 30]. The extraction of the high-order FDPTs can be achieved from
multi-static response (MSR) measurements [9, 4].

In this paper we deal with the problem of reconstructing a small acoustic inclusion by using
the new concept of time-dependent polarization tensors (TDPTs) for the wave equation.
The TDPTs can be interpreted as an extension of the concept of the FDPTs to the time-
domain.

Our aim in this paper is to model the problem of a static bat which is sending a wave and
recording the scattering echoes due to the presence of an acoustic inclusion. This problem
has to be evaluated in the frequency-domain first. Based on the layer potential techniques
in [3], we derive an asymptotic expansion for the scattered field in terms of the FDPTs.
Such asymptotic expansion is based on careful and precise estimates of the remainders with
respect to the frequency. In particular, in the two-dimensional case, thorough estimates
are needed due to the logarithmic singular behavior of the Hankel function at the origin
[1, 26, 27, 31]. We require the inclusion to be small compared to the wavelength. In such a
situation it is possible to expand the solution of the wave equation around the background
solution [11]. Recall that high frequencies correspond exactly to small wavelengths. The
idea is then to truncate the high frequencies, as in [10, 21]. This corresponds to the case
of a constant frequency (CF) bat, which cannot hear all the frequencies outside a certain
range of finite values [29]. By applying the truncated Fourier transform to the frequency-
dependent asymptotic expansion, we switch to the time-domain. The TDPTs are defined
as the building blocks of the corresponding time-dependent asymptotic expansion. Note
that the leading-order term in this asymptotic formula has been derived by Ammari et al.
[10, 21] for the three-dimensional case.

This paper is organized as follows. In Section 2, we recall the definitions of the boundary
layer potentials in dimension d = 2, 3, and state some basic results that are used through-
out the paper. In Section 3, we describe the mathematical model concerning the Helmholtz
equation, which we rewrite as a transmission problem, providing a representation formula
for the solution. In Section 4, 5 and 6 we perform the derivation of asymptotic expansions
in dimension d = 2. In particular, Section 4 is devoted to the proof of a stability estimate
for the two-dimensional transmission problem, which is used in Section 5 to estimate the
remainder of the expansion obtained in the frequency-domain, in terms of the operating
frequency ω. In Section 6, an expansion for the two-dimensional transient wave equation is
presented. This asymptotic formula in time-domain is written in terms of the new concept
of time-dependent polarization tensors (TDPTs). In Section 7, we show that high-order
TDPTs allow to reconstruct both the volume and the material property of a small inclu-
sion. It is worth mentioning that, in our framework, these information can be separated
and retrieved without using a near-field expansion [10, 21]. Furthermore, we adapt a
well-known procedure for reconstructing fine shape details of the inclusion by using the
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TDPTs. This algorithm consists of a recursive optimization of a functional based on its
shape derivative [6, 7, 9].

In Section 8, we perform numerical experiments in the two-dimensional case to validate the
usage of the TDPTs. The reconstruction procedures of Section 7 are tested for different
inclusions and acquisition settings, and the results are reported. In particular, we observe
that the optimization algorithm performs well in recovering the boundary of the inclusion
even with moderate level of noise.

The results analogous to that of Sections 4, 5 and 6 are presented for the three-dimensional
case in Appendix A.

2. Preliminary results

Before introducing our problem we recall some basic facts about the boundary layer po-
tentials that we use repeatedly in the sequel.

Let us denote by Γω the outgoing fundamental solution to the Helmoltz operator ∆ + ω2

in R
d, that is [2]

Γω(x) :=





i

4
H

(1)
0 (ω|x|), d = 2,

eiω|x|

4π|x| , d = 3.
(2.1)

Here, H
(1)
0 denotes the Hankel function of the first kind of order zero. We also consider

Γ0 defined by

Γ0(x) :=





1

2π
log |x|, d = 2,

1

4π|x| , d = 3.

Note that Γω solves (in the sense of distributions) the equation

(∆ + ω2)Γω = −δ0 in R
d, d = 1, 2.

Let D be a bounded Lipschitz domain in R
d. The single- and double-layer potentials on

D, SωD and Dω
D, are defined as follows: φ ∈ L2(∂D),

SωD[φ](x) =
∫

∂D
Γω(x− s)φ(s) dσ(s),

Dω
D[φ](x) =

∫

∂D

∂Γω

∂νs
(x− s)φ(s) dσ(s).

The behavior of SωD[φ] across the boundary ∂D is described by the following well-known
formulas [13].
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Lemma 2.1. For φ ∈ L2(∂D),

SωD[φ]|+(x) = SωD[φ]|−(x), for a.e. x ∈ ∂D,
∂SωD[φ]
∂ν

∣∣∣∣
±
(x) =

(
±1

2
I + (Kω

D)
∗
)
[φ](x), for a.e. x ∈ ∂D,

where I is the identity operator and (Kω
D)

∗ is defined by

(Kω
D)

∗[φ](x) =
∫

∂D

∂Γω(x− y)
∂νx

φ(y) dσ(y).

Note that (Kω
D)

∗ is the L2-adjoint of Kω
D, with

Kω
D[φ](x) =

∫

∂D

∂Γω(x− y)
∂νy

φ(y) dσ(y).

We also recall the following lemma [11, 22, 23].

Lemma 2.2. There exists ε0 > 0 such that for εω < ε0,

a) if d = 2
∥∥∥∥SεωB [φ]− S0B[φ]− βεω

∫

∂B
φ

∥∥∥∥
H1(∂B)

≤ C(εω)2 ln(εω)‖φ‖L2(∂B),

∥∥∥∥
∂SεωB [φ]

∂ν

∣∣∣∣
±
− ∂S0B[φ]

∂ν

∣∣∣∣
±

∥∥∥∥
L2(∂B)

≤ C(εω)2 ln(εω)‖φ‖L2(∂B),

where βεω = 1
2π (ln(εω)− ln 2 + γ − π

2 i), and γ is the Euler constant,

b) if d = 3

‖SεωB [φ]− S0B[φ]‖H1(∂B) ≤ Cεω‖φ‖L2(∂B),∥∥∥∥
∂SεωB [φ]

∂ν

∣∣∣∣
±
− ∂S0B[φ]

∂ν

∣∣∣∣
±

∥∥∥∥
L2(∂B)

≤ Cεω‖φ‖L2(∂B).

Note that when d = 2 the single-layer potential is not, in general, invertible nor injective.

3. Problem formulation

Let B be a bounded Lipschitz domain in R
d (d = 2, 3) such that B contains the origin and

|B| = 1, and let D = z + εB be a small acoustic inclusion of contrast k > 0, k 6= 1, with
0 < ε < 1. Let Γω be as in (2.1). Denote by Vy the field corresponding to a time-harmonic
wave generated at y ∈ R

d \D,

Vy(x, ω) := Γω(x− y),
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where ω > 0 is the operating frequency, and x 6= y. Moreover, we assume that dist(y,D)≫
1, that is, the inclusion D is far from the source.

Let vy be the field perturbed by the presence of the inclusion D, which is the solution to

∇ · (χ(Rd \D) + kχ(D))∇vy + ω2vy = −δy, (3.1)

with χ denoting the characteristic function, and vy−Vy satisfying the so-called Sommerfeld
radiation condition, i.e.,

lim
r→+∞

r(d−1)/2

(
∂

∂r
(vy − Vy)− iω(vy − Vy)

)
= 0, |x| = r. (3.2)

Equation (3.1) can be written equivalently as the following transmission problem





∆vy + ω2vy = −δy, R
d \D,

∆vy +
ω2

k
vy = 0, D,

vy|+ = vy|−, ∂D,
∂vy
∂ν

∣∣∣∣
+

= k
∂vy
∂ν

∣∣∣∣
−
, ∂D,

vy − Vy satisfies condition (3.2).

Notice that the solution vy can be represented as follows [11]:

vy(x, ω) =

{
Vy(x, ω) + SωD[ψ](x), x ∈ R

d \D,
S

ω√
k

D [φ](x), x ∈ D,
(3.3)

where the pair (φ, ψ) ∈ L2(∂D) × L2(∂D) is the unique solution of the following system
of boundary integral equations on ∂D:





S
ω√
k

D [φ]− SωD[ψ] = Vy,

k
∂S

ω√
k

D [φ]

∂ν

∣∣∣∣
−
− ∂SωD[ψ]

∂ν

∣∣∣∣
+

=
∂Vy
∂ν

,
on ∂D. (3.4)

Remark 3.1. The system (3.4) has a unique solution provided that ω2 is not a Dirichlet

eigenvalue for −∆ on D. This is certainly true when λ1(D) ≥ (1/|D|)2/dC2/d
d jd/2−1,1,

where jm,1 is the first positive zero of the Bessel function Jm, Cd is the volume of the d-
dimensional unit ball, and λ1(D) > 0 is the smallest eigenvalue of −∆ on D, see [16, 25].

Hereinafter, we limit our considerations to the two-dimensional problem only. For the
three-dimensional case see Appendix A.
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4. Stability estimates for the transmission problem

The technical estimates contained in this section will be used in the derivation of the
asymptotic expansion to make the dependence of the reminder on the operating frequency
explicit.

Let D = εB + z, |B| = 1 and D ⊂ R
2. We suppose that ω ∈ (0, ε−γ), with 0 < γ < 1.

Note that there exists ε0 > 0 such that, for ε sufficiently small, εω ≤ ε0 < 1, i.e., εω can
be made arbitrarily small. The main estimate is given by the following proposition.

Proposition 4.1. For each (F,G) ∈ H1(∂D) × L2(∂D), let (φ, ψ) ∈ L2(∂D) × L2(∂D)
be the unique solution of the system of integral equations





S
ω√
k

D [φ]− SωD[ψ] = F,

k
∂S

ω√
k

D [φ]

∂ν

∣∣∣∣∣∣
−

− ∂SωD[ψ]
∂ν

∣∣∣∣
+

= G,
on ∂D. (4.1)

Let ε0 > 0 be such that εω ≤ ε0 < 1. We have

‖φ‖L2(∂D) + ‖ψ‖L2(∂D) ≤ C(ε−1‖F‖L2(∂D) + ‖∇F‖L2(∂D) + ‖G‖L2(∂D)), (4.2)

where C does not depend on ε and ω.

Proposition 4.1 states that the solution to system (4.1) depends continuously on the right-
hand side of the system, i.e., (F,G).

Since the two-dimensional fundamental solutions Γεω(x − y) and Γεω/
√
k(x − y) do not

converge to Γ0(x− y) = 1
2π log |x− y| as ε goes to zero, the proof of Proposition 4.1 is not

immediate. The proof we present here relies on the following lemma [11, 22, 23].

Lemma 4.2. For each (f, g) ∈ H1(∂B) × L2(∂B), let (φ, ψ) ∈ L2(∂B) × L2(∂B) be the
unique solution of the system





S0B[φ] + βεω/
√
k

∫

∂B
φ− S0B[ψ]− βεω

∫

∂B
ψ = f,

k
∂S0B[φ]
∂ν

∣∣∣∣
−
− ∂S0B[ψ]

∂ν

∣∣∣∣
+

= g,
on ∂B. (4.3)

Suppose there exists ε0 > 0 such that εω ≤ ε0 < 1. We have

‖φ‖L2(∂B) + ‖ψ‖L2(∂B) ≤ C(‖f‖H1(∂B) + ‖g‖L2(∂B)), (4.4)

where C does not depend on ε nor ω.
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Proof. We define

ŜεωB [φ] := S0B[φ] + βεω

∫

∂B
φ.

Hariharan and MacCamy proved that ŜεωB is invertible for εω small enough [22]. In par-
ticular, a φ solution to

ŜεωD [φ] = h, for h ∈ H1(∂B),

can be represented as

φ = φ0 +
c1 − βεω
βεω − c0

φ1,

where (φ0, c0) ∈ H1(∂B)× R solves

{
S0B[φ0] + c0 = 0,∫
∂B φ0 = 1,

and (φ1, c1) ∈ L2(∂B)× C solves

{
S0B[φ1] + c1 = h,∫
∂B φ1 = 1.

Moreover, there exists a constant K, independent of ε, ω and h, such that

‖φ0‖L2(∂B) + |c0| ≤ K,

‖φ1‖L2(∂B) + |c1| ≤ K‖h‖H1(∂B),

that is
‖φ‖L2(∂B) = ‖(ŜεωB )−1[h]‖L2(∂B) ≤ K‖h‖H1(∂B).

By solving system (4.3) for (φ, ψ), we get

φ = ψ +
1

2π
ln(
√
k)

(∫

∂B
ψ

)
(ŜεωB )−1[χ∂B] + (ŜεωB )−1[f ]

and

ψ =
k

2π(1− k) ln(
√
k)

(∫

∂B
ψ

)(
(k + 1)

2(k − 1)
I − K∗

B

)−1(
−1

2
I +K∗

B

)
(ŜεωB )−1[χ∂B]

− k

1− k

(
(k + 1)

2(k − 1)
I − K∗

B

)−1(
−1

2
I +K∗

B

)
(ŜεωB )−1[f ] +

(
(k + 1)

2(k − 1)
I − K∗

B

)−1

[g].

From the above expressions, it is immediate to deduce that

‖φ‖L2(∂B) + ‖ψ‖L2(∂B) ≤ C(‖f‖H1(∂B) + ‖g‖L2(∂B)),

where C does not depend on ε and ω.
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Now we are in position to prove Proposition 4.1.

Proof of Proposition 4.1. Let

φ̃(x̃) = φ(εx̃+ z), x̃ ∈ ∂B,
and define ψ̃, F̃ and G̃ likewise. By a change of variables, (4.1) reads as follows:





S
εω√
k

B [φ̃]− SεωB [ψ̃] = ε−1F̃ ,

k
∂S

εω√
k

B [φ̃]

∂ν

∣∣∣∣
−
− ∂SεωB [ψ̃]

∂ν

∣∣∣∣
+

= G̃,
on ∂B.

Consider the operator T : L2(∂B)× L2(∂B) −→ H1(∂B)× L2(∂B) defined by

T (φ̃, ψ̃) :=


S

εω√
k

B [φ̃]− SεωB [ψ̃], k
∂S

εω√
k

B [φ̃]

∂ν

∣∣∣∣∣∣
−

− ∂SεωB [ψ̃]

∂ν

∣∣∣∣∣
+


 . (4.5)

T can be decomposed as
T = T0 + Tε,

where

T0(φ̃, ψ̃) :=

(
S0B[φ̃] + βεω

∫

∂B
φ̃− S0B[ψ̃]− βεω

∫

∂B
ψ̃, k

∂S0B[φ̃]
∂ν

∣∣∣∣∣
−
− ∂S0B[ψ̃]

∂ν

∣∣∣∣∣
+

)
,

and
Tε := T − T0.

For εω < ε0, and ε0 small enough, Lemma 2.2 implies that

‖Tε(φ̃, ψ̃)‖H1×L2 ≤ C(εω)2 ln(εω) (‖φ̃‖L2 + ‖ψ̃‖L2),

where C does not depend on ε nor ω. Since T0 is invertible [11, 22, 23], T is invertible for
εω small enough and

T−1 = T−1
0 + E,

where the operator E satisfies

‖E(ε−1F̃ , G̃)‖L2×L2 ≤ C(εω)2 ln(εω) ‖(ε−1F̃ , G̃)‖H1×L2 ,

with C being independent of F̃ , G̃, ε and ω. Finally, we have

(φ̃, ψ̃) = T−1(ε−1F̃ , G̃) = T−1
0 (ε−1F̃ , G̃) + E(ε−1F̃ , G̃) = (φ̃0, ψ̃0) + E(ε−1F̃ , G̃).

By applying Lemma 4.2, and assuming εω small enough, it follows that

‖(φ̃, ψ̃)‖L2×L2 ≤ C‖(ε−1F̃ , G̃)‖H1×L2 + C(εω)2 ln(εω) ‖(ε−1F̃ , G̃)‖H1×L2

≤ C‖(ε−1F̃ , G̃)‖H1×L2 ,

where C does not depend on ε and ω. By scaling back, we get inequality (4.2).
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5. Frequency-domain asymptotic expansion

Let D be as in the previous section, i.e., D = ǫB + z. For x ∈ ∂D, z away from the
location y of the source, we consider the truncated Taylor series of the background field

Vy,n(x, ω) :=
n∑

|α|=0

∂αz Vy(z, ω)

α!
(x− z)α.

Let (φn, ψn) ∈ L2(∂D)× L2(∂D) be the unique solution of




S
ω√
k

D [φn]− SωD[ψn] = Vy,n+1,

k
∂S

ω√
k

D [φn]

∂ν

∣∣∣∣
−
− ∂SωD[ψn]

∂ν

∣∣∣∣
+

=
∂Vy,n+1

∂ν
,

on ∂D. (5.1)

Then (φ− φn, ψ − ψn) is the unique solution of




S
ω√
k

D [φ− φn]− SωD[ψ − ψn] = Vy − Vy,n+1,

k
∂S

ω√
k

D [φ− φn]
∂ν

∣∣∣∣
−
− ∂SωD[ψ − ψn]

∂ν

∣∣∣∣
+

=
∂(Vy − Vy,n+1)

∂ν
,

on ∂D.

By Proposition 4.1, we have

‖φ− φn‖L2(∂D) + ‖ψ − ψn‖L2(∂D) ≤ C(ε−1‖Vy − Vy,n+1‖H1(∂D) + ‖∇(Vy − Vy,n+1)‖L2(∂D)),

where C does not depend on ε and ω. By definition of Vy − Vy,n+1, we have

‖Vy − Vy,n+1‖L2(∂D) =

(∫

∂D
|Vy − Vy,n+1|2

)1/2

≤ |∂D|1/2‖Vy − Vy,n+1‖L∞(∂D).

Hereinafter, we assume that ω ∈ (0, ε−γ), with 0 < γ < 1. The following approximation
for the Hankel function is needed [1, 26, 31]:

H(1)
n (t) ∼

√
2/(πt)ei(t−1/2nπ−1/4π), for t≫ 1.

By expanding Vy − Vy,n+1 in Taylor series, we obtain

‖φ− φn‖L2(∂D) + ‖ψ − ψn‖L2(∂D) ≤ C|∂D|1/2εn+1(1 + ωn+3/2).

For x ∈ R
2 \D, x 6= y, dist(x,D) ≥ c1 > 0, the representation formula (3.3) yields

v(x, ω)− Vy(x, ω) = SωD[ψn](x) + SωD[ψ − ψn](x).

By applying the Cauchy-Schwarz inequality, we obtain

|SωD[ψ − ψn](x)| ≤
[∫

∂D
|Γω(x, s)|2dσ(s)

]1/2
‖ψ − ψn‖L2(∂D)

≤ ‖Γω(x, ·)‖L∞(∂D)|∂D|1/2‖ψ − ψn‖L2(∂D).
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Then, we have

v(x, ω)− Vy(x, ω) = SωD[ψn](x) +O(εn+2(| lnω|+ ωn+1)). (5.2)

For each multi-index α, define (φα, ψα) to be the unique solution to





SεωB [φα](x̃)− S
εω√
k

B [ψα](x̃) = x̃α,

k
∂SεωB [φα]

∂ν

∣∣∣∣
−
(x̃)− ∂S

εω√
k

B [ψα]

∂ν

∣∣∣∣
+

(x̃) =
∂x̃α

∂ν
,

x̃ ∈ ∂B, (5.3)

where x̃ = ε−1(x− z), x ∈ ∂D. The following proposition has been proved in [5].

Proposition 5.1. We claim that

φn(x) =
n+1∑

|α|=0

ε|α|−1∂
α
z Vy(z, ω)

α!
φα(ε

−1(x− z)),

ψn(x) =
n+1∑

|α|=0

ε|α|−1∂
α
z Vy(z, ω)

α!
ψα(ε

−1(x− z)), (5.4)

for x ∈ ∂D and (φn, ψn) defined as in (5.1).

Expansion (5.2) together with formula (5.4) yields:

vy(x, ω)−Vy(x, ω) =
n+1∑

|α|=0

ε|α|−1∂
α
z Vy(z, ω)

α!
SωD[ψα(ε

−1(·−z))](x)+O(εn+2(| lnω|+ωn+1)),

for x ∈ R
2 \D and x 6= y. Note that

SωD[ψα(ε
−1(·−z))](x) =

∫

∂D
Γω(x, s)ψα(ε

−1(s−z)) dσ(s) = ε

∫

∂B
Γω(x, εs̃+z)ψα(s̃) dσ(s̃).

By a straightforward calculation, we get ‖Γω(x, ·)‖Cn+2(D) ≤ C(1+ωn+3/2), where C does
not depend on ω. Therefore, for sufficiently small ε, we have

Γω(x, εs̃+ z) =

n+1∑

|β|=0

ε|β|

β!
∂βz Γω(x, z)s̃

β +O(εn+1(1 + ωn+3/2)).

Finally, we get

SωD[ψα(ε
−1(· − z))](x) =

n+1∑

|β|=0

ε|β|+1

β!
∂βz Γω(x, z)

∫

∂B
s̃βψα(s̃) dσ(s̃) +O(εn+2(1 + ωn+3/2)).
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For multi-indices α and β in N
2, the frequency dependent polarization tensors (FDPTs)

Ŵαβ := Ŵαβ(B, εω,
εω√
k
) are defined as [9, 11]

Ŵαβ :=

∫

∂B
s̃βψα(s̃) dσ(s̃). (5.5)

We obtain the following theorem.

Theorem 5.2. Suppose that ω2 is not a Dirichlet eigenvalue for −∆ on D and ω ∈
(0, ε−γ), with 0 < γ < 1. The following asymptotic expansion holds:

vy(x, ω)−Vy(x, ω) =
n+1∑

|β|=0

n−|β|+1∑

|α|=0

ε|α|+|β|

α! β!
∂αz Vy(z, ω)∂

β
z Γω(x, z)Ŵαβ+O(εn+2(| lnω|+ωn+1)),

(5.6)
for x ∈ R

2 \D.

6. Time-domain asymptotic expansion

In this section, we abandon the frequency-domain to inspect our problem in the time-
domain. We define the emitted wave generated at y ∈ R

2 \D as

Uy(x, t) :=
H(t− |x− y|)

2π
√
t2 − |x− y|2

,

where H is the Heaviside function at 0 [18]. In particular, Uy satisfies the wave equation

{
(∂2t −∆)Uy(x, t) = δx=yδt=0, (x, t) ∈ R

2 × R,

Uy(x, t) = 0 for x ∈ R
2 and t≪ 0.

In the presence of a small acoustic inclusion D of contrast k (as described in Section 3),
the perturbed wave uy = uy(x, t), is solution to

{
∂2t uy −∇ · (χ(R2 \D) + kχ(D))∇uy = δx=yδt=0 in R

2 × (0,∞),

uy(x, t) = 0 for x ∈ R
2 and t≪ 0.

For ρ > 0, we define the operator Pρ acting on tempered distributions by

Pρ[ψ](t) =

∫

|ω|≤ρ

e−iωtψ̂(ω) dω, (6.1)

11



where ψ̂ is the Fourier transform of ψ. The operator Pρ truncates the high-frequency
components of ψ [10, 21]. Note that

Pρ[Uy](x, t) =

∫

|ω|≤ρ

e−iωt

(∫

R

eiωtUy(x, t) dt

)
dω =

∫

|ω|≤ρ

e−iωt i

4
H

(1)
0 (ω|x− y|),

and satisfies
(∂2t −∆)Pρ[Uy](x, t) = δx=yψρ(t) in R

2 × R,

where

ψρ(t) :=
2 sin ρt

t
=

∫

|ω|≤ρ

e−iωt dω.

From Theorem 5.2, we have

∫

|ω|≤ρ

e−iωt(vy(x, ω)− Vy(x, ω)) dω =
n+1∑

|β|=0

n−|β|+1∑

|α|=0

ε|α|+|β|

α! β!

∫

|ω|≤ρ

e−iωt∂αz Vy(z, ω)∂
β
z Γω(x, z)Ŵαβ dω

+

∫

|ω|≤ρ

e−iωtR(x, ω) dω.

Suppose that ρ = O(ε−γ) for some γ < 1. Then
∫

|ω|≤ρ

e−iωtR(x, ω) dω = O
(
ε(n+2)(1−γ)

)
.

Notice that the following identity holds
∫

|ω|≤ρ

e−iωt∂αz Vy(z, ω)∂
β
z Γω(x, z)Ŵαβ dω

=

∫

R2

∂αz Pρ[Uy](z, t− τ − τ ′)∂βz Pρ[Uz](x, τ)




∫

|ω|≤ρ

e−iωτ ′Ŵαβ(ω)dω


 dτ dτ ′.

This suggests the following definition.

Definition 6.1. For ρ < 1/ε and multi-indices α and β, the two-dimensional truncated
time-dependent polarization tensors (hereinafter, TDPTs), Pρ[Wαβ ], are defined as:

Pρ[Wαβ ](D, k, t) :=

∫

|ω|≤ρ

e−iωtŴαβ(ω) dω, (6.2)

where Ŵαβ are the two-dimensional FDPTs.

12



Remark 6.2. The condition on the truncating threshold ρ in Definition 6.1, i.e., ρ < 1/ε,

boils down to considering only the frequencies ω for which the FDPTs Ŵαβ(ω) are well-
defined in the integral transform Pρ.

Remark 6.3. We warn the reader that the symbol used in Definition 6.1 for denoting the
TDPTs, i.e., Pρ[Wαβ ](D, k, t), is an abuse of notation, since no Wαβ has been defined, see
Remark 6.2. However, we preferred to keep this notation to remain consistent with the
definition of Pρ given in [10, 21].

Thus, we have proved the following theorem.

Theorem 6.4. For 0 < γ < 1, the following asymptotic expansion holds:

Pρ[uy](x, t) = Pρ[Uy](x, t)

+

n+1∑

|β|=0

n−|β|+1∑

|α|=0

ε|α|+|β|

α! β!

∫

R

∂βz Pρ[Uz](x, τ)

(∫

R

∂αz Pρ[Uy](z, t− τ − τ ′)Pρ[Wαβ ](τ
′) dτ ′

)
dτ

+O
(
ε(n+2)(1−γ)

)
,

(6.3)
where x ∈ R

2 \D, D = εB+ z, |B| = 1, Pρ[Wαβ ] are the TDPTs defined in Definition 6.1
and ρ = O(ε−γ).

In the end, Theorem 6.4 shows that the scattered wave can be written as a truncated
expansion having the TDPTs as building blocks. Since these tensors are the Fourier
transformed FDPTs, the transient expansion (6.3) provides a proper interpretation of the
multi-frequency problem, which can then be naturally tackled in the temporal domain.

7. Reconstruction methods

It is already known that the generalized polarization tensors (GPTs) [6, 7] and the FDPTs
[9] of an inclusion contain a mixture of geometric information and material parameters. In
this section we aim at showing that the same holds for the TDPTs of an acoustic inclusion
(6.2) by extending some of the existing methods that has been established for GPTs and
FDPTs.

Firstly, formulas for determining the size, the contrast and the equivalent ellipse of an
inclusion are provided in terms of Pρ[Wαβ ](t). Secondly, the optimal control approach of
[6, 7, 9] for recovering shape details of an inclusion is also adapted in order to perform with
the TDPTs. Finally, a procedure for the reconstruction of the TDPTs is presented.

In what follows, without loss of generality, the location of the inclusion is supposed to be
known. As a matter of fact, the location can be priorly estimated by using, for instance,
a MUSIC-type algorithm, see [12].
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7.1. Size, contrast and equivalent ellipse

We now extend the well-known procedure to obtain the equivalent ellipse representing the
shape of the inclusion for Pρ[W(1)](t), where

Ŵ(1) = (Ŵαβ)|α|=|β|=1 = ε2(Ŵαβ)|α|=|β|=1.

Since we have

Pρ[W(1)](D, k, t)→
2 sin(ρt)

t
M(D, k) as ε→ 0,

where M(D, k) is the polarization tensor (PT) ([6, 13]), the same procedure of [9] applies

by using Pρ[W(1)](t) instead of Ŵ(1).

Let E be the equivalent ellipse associated to the shape D, and let θ be its rotation angle.
Then the size |D| and the contrast k of the inclusion can be estimated as follows. We
have

|D| ≈
Pρ[W(0,0),(0,0)](t)∫
|ω|≤ρ e

−iωtω2dω
,

k ≈ |D|(Pρ[W ′
11] + Pρ[W ′

22]) + (t/(2 sin(ρt)))Pρ[W ′
22]Pρ[W ′

11]

(t/(2 sin(ρt)))Pρ[W ′
22]Pρ[W ′

11]− |D|(Pρ[W ′
22] + Pρ[W ′

11])
,

where
Ŵ ′

(1) = R(−θ)Ŵ(1)R(−θ)T ,
with R(−θ) being the rotation by −θ.

Therefore, from the TDPTs Pρ[Wαβ ](t) we are able to recover an approximation of the
volume of the inclusion, separating the information on the material property from the
geometric features.

7.2. Fine shape details

So far, we reconstructed the contrast k, the size |D| and the equivalent ellipse E . We now
reconstruct fine details of the shape of the inclusion using the new concept of high-order
TDPTs.

Assuming the inclusion to be a small deformation of the reconstructed equivalent ellipse,
we can recover the fine details of its shape by (recursively) minimizing over D the time-
dependent discrepancy functional defined by:

J (K)(D)(t) :=
∑

1≤|α|+|β|≤K

∣∣∣∣∣∣
∑

α,β

aαbβPρ[Wαβ ](D, t)−
∑

α,β

aαbβPρ[Wαβ ]
meas

∣∣∣∣∣∣

2

, (7.1)

where the coefficients aα, bβ are chosen such that
∑

α aαx
α and

∑
β bβx

β are harmonic
polynomials and hence coincide with cos and sin functions on the unit circle.
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We introduce the operator KD given by

KD[φ](x) =
1

2π

∫

∂D

〈y − x, νy〉
|x− y|2 φ(y) dσ(y), for φ ∈ L2(∂D).

It is well known that the L2-adjoint of KD is

K∗
D[φ](x) =

1

2π

∫

∂D

〈x− y, νx〉
|x− y|2 φ(y) dσ(y), for φ ∈ L2(∂D).

Recall that, for η much smaller than ε,

∑

α,β

aαbβMαβ(Dη, k)−
∑

α,β

aαbβMαβ(D, k) ≈ η
∫

∂D
h(x)φ̂HF (x)dσ(x),

where

φ̂HF = (k − 1)

[
∂v

∂ν

∣∣∣∣
−

∂u

∂ν

∣∣∣∣
−
+

1

k

∂u

∂T

∣∣∣∣
−

∂v

∂T

∣∣∣∣
−

]
,

and

u = H(x) + SD
[(

k + 1

2(k − 1)
I − K∗

D

)−1 [∂H
∂ν

]]
(x),

v = F (x) +DD

[(
k + 1

2(k − 1)
I − KD

)−1

[F ]

]
(x),

where H =
∑

α aαx
α and F =

∑
β bβx

β are defined as above, see [6, 9]. Since

∑

α,β

aαbβPρ[Wαβ ](D, k)→
2 sin(ρt)

t

∑

α,β

aαbβMαβ(D, k) as ε→ 0,

where Mαβ = Mαβ(D, k) are the (usual) high-order PTs ([6, 9]), we have the following
approximation formula:

∑

α,β

aαbβPρ[Wαβ ](Dη, t)−
∑

α,β

aαbβPρ[Wαβ ](D, t) ≈ η
∫

∂Dgiven

h(x)Pρ[φHF ](x, t)dσ(x).

(7.2)
Note that

Pρ[φHF ](x, t) =
2 sin(ρt)

t
φ̂HF (x).

Therefore, we modify the initial shape Dinit to obtain Dmod by the gradient descent
method

∂Dmod = ∂Dinit −


 J (n)[Dinit]∑

j(〈dSJ (n)[Dinit], ψj〉)2
∑

j

〈dSJ (n)[Dinit], ψj〉ψj


 ν,
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where ν is the outward unit normal to Dinit and {ψj} is a basis of L2(∂Dinit). The shape
derivative of J (n)[D] follows immediately from the approximation formula (7.2) and is
given by

〈dSJ (n)[D], h〉L2(∂D)

=
∑

1≤|α|+|β|≤K


∑

α,β

aαbβPρ[Wαβ ](D, t)−
∑

α,β

aαbβPρ[Wαβ ](B, t)


 〈Pρ[φHF ], h〉L2(∂D) .

As in [6, 9], we can make the optimization procedure recursively by increasing K to refine
the reconstruction of the shape details of the inclusion. At each step, the initial guess for
the shape is the result of the previous one. The equivalent ellipse in Section 7.2 provides
a good initial guess to begin with.

7.3. Reconstruction of the TDPTs from multi-frequency MSR

measurements

We begin by recalling how to reconstruct the FDPTs from multi-static measurements.

Let D = εB + z be a small acoustic two-dimensional inclusion of characteristic size ε,
and contrast k. Let us consider two arrays: an array of M transmitters {y1, ..., yM} and
another of N receivers {x1, ..., xN}, both distributed around the inclusion D. For a given
frequency ω ∈ [−ρ, ρ], let Aω be the corresponding N ×M Multi-Static Response (MSR)
matrix. Precisely, the (i, j)-th entry of Aω is given by

(Aω)i,j = vyj (xi, ω)− Vyj (xi, ω), i ∈ {1, ..., N}, j ∈ {1, ...,M}, (7.3)

that is, the scattered field recorded at the receiver xi, due to the transmitter yj .

As usual, in order to model the error in the measurements, additive gaussian white noise
Xnoise is used to contaminate A. We suppose that Xnoise = σnoiseX0, where σnoise and X0 is
an N ×M complex random matrix with independent and identically distributed N (0, 1)
entries. Hence, the entries of Xnoise are independent complex Gaussian random variables
with mean zero and variance σ2noise.

In view of formula (5.6), each entry of the MSR matrix admits the following expansion

(Aω)i,j = Gω(xi, z)Ŵ(ω)Gω(yj , z)T +O(εn+2(| lnω|+ ωn+1)),

where

Gω(y, z) =
(

1

α!
∂αz Γω(y, z)

)

|α|≤n

,

Ŵ = (Ŵαβ)|α|+|β|≤n =
(
ε|α|+|β|Ŵαβ

)
|α|+|β|≤n

.
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Then, the tensor Ŵ can be reconstructed from the measurements Aω as the least-squares
solution to the following problem

Ŵ(ω)meas ← argmin
W
‖Gω( : , z)Ŵ(ω)Gω( : , z)T −Aω‖F , (7.4)

where ‖ · ‖F denotes the Frobenius norm of a matrix, see [9].

Now, by using the reconstructed FDPTs at multiple frequencies in a discrete subset of the
interval [−ρ, ρ] we can get an approximation for the TDPTs (6.2). More precisely, let the
set of sampled frequencies SL be a uniform discretization of the interval [−ρ, ρ], i.e.,

−ρ = ω−L < ω−L+1 < ... < ω−1 < 0 < ω1 < ... < ωL−1 < ωL = ρ,

with ωl+1 − ωl = ρ/L for every |l| ≤ L. Then the estimator built on this sampling set of
frequencies is obtained by applying the discrete Fourier transform (DFT)

Pρ[Wαβ ](t)
meas :=

ρ

L

L∑

l=−L

e−iωltŴαβ(ωl)
meas . (7.5)

Such estimator is unbiased, with variance

V ar(Pρ[Wαβ ]
meas) =

ρ2

L2

L∑

l=−L

V ar(Ŵαβ(ωl)
meas) . (7.6)

Since the reminder stated in (5.6) is singular at ω = 0, caution is needed when dealing
with small frequencies. In order to get the asymptotic behavior of this dispersion term
(7.6) as L → +∞ we should slightly modify the choice of the range of frequencies by
casting a neighborhood of ω = 0 away. In particular for some small ρ0 > 0 we require
that SL ∩ [−ρ0, ρ0] = ∅, SL being uniformly distributed in [−ρ,−ρ0] and [ρ0, ρ], sepa-

rately. Hence V ar(Ŵαβ(ωl)
meas) ≤ C(ρ0) for all ω ∈ SL. Then it is readily seen that

V ar(Pρ[Wαβ ]
meas)→ 0 as L→ +∞.

Note that this reconstruction presented here is indirect in the sense that we don’t extract
the TDPTs directly from the temporal data. Instead, the estimation is done by aggregating
the results of multiple reconstructions in the frequency-domain.

8. Numerical illustrations

In this section, we present some numerical simulations to corroborate the theoretical results
of our paper. The simulations aim at showing that the new concept of TDPT can be
successfully employed for imaging a small acoustic inclusion.

In what follows, all the experiments are carried out in the two-dimensional case. First, we
perform an analysis of the computational accuracy of Pρ[W]meas, which is reconstructed
from MSR measurements using the method proposed in Section 7.3. Then we test the
optimization procedure in Section 7.2 to restore the fine shape details of the inclusion.
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8.1. Reconstruction of the TDPTs

We present computational results regarding the reconstruction of TPDTs from MSR mea-
surements by solving (7.4). The comparison between Pρ[W]meas, obtained from measured

Ŵ, with Pρ[W], numerically computed by solving (5.3) and computing (6.2). For the

latter, boundary elements techniques are used in the exact evaluation of Ŵ.

Let D1 and D2 be two small acoustic inclusions of same characteristic size ε = 0.05 and
contrast k = 3, centered at z1 = [0.3,−0.1] and z2 = [0, 0.25], as shown in Figure 1.

We consider coincident arrays of transmitters and receivers to acquire the multi-static data
(7.3). In particular, circular and square configurations are tested in the reconstruction of

Ŵ for D1 (Figure 1a) and D2 (Figure 1b), respectively.

-1 0 1

-1

0

1

(a) N1 = 70 transmitters/receivers on the unit
circle, surrounding the inclusion D1 = εB1+
z1.

-1 0 1

-1

0

1

(b) N2 = 80 transmitters/receivers on the unit
square, surrounding the inclusion D2 = εB2+
z2.

Figure 1: Geometries of the acquisition setting. The black curves correspond to two small inclu-
sions with common size ε = 0.05 and contrast k = 3.
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Figure 2: The diagonal elements of the reconstructed first order FDPT, namely Ŵαβ with |α| =
|β| = 1 (on the left), and the corresponding first order TDPT, namely Pρ[Wαβ ], over
the interval [0, 5] (on the right). 20% of noise is considered in the reconstruction of the
FDPT.

The reconstruction of the first order TDPT of D1 with 20% of noise is reported in Figure
2. A uniform sampling of 28 frequencies within [−ρ, ρ] = [−π, π] is used, and the resulting
Pρ[Wαβ ]

meas is plotted over the interval [0, 5]. With this choice of ρ, the condition on the
truncating threshold in Definition 6.1 is satisfied, see Remark 6.2.

An analysis of the error in the noiseless reconstruction is performed. Since the TDPTs are
functions, the L2-norm is adequate. We define the absolute and relative-error as follows:

absErr(T ) = ‖Pρ[Wαβ ]
meas − Pρ[Wαβ ]‖L2(0,T ),

relErr(T ) =
‖Pρ[Wαβ ]

meas − Pρ[Wαβ ]‖L2(0,T )

‖Pρ[Wαβ ]‖L2(0,T )
.

The results are shown in Figure 3.
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Figure 3: L2 -absolute (left) and -relative (right) errors in the noiseless reconstruction of
Pρ[W(1,0),(1,0)] (pale blue) and Pρ[W(0,1),(0,1)] (black), assuming the setting shown in
Figure 1b.

8.2. Reconstruction of the fine shape details

In this section, we set k to be the value found by the method proposed in Section 7.1,
and use the equivalent ellipse as an initial guess for the optimization procedure in Section
7.2.

Firstly, to simulate the reconstruction of the fine details of the inclusions D1 and D2,
we reconstruct the TDPTs up to order n = 4 by using measurements coming from the
two different acquisition settings as in Figure 1. A uniform sampling of 26 frequencies
within the range [−ρ, ρ] = [−π/8, π/8] is used to this aim. This is done as described in
Section 7.3. After obtaining Pρ[Wαβ ]

meas, we feed them to the optimization algorithm of
Section 7.2. At each step, the algorithm recursively minimizes the discrepancy function
(7.1), yielding a progressive update of the shape. The equivalent ellipse is taken as initial
guess.

The results after few iterations with 20% of noise are shown in Figure 4. We can observe
that details finer than the equivalent ellipse are well recovered for both the inclusions
despite the fact that noisy measurements are used to reconstruct the TDPTs.
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Figure 4: Gray curve is the actual inclusion (left column) whereas the black curve represents the
equivalent ellipse (mid column) and the reconstructed shape with 20% of noise after
few iterations (right column).

9. Concluding remarks

In this paper, we have presented for the first time the new concept of the TDPTs for
the transient problem. These objects are the truncated Fourier transforms of the FDPTs
introduced by Ammari et al. in [9]. We have shown that by operating with a range
of frequencies, we can recover the high-order TDPTs from the measurements, and this
yields a robust reconstruction of the fine shape details of the small acoustic inclusion. For
future purposes, it is expected that the TDPTs will be relevant to develop promising time-
domain techniques for target classification in echolocation by extending the correspondent
frequency-domain methods [4, 17] and the electro-sensing case [14, 15, 28]. A worthwhile
extension would be that of considering the case of a bat which uses the movement to better
map the surrounding environment.
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A. The results in the three-dimensional case

For the sake of completeness, in this appendix we focus on the three-dimensional case
(d = 3). In doing so, we note that the derivation of the asymptotic expansion in time-
domain can be carried out similarly to the two-dimensional case (see Sections 4, 5 and 6).
Only minor changes in the proofs are required.

In the sections below, we aim at stressing the differences from the proofs which are given
for the two-dimensional case.

A.1. Stability estimates for the Helmholtz equation

Let D = εB + z, |B| = 1 and D ⊂ R
3. Let ω, 0 < γ < 1, and ε0 > 0 be as in Section 4.

As in the two dimensional case, the main estimate is given by Proposition 4.1. However,
while the proof that we presented for the two-dimensional case resort to Lemma 4.2, in
the three-dimensional case it can be proved more directly. We sketch the proof below,
highlighting the changes with respect to the previous argument.

Proof. The skeleton of the proof is the same as for the two-dimensional case. The operator
T is introduced as in (4.5), and it is decomposed as follows

T = T̃0 + T̃ε,

where, this time, T̃0 is defined as

T̃0(φ̃, ψ̃) :=

(
S0B[φ̃]− S0B[ψ̃], k

∂S0B[φ̃]
∂ν

∣∣∣∣
−
− ∂S0B[ψ̃]

∂ν

∣∣∣∣
+

)
,

and
T̃ε := T − T̃0.

Then, the argument proceeds as in the two-dimensional case.

A.2. Frequency-dependent asymptotic expansion

By using the same techniques of Section 5, the frequency-dependent asymptotic expansion
in R

3 is readily obtained.
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Theorem A.1. Suppose that ω2 is not a Dirichlet eigenvalue for −∆ on D and ω ∈
(0, ε−γ), with 0 < γ < 1. The following asymptotic expansion holds:

vy(x, ω)−Vy(x, ω) =
n+1∑

|β|=0

n−|β|+1∑

|α|=0

ε|α|+|β|+1

α! β!
∂αz Vy(z, ω)∂

β
z Γω(x, z)Ŵαβ+O(εn+3(1+ωn+2)),

for x ∈ R
3 \D, where Ŵαβ are the FDPTs defined as in (5.5).

It is worth noticing that the leading-order term of the scattered field derived in [10, 21]
can be recovered from Theorem A.1. In particular, we have

vy(x, ω)− Vy(x, ω) = ε3∇zVy(z, ω)M(k,B)∇zΓω(x, z) +O(ε4ω3),

where M(k,B) = (mij)
3
i,j is the polarization tensor (PT) given by

mij =

∫

∂B
ξj

(
(k + 1)

2(k − 1)
I − K∗

B

)−1

[νi](ξ) dσ(ξ),

ν = (ν1, ν2, ν3) is the outward unit normal to ∂B, ξ = (ξ1, ξ2, ξ3), and k is the contrast.

A.3. Time-domain asymptotic expansion

In the three-dimensional case, the emitted wave generated at y ∈ R
3 \D is defined as

Uy(x, t) :=
δ(t− |x− y|)
4π|x− y| ,

where δ is the Dirac mass at 0. It is readily seen that Uy satisfies

{
(∂2t −∆)Uy(x, t) = δx=yδt=0, (x, t) ∈ R

3 × R,

Uy(x, t) = 0 for x ∈ R
3 and t≪ 0.

For uy = uy(x, t), we consider the wave equation

{
∂2t uy −∇ · (χ(R3 \D) + kχ(D))∇uy = δx=yδt=0 in R

3 × (0,∞),

uy(x, t) = 0 for x ∈ R
3 and t≪ 0.

For ρ > 0, let Pρ be the operator defined in (6.1). Since

Ûy(x, ω) :=

∫

R

eiωtUy(x, t) dt =
eiω|x−y|

4π|x− y| = Vy(x, ω),
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it follows that

Pρ[Uy](x, t) =
ψρ(t− |x− y|)

4π|x− y| ,

and Pρ[Uy] satisfies

(∂2t −∆)Pρ[Uy](x, t) = δx=yψρ(t) in R
3 × R.

Moreover, we have that

Pρ[uy](x, t) =

∫

|ω|≤ρ

e−iωtvy(x, ω) dω,

where vy is the solution to the three-dimensional problem in the frequency domain.

Similarly to the two-dimensional case, we define the TDPTs as a truncated Fourier trans-
form of FDPTs.

Definition A.2. For ρ < 1/ε and multi-indices α and β, the three-dimensional TDPTs,
Pρ[Wαβ ], are defined as follows:

Pρ[Wαβ ](x, t) =

∫

|ω|≤ρ

e−iωtŴαβ dω, (A.1)

where Ŵαβ are the FDPTs given by (5.5).

We refer to Remarks 6.2 and 6.3, where the given definition and notation are clarified.

Proceeding as in Section 6, the following expansion of Pρ[uy − Uy](x, t) in terms of the
TDPTs is readily obtained.

Theorem A.3. For 0 < γ < 1, the following asymptotic expansion holds:

Pρ[uy](x, t) = Pρ[Uy](x, t)

+ ε
n+1∑

|β|=0

n−|β|+1∑

|α|=0

ε|α|+|β|

α! β!

∫

R

∂βz Pρ[Uz](x, τ)

(∫

R

∂αz Pρ[Uy](z, t− τ − τ ′)Pρ[Wαβ ](τ
′) dτ ′

)
dτ

+O
(
ε(n+3)(1−γ)

)
,

where x ∈ R
3 \ D, D = εB + z, |B| = 1, Pρ[Wαβ ] are the TDPTs defined in Definition

(A.2) and ρ = O(ε−γ).
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