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Abstract

In this paper we propose an all-in-one statement which includes existence,

uniqueness, regularity, and numerical approximations of mild solutions for a

class of stochastic partial differential equations (SPDEs) with non-globally

monotone nonlinearities. The proof of this result exploits the properties of an

existing fully explicit space-time discrete approximation scheme, in particular

the fact that it satisfies suitable a priori estimates. We also obtain almost sure

and strong convergence of the approximation scheme to the mild solutions of

the considered SPDEs. We conclude by applying the main result of the paper

to the stochastic Burgers equations with additive space-time white noise.

Keywords: Stochastic Burgers equations, SPDEs, mild solution, existence, numer-

ical approximation.
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1 Introduction

In this work we exploit the properties of the approximation method introduced

in [13] for a class of stochastic partial differential equations (SPDEs) with non-

globally monotone nonlinearities driven by additive space-time white noise and ob-

tain existence, uniqueness, and (spatial) regularity of the solution processes for such

SPDEs. At the same time, we achieve almost sure convergence of the approximation

scheme (see Theorem 3.2 below). The proof of the main result of the paper (see

Theorem 3.2 below) employs a priori estimates obtained in [17, Corollary 2.6] as

well as an existence and uniqueness result for solutions of a class of Banach space

valued evolution equations in [14, Corollary 8.4]. In addition, under the abstract

setting of the main result, we apply a strong convergence result in [17, Theorem 3.5],

and thereby provide an all-in-one statement for existence, uniqueness, and (spatial)

regularity of the solution processes and strong convergence of the approximation

scheme in case of the considered SPDEs (see Corollary 3.3 below).

The approximation method we consider is the space-time full-discrete nonlinearity-

truncated accelerated exponential Euler-type scheme that converges strongly to the

solutions of certain infinite-dimensional stochastic evolution equations with super-

linearly growing non-linearities and driven by additive noise such as stochastic

Kuramoto-Sivashinsky equations with space-time white noise (see [13, Corollary 5.2]),

stochastic Burgers equations and Allen-Cahn equations both driven by space-time

white noise (see [17, Corollary 5.6 & Corollary 5.11]), and two-dimensional stochastic

Navier-Stokes equations driven by a certain trace class noise (see [18, Theorem 5.1]).

Moreover, [1, Theorem 1.1] establishes spatial and temporal rates of strong conver-

gence for this scheme in the case of stochastic Allen-Cahn equations. We would also

like to mention that explicit approximation methods similar to the one in [13] have

been introduced and proven to converge strongly for some stochastic evolution equa-

tions with superlinearly growing nonlinearities in, e.g., [12], [24], [11], [23], [20, 21],

[10], [16], and [2].
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To explain our result better let us consider H to be the real Hilbert space given

by H = L2((0, 1);R), A : D(A) ⊆ H → H to be the Laplace operator with Dirichlet

boundary conditions on H, and (Hr, 〈·, ·〉Hr
, ‖·‖Hr

), r ∈ R, to be a family of in-

terpolation spaces associated to −A. The main result of this paper, Theorem 3.2

below, is applicable to a subclass of stochastic evolution equations considered in

Theorem 3.5 in [17]. This subclass has to satisfy an additional regularity condition

on the nonlinearity (see Setting 3.1, in particular, inequality (3.1) below), which is

crucial in the proof of pathwise a priori estimates for the approximation process (see

Lemma 2.2 below). These a priori bounds guarantee that the solution process takes

values in an appropriate proper subspace of H, that is, H̺ for some ̺ ∈ (0,∞),

which determines the spatial regularity. We note that Theorem 3.5 in [17] requires

that there exists a solution X : Ω × [0, T ] → H̺ for some appropriate ̺ ∈ [0,∞).

Our main result establishes existence and uniqueness of the mild solution with a

compatible spatial regularity. Techniques similar to the ones appearing in our proof

can, e.g., be found in [4, Theorem 3.1 and Subsection 4.3] which, in particular, pro-

vides existence and uniqueness of the mild solution for stochastic Burgers equations

with additive space-time white noise with values in the Banach space C((0, 1),R)

exploiting spectral Galerkin approximations.

As an example, we choose to apply the main result of this paper to the stochastic

Burgers equations driven by space-time white noise. In this way for every ̺ ∈

(1/8, 1/4) we obtain the existence and uniqueness of the mild solution taking values

in the space H̺. In particular, Corollary 4.3 below establishes the existence and

uniqueness of the mild solution of the stochastic Burgers equation

∂
∂t
Xt(x) =

∂2

∂x2Xt(x)−Xt(x) · ∂
∂x
Xt(x) +

∂
∂t
Wt(x) (1.1)

with X0(x) = ξ(x), ξ ∈ H1/2, and Xt(0) = Xt(1) = 0 for t ∈ [0, T ], x ∈ (0, 1).

We would like to note that there are several existence and uniqueness results in the
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literature for mild solutions of stochastic Burgers equations driven by colored noise

(see, e.g., [6]) and by space-time white noise (see, e.g., [5] in the case of cylindrical

Wiener process and [3] in the case of Brownian sheet). Other relevant references can,

e.g., be found in [8, Section 13.9] and [7, Chapter 14] and the references mentioned

therein. Our results extend the strong convergence result for stochastic Burgers

equations in [17, Corollary 5.6] because they yield existence, uniqueness, and spatial

regularity of the mild solution and at the same time not only strong but also almost

sure convergence for the numerical scheme.

To conclude, let us mention the fact that our main all-in-one results (in particu-

lar, Corollary 3.3 below) can also be applied to the Kuramoto-Sivashinsky equations

considered in [13], recovering the strong convergence result for the numerical scheme

obtained there and also recovering the existence and uniqueness of the mild solution

obtained in, e.g., [9].

1.1 Outline of the paper

First, in Section 2, we analyze pathwise regularity properties of the considered ap-

proximation scheme for a certain family of evolution equations. In particular, we

obtain in Section 2 pathwise a priori estimates and convergence to a local mild

solution (see Lemma 2.2 and Lemma 2.3, respectively). The non-explosion of the

approximation scheme then leads to non-explosion of the unique maximal solution

and therefore to pathwise existence and uniqueness of the global solution (see Propo-

sition 2.4). The main result of the paper is given in Section 3 in Theorem 3.2. It

allows us to obtain an all-in-one statement for existence, uniqueness, and (spatial)

regularity of the solution processes and strong convergence of the approximation

scheme in Corollary 3.3 below. Finally, in Section 4 we apply the latter to the

stochastic Burgers equations with space-time white noise (see Corollary 4.3).
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1.2 Notation

Throughout this article the following notation is used. Let N = {1, 2, 3, . . .} be the

set of all natural numbers. We denote by ⌊·⌋h : R → R, h ∈ (0,∞), the functions

which satisfy for all t ∈ R, h ∈ (0,∞) that

⌊t⌋h = max((−∞, t] ∩ {0, h,−h, 2h,−2h, . . .}). (1.2)

For a set A we denote by #A ∈ N ∪ {0} ∪ {∞} the number of elements of A and

we denote by IdA : A→ A the function which satisfies for all a ∈ A that IdA(a) = a

(identity function on A). For a topological space (X, τ) we denote by B(X) the

Borel sigma-algebra of (X, τ).

2 Pathwise global solutions

This section is devoted to prove a pathwise existence of a unique global solution

and convergence of the approximation scheme. We establish this result in Propo-

sition 2.4. The main ingredients of the proof of Proposition 2.4 are Lemma 2.2

and Lemma 2.3. The latter establishes convergence and non-explosion of a (local)

solution in a certain general setting and the former shows suitable a priori bounds

for the (deterministic) approximation scheme.

Setting 2.1. Let (H, 〈·, ·〉H , ‖·‖H) be a separable R-Hilbert space, let H ⊆ H

be a nonempty orthonormal basis of H, let η, κ ∈ [0,∞), let λ : H → R sat-

isfy that infb∈H λb > −min{η, κ}, let A : D(A) ⊆ H → H be the linear operator

which satisfies D(A) = {v ∈ H :
∑

b∈H |λb〈b, v〉H |2 < ∞} and ∀ v ∈ D(A) : Av =
∑

b∈H −λb〈b, v〉Hb, let (Hr, 〈·, ·〉Hr
, ‖·‖Hr

), r ∈ R, be a family of interpolation spaces

associated to κ−A (see, e.g., [22, Section 3.7]), and let T, ϑ, c ∈ (0,∞), θ, ǫ ∈ [0,∞),

α, ϕ ∈ [0, 1), γ ∈ (0, 1), ρ ∈ [−α, 1 − max{α, γ}), ̺ ∈ (ρ, 1 − γ), χ ∈ (0,min{(̺ −

ρ)/(1 + ϑ/2), (1− α− ρ)/(1 + ϑ)}].
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2.1 A priori bounds

Lemma 2.2 (A priori bounds). Assume Setting 2.1, assume in addition that supb∈H |λb|

<∞, let β ∈ (0,∞), h ∈ (0,min{1, T}], and let Y,O,O : [0, T ] → H, F ∈ C(H,H),

φ,Φ: H → [0,∞) satisfy for all v, w ∈ H, t ∈ [0, T ] that ηO ∈ C([0, T ], H), Ot =

Ot−
∫ t

0
e(t−s)(A−η) ηOs ds, ‖F (v)‖H−γ ≤ c(2ǫ+‖v‖2H), ‖F (v)‖2H−α

≤ θmax{1, ‖v‖2+ϑ
H̺

},

〈v, F (v + w)〉H ≤ 1
2
φ(w)‖v‖2H + ϕ‖(η − A)

1/2v‖2H + 1
2
Φ(w), (2.1)

‖(η − A)−
1/2(F (v)− F (w))‖2H

≤ θmax{1, ‖v‖ϑH̺
}‖v − w‖2Hρ

+ θ ‖v − w‖2+ϑ
Hρ

,

(2.2)

and

Yt =

∫ t

0

e(t−s)A
✶[0,h−χ]

(∥

∥Y⌊s⌋h
∥

∥

H̺
+
∥

∥O⌊s⌋h
∥

∥

H̺

)

F
(

Y⌊s⌋h
)

ds+Ot. (2.3)

Then it holds that ηO ∈ C([0, T ], H) and for all t ∈ [0, T ] that

‖Yt −Ot‖H̺ ≤
2c etκ t(1−̺−γ)

(1− ̺− γ)

(

ǫ+ sup
s∈[0,T ]

‖O⌊s⌋h‖2H ds

+
(

1 +
θeκ (2+ϑ)[1+(κ+

√
η+

√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+

√
θ+

√
η](2+ϑ)

(1−ϕ)(1−α−ρ)(2+ϑ)

)

·
∫ T

0

e
∫ T
s φ(O⌊u⌋h

)+2η(1+β) du
[

Φ
(

O⌊s⌋h
)

+ η
2β
‖Os‖2H

+
∣

∣max
{

1, η, T
}
∣

∣

(4+3ϑ)
max

{

1, ∫T0 ‖√ηOu‖(4+2ϑ)
H̺

du
}]

ds

)

.

(2.4)

Proof of Lemma 2.2. First, observe that for all s ∈ (0, T ) it holds that

‖(κ− A)(̺+γ)esA‖L(H) = esκs−(̺+γ)‖(s(κ− A))(̺+γ)es(A−κ)‖L(H)

≤ esκs−(̺+γ)

(2.5)

(cf., e.g., Lemma 11.36 in [19]). This, (2.3), the triangle inequality, and the assump-

tion that ∀ v ∈ H : ‖F (v)‖H−γ ≤ c(2ǫ + ‖v‖2H) imply that for all t ∈ [0, T ] it holds
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that

‖Yt −Ot‖H̺ ≤
∫ t

0

‖(κ− A)(̺+γ)e(t−s)A‖L(H)‖F
(

Y⌊s⌋h
)

‖H−γ ds

≤ c

∫ t

0

e(t−s)κ (t− s)−(̺+γ) (2ǫ+ ‖Y⌊s⌋h‖2H
)

ds

≤ c
[

2ǫ+ sups∈[0,t] ‖Y⌊s⌋h‖2H
]

∫ t

0

e(t−s)κ(t− s)−(̺+γ) ds.

(2.6)

This together with the fact that ∀ a, b ∈ R : |a+ b|2 ≤ 2|a|2 +2|b|2 and the fact that

̺+ γ < 1 shows that for all t ∈ [0, T ] it holds that

‖Yt −Ot‖H̺

≤ c

[

2ǫ+ 2 sup
s∈[0,T ]

‖Y⌊s⌋h −O⌊s⌋h‖2H + 2 sup
s∈[0,T ]

‖O⌊s⌋h‖2H

]

etκ
∫ t

0

(t− s)−(̺+γ) ds

= 2c

[

ǫ+ sup
s∈[0,T ]

‖Y⌊s⌋h −O⌊s⌋h‖2H + sup
s∈[0,T ]

‖O⌊s⌋h‖2H

]

etκ t(1−̺−γ)

(1− ̺− γ)
. (2.7)

Next note that the assumption that supb∈H |λb| <∞ assures that A ∈ L(H). Corol-

lary 2.6 in [17] therefore ensures that ηO ∈ C([0, T ], H) and that

sup
t∈[0,T ]

‖Y⌊t⌋h −O⌊t⌋h‖2H ≤
∫ T

0

e
∫ T
s φ(O⌊u⌋h

)+2η(1+β) du
[

Φ
(

O⌊s⌋h
)

+ η
2β
‖Os‖2H

+
θeκ(2+ϑ)[1+(κ+

√
η+

√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+

√
θ+

√
η](2+ϑ)|max{1,∫T0 ‖√ηOu‖H̺ du}|(2+ϑ)

(1−ϕ)(1−α−ρ)(2+ϑ)

·max
{

h2(̺−ρ−χ), h2(1−α−ρ−(1+ϑ/2)χ), h ∫T0 ‖√ηOu‖2H̺
du
}

·
∣

∣max
{

h−χ, ∫T0 ‖√ηOu‖H̺ du
}
∣

∣

ϑ
]

ds (2.8)

≤
(

1 +
θeκ(2+ϑ)[1+(κ+

√
η+

√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+

√
θ+

√
η](2+ϑ)

(1−ϕ)(1−α−ρ)(2+ϑ)

)

·
∫ T

0

e
∫ T
s φ(O⌊u⌋h

)+2η(1+β) du
[

Φ
(

O⌊s⌋h
)

+ η
2β
‖Os‖2H

+max
{

h2(̺−ρ−χ)−χϑ, h2(1−α−ρ−(1+ϑ)χ), h1−χϑ ∫T0 ‖√ηOu‖2H̺
du
}

·
∣

∣max{1, ∫T0 ‖√ηOu‖H̺ du}
∣

∣

(2+ϑ) ∣
∣max

{

1, hχ ∫T0 ‖√ηOu‖H̺ du
}∣

∣

ϑ
]

ds.

Combining this with the fact that h < 1, 1 − χϑ ≥ 0, (1−α−ρ)
(1+ϑ)

≥ χ, (̺−ρ)
(1+ϑ/2)

≥ χ
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demonstrates that for all t ∈ [0, T ] it holds that

sup
t∈[0,T ]

‖Y⌊t⌋h −O⌊t⌋h‖2H

≤
(

1 +
θeκ(2+ϑ)[1+(κ+

√
η+

√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+

√
θ+

√
η](2+ϑ)

(1−ϕ)(1−α−ρ)(2+ϑ)

)

(2.9)

·
∫ T

0

e
∫ T
s φ(O⌊u⌋h

)+2η(1+β) du
[

Φ
(

O⌊s⌋h
)

+ η
2β
‖Os‖2H

+max
{

1, ∫T0 ‖√ηOu‖2H̺
du
} ∣

∣max
{

1, ∫T0 ‖√ηOu‖H̺ du
}∣

∣

(2+2ϑ)
]

ds.

Moreover, note that Hölder’s inequality implies that

max
{

1, ∫T0 ‖√ηOu‖2H̺
du
} ∣

∣max
{

1, ∫T0 ‖√ηOu‖H̺ du
}∣

∣

2+2ϑ

≤ max
{

1, η ∫T0 ‖Ou‖2H̺
du
}

∣

∣

∣
max

{

1, η T ∫T0 ‖Ou‖2H̺
du
}

∣

∣

∣

1+ϑ

≤
∣

∣max
{

1, η, T
}∣

∣

3+2ϑ
∣

∣

∣
max

{

1, ∫T0 ‖Ou‖2H̺
du
}

∣

∣

∣

2+ϑ

≤
∣

∣max
{

1, η, T
}∣

∣

4+3ϑ
max

{

1, ∫T0 ‖Ou‖2(2+ϑ)
H̺

du
}

.

(2.10)

This together with (2.9) yields that

sup
t∈[0,T ]

‖Y⌊t⌋h −O⌊t⌋h‖2H

≤
(

1 +
θeκ(2+ϑ)[1+(κ+

√
η+

√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+

√
θ+

√
η]2+ϑ

(1−ϕ)(1−α−ρ)2+ϑ

)

·
∫ T

0

e
∫ T
s φ(O⌊u⌋h

)+2η(1+β) du
[

Φ
(

O⌊s⌋h
)

+ η
2β
‖Os‖2H

+
∣

∣max
{

1, η, T
}∣

∣

4+3ϑ
max

{

1, ∫T0 ‖Ou‖2(2+ϑ)
H̺

du
}

]

ds.

(2.11)

Combining this and (2.7) completes the proof of Lemma 2.2.

Lemma 2.3 (Pathwise convergence and non-explosion). Let (V, ‖·‖V ) be a separable

R-Banach space, let (W, ‖·‖W ) be an R-Banach space, let T, χ ∈ (0,∞), let J ⊆ [0, T ]

be a convex set satisfying 0 ∈ J , let F ∈ C(V,W ) and Ψ: [0,∞] → [0,∞] satisfy for
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all r ∈ [0,∞] that Ψ([0,∞)) ⊆ [0,∞) and

Ψ(r) = sup
({

‖F (v)−F (w)‖W
‖v−w‖V : v, w ∈ V, v 6= w, ‖v‖V + ‖w‖V ≤ r

}

∪ {0}
)

, (2.12)

let S : (0, T ) → L(W,V ) be a B((0, T ))/B(L(W,V ))-measurable function, let α ∈

[0, 1) and (Pn)n∈N ⊆ L(V ) satisfy that sups∈(0,T ) s
α‖Ss‖L(W,V ) < ∞, lim supm→∞

‖Pm‖L(V ) <∞, and

lim sup
m→∞

∫ T

0

‖(IdV − Pm)Ss‖L(W,V ) ds = 0, (2.13)

let O ∈ C([0, T ], V ) and On : [0, T ] → V , n ∈ N, satisfy that

lim sup
m→∞

sup
s∈[0,T ]

‖Os −Om
s ‖V = 0, (2.14)

let (hn)n∈N ⊆ (0,∞) satisfy that lim supm→∞ hm = 0, and let X ∈ C(J, V ) and

X n : [0, T ] → V , n ∈ N, satisfy for all t ∈ J , n ∈ N that Xt =
∫ t

0
St−s F (Xs) ds+Ot,

X n
t =

∫ t

0

Pn St−s ✶[0,|hn|−χ]

(∥

∥X n
⌊s⌋hn

∥

∥

V
+
∥

∥On
⌊s⌋hn

∥

∥

V

)

F
(

X n
⌊s⌋hn

)

ds+On
t , (2.15)

and lim infm→∞ sups∈J ‖Xm
s ‖V <∞. Then it holds

(i) for all t ∈ J that lim supn→∞ sups∈[0,t] ‖Xs −X n
s ‖V = 0 and

(ii) that sups∈J ‖Xs‖V <∞.

Proof of Lemma 2.3. First, observe that Item (i) in Proposition 3.1 in [13] shows

that for all t ∈ J it holds that

lim sup
n→∞

sup
s∈[0,t]

‖Xs −X n
s ‖V = 0. (2.16)

9



This establishes Item (i). Next note that for all n ∈ N, t ∈ J it holds that

‖Xt‖V ≤ ‖X n
t ‖V + ‖Xt −X n

t ‖V

≤ sups∈J ‖X n
s ‖V + ‖Xt −X n

t ‖V

≤ sups∈J ‖X n
s ‖V + sups∈[0,t] ‖Xs −X n

s ‖V .

(2.17)

This together with Item (i) implies that for all t ∈ J it holds that

‖Xt‖V ≤ lim inf
n→∞

(

sup
s∈J

‖X n
s ‖V + sup

s∈[0,t]
‖Xs −X n

s ‖V
)

≤ lim inf
n→∞

sup
s∈J

‖X n
s ‖V + lim sup

n→∞
sup
s∈[0,t]

‖Xs −X n
s ‖V

= lim inf
n→∞

sup
s∈J

‖X n
s ‖V <∞.

(2.18)

Therefore, we obtain that

supt∈J ‖Xt‖V ≤ lim infn→∞ supt∈J ‖X n
t ‖V <∞. (2.19)

This establishes Item (ii). The proof of Lemma 2.3 is thus completed.

2.2 Pathwise existence, uniqueness, regularity, and approx-

imation

Proposition 2.4 (Global solutions). Assume Setting 2.1, let F ∈ C(H̺, H−α),

(Pn)n∈N ⊆ L(H), let Hn ⊆ H, n ∈ N, be finite subsets of H satisfying for all n ∈ N,

u ∈ H that Pn(u) =
∑

b∈Hn
〈b, u〉Hb, let φ,Φ: H1 → [0,∞) be functions such that for

all n ∈ N, v, w ∈ Pn(H) it holds that F (v) ∈ H, ‖F (v)‖H−γ ≤ c (2ǫ+ ‖v‖2H) ,

〈v, PnF (v + w)〉H ≤ φ(w)‖v‖2H + ϕ‖(η − A)
1/2v‖2H + Φ(w), (2.20)
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and

‖F (v)− F (w)‖H−α
≤ θ (1 + ‖v‖ϑHρ

+ ‖w‖ϑHρ
) ‖v − w‖Hρ , (2.21)

let (hn)n∈N ⊆ (0, T ] satisfy that lim supm→∞ hm = 0, assume in addition that α ∈

[0, 1/2], ̺ ∈ (ρ, 1−max{α, γ}), χ ∈ (0,min{(̺− ρ)/(1 + ϑ), (1− α− ρ)/(1 + 2ϑ)}],

and

lim sup
m→∞

∫ T

0

‖(IdH̺ − Pm|H̺)e
sA‖L(H−α,H̺) ds = 0, (2.22)

let O ∈ C([0, T ], H̺) and On,On : [0, T ] → H̺, n ∈ N, be functions which satisfy

for all n ∈ N, t ∈ [0, T ] that On([0, T ]) ⊆ Pn(H), ηOn ∈ C([0, T ], Pn(H)),

lim sup
m→∞

sup
s∈[0,T ]

‖Os −Om
s ‖H̺ = 0, (2.23)

On
t = On

t −
∫ t

0
e(t−s)(A−η) ηOn

s ds, lim supm→∞ sups∈[0,T ] ‖Om
⌊s⌋hm‖

2
H <∞, and

lim inf
m→∞

∫ T

0

e
∫ T
r 2φ(Om

⌊u⌋hm
) du

max{Φ(Om
⌊r⌋hm ), ‖O

m
r ‖2H , 1, ∫T0 ‖Om

u ‖4+4ϑ
H̺

du} dr <∞,

(2.24)

and let X n : [0, T ] → H̺, n ∈ N, be functions satisfying for all n ∈ N, t ∈ [0, T ] that

X n
t =

∫ t

0

Pn e
(t−s)A

✶{‖Xn
⌊s⌋hn

‖H̺+‖On
⌊s⌋hn

‖H̺≤|hn|−χ} F
(

X n
⌊s⌋hn

)

ds+On
t . (2.25)

Then

(i) it holds that lim infn→∞ sups∈[0,T ] ‖X n
s ‖H̺ <∞,

(ii) there exists a unique continuous function X : [0, T ] → H̺ which satisfies for

all t ∈ [0, T ] that
∫ t

0
‖e(t−s)A F (Xs)‖H̺ ds <∞ and

Xt =

∫ t

0

e(t−s)A F (Xs) ds+Ot, (2.26)

and
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(iii) it holds that lim supn→∞ supt∈[0,T ] ‖Xt −X n
t ‖H̺ = 0.

Proof of Proposition 2.4. Observe that (2.22) allows us to assume w.l.o.g. that for

all n ∈ N it holds that Pn(H) 6= {0}. Throughout this proof we assume that for

all n ∈ N it holds that Pn(H) 6= {0}, let ε ∈ (0, 1 − α − ̺) be a real number, let

θ̃ ∈ [0,∞) be the real number given by

θ̃ = max{1, ‖(η − A)−1(κ− A)‖L(H)}

·max

{

(

8θ2 + 2 ‖F (0)‖2H−α

)

max

{

1, sup
u∈H̺\{0}

‖u‖2+2ϑ
Hρ

‖u‖2+2ϑ
H̺

}

, (2.27)

3 θ2
[

sup
u∈H−α\{0}

‖u‖2H−1/2

‖u‖2H−α

][

1 + sup
u∈H̺\{0}

‖u‖2ϑHρ

‖u‖2ϑH̺

]

(

1 + 2max{2ϑ−1,0})
}

,

let Ψ: [0,∞] → [0,∞] be the function which satisfies for all r ∈ [0,∞] that Ψ(r) =

sup({‖F (v)− F (w)‖H−α/‖v − w‖H̺ : v, w ∈ H̺, v 6= w, ‖v‖H̺ + ‖w‖H̺ ≤ r} ∪ {0}),

and let ψ : (0, T ) → (0,∞) be the function which satisfies for all t ∈ (0, T ) that

ψ(t) = et κ − 1 + tε. (2.28)

Note that (2.21) ensures that for all r ∈ [0,∞), v, w ∈ H̺ satisfying v 6= w and

‖v‖H̺ + ‖w‖̺ ≤ r it holds that

‖F (v)−F (w)‖H−α

‖v−w‖H̺
≤ ‖v−w‖Hρ

‖v−w‖H̺
θ (1 + ‖v‖ϑHρ

+ ‖w‖ϑHρ
)

≤
[

supu∈H̺\{0}
‖u‖Hρ

‖u‖H̺

]

θ (1 + 2rϑ) <∞.

(2.29)

Therefore, we obtain that for all r ∈ [0,∞) it holds that

Ψ(r) ≤ θ (1 + 2rϑ)
[

supu∈H̺\{0}
‖u‖Hρ

‖u‖H̺

]

<∞. (2.30)

This establishes that

Ψ([0,∞)) ⊆ [0,∞). (2.31)
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Next observe that for all n ∈ N, t ∈ [0, T ] it holds that

‖X n
t ‖H̺ ≤ ‖Ot‖H̺ + ‖On

t −Ot‖H̺ + ‖X n
t −On

t ‖H̺ . (2.32)

This and (2.23) yield that

lim inf
n→∞

sup
t∈[0,T ]

‖X n
t ‖H̺ ≤ sup

t∈[0,T ]

‖Ot‖H̺ + lim inf
n→∞

sup
t∈[0,T ]

‖X n
t −On

t ‖H̺ . (2.33)

Furthermore, note that (2.21) and, e.g., Lemma 2.4 in [13] (with V = H̺, V = Hρ,

W = H−α, W = H−1/2, ǫ = θ, θ = max{1, ‖(η − A)−1(κ − A)‖L(H)}−1 θ̃, ε = ϑ,

ϑ = 2ϑ, in the notation of Lemma 2.4 in [13]) ensures for all v, w ∈ H̺ that

‖(η − A)−
1/2(F (v)− F (w))‖2H

≤ ‖(η − A)−1(κ− A)‖L(H)‖F (v)− F (w)‖2H−1/2

≤ θ̃
(

max{1, ‖v‖2ϑH̺
}‖v − w‖2Hρ

+ ‖v − w‖2+2ϑ
Hρ

)

(2.34)

and

‖F (v)‖2H−α
≤ θ̃max{1, ‖v‖2+2ϑ

H̺
}. (2.35)

In addition, observe that the assumption that ∀n ∈ N : On([0, T ]) ⊆ Pn(H) implies

for all n ∈ N that On([0, T ]) ∪ X n([0, T ]) ⊆ Pn(H). Combining this, (2.34), (2.35),

and Lemma 2.2 (with H = Pn(H), β = 1, θ = θ̃, ϑ = 2ϑ, A = (Pn(H) ∋ v 7→

Av ∈ Pn(H)) ∈ L(Pn(H)), h = hn, Y = ([0, T ] ∋ t 7→ X n
t ∈ Pn(H)), O = ([0, T ] ∋

t 7→ On
t (ω) ∈ Pn(H)), O = ([0, T ] ∋ t 7→ On

t (ω) ∈ Pn(H)), F = (Pn(H) ∋ v 7→

PnF (v) ∈ Pn(H) ∩ H−α) ∈ C(Pn(H), Pn(H)), φ = 2φ|Pn(H), Φ = 2Φ|Pn(H) for

n ∈ {m ∈ N : hm ≤ 1} in the notation of Lemma 2.2) yields that for all n ∈ {m ∈
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N : hm ≤ 1} it holds that

supt∈[0,T ] ‖X n
t −On

t ‖H̺ ≤
2c eTκ T (1−̺−γ)

(1− ̺− γ)

(

ǫ+ sups∈[0,T ] ‖On
⌊s⌋hn‖

2
H

+

(

1 +
θ̃eκ(2+2ϑ)[1+(κ+

√
η+

√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+

√
θ̃+

√
η]2+2ϑ

(1−ϕ)(1−α−ρ)2+2ϑ

)

·
∫ T

0

e
∫ T
s 2φ(On

⌊u⌋hn
)+4η du

[

2Φ
(

On
⌊s⌋hn

)

+ η
2
‖On

s‖2H

+
∣

∣max
{

1, η, T
}
∣

∣

4+6ϑ
max

{

1, ∫T0 ‖√ηOn
u‖4+4ϑ

H̺
du
}

]

ds

)

.

(2.36)

Hence, we obtain that

lim inf
n→∞

supt∈[0,T ] ‖X n
t −On

t ‖H̺ ≤
2c eTκ T (1−̺−γ)

(1− ̺− γ)

(

ǫ+ lim sup
n→∞

sups∈[0,T ] ‖On
⌊s⌋hn‖

2
H

+

(

1 +
θ̃eκ(2+2ϑ)[1+(κ+

√
η+

√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+

√
θ̃+

√
η]2+2ϑ

(1−ϕ)(1−α−ρ)2+2ϑ

)

· lim inf
n→∞

∫ T

0

e
∫ T
s 2φ(On

⌊u⌋hn
)+4η du

[

2Φ
(

On
⌊s⌋hn

)

+ η
2
‖On

s‖2H

+
∣

∣max
{

1, η, T
}∣

∣

4+6ϑ
max

{

1, ∫T0 ‖√ηOn
u‖4+4ϑ

H̺
du
}

]

ds

)

. (2.37)

Combining this, the assumption that lim supm→∞ sups∈[0,T ] ‖Om
⌊s⌋hm‖

2
H < ∞, and

(2.24) assures that

lim inf
n→∞

sup
t∈[0,T ]

‖X n
t −On

t ‖H̺ <∞. (2.38)

The assumption that O ∈ C([0, T ], H̺) and (2.33) therefore prove that

lim inf
n→∞

sup
t∈[0,T ]

‖X n
t ‖H̺ <∞. (2.39)

This establishes Item (i). In the next step we observe that (2.28) yields that

lim sup
tց0

ψ(t) = 0. (2.40)
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Moreover, note that the fact that ∀ r ∈ [0, 1], t ∈ (0, T ) : ‖(t(κ− A))r etA‖L(H) ≤ etκ

and ‖(t(κ− A))−r
(

et(A−κ) − IdH

)

‖L(H) ≤ 1 (cf., e.g., Lemma 11.36 in [19]) implies

that for all s ∈ [0, T ), t ∈ (s, T ] it holds that

s(α+̺+ε) ‖etA − esA‖L(H−α,H̺) = sε
∥

∥(s(κ− A))(α+̺)esA
(

e(t−s)A − IdH

)∥

∥

L(H)

≤ sε
∥

∥(s(κ− A))(α+̺)esA
(

e(t−s)A − e(t−s)κ
)∥

∥

L(H)

+ sε
∥

∥(s(κ− A))(α+̺)esA
(

e(t−s)κ − IdH

)
∥

∥

L(H)

≤ e(t−s)κ
∥

∥(s(κ− A))(α+̺+ε)esA
∥

∥

L(H)

∥

∥(κ− A)−ε (e(t−s)(A−κ) − IdH

)∥

∥

L(H)

+ sε
(

e(t−s)κ − 1
) ∥

∥(s(κ− A))(α+̺)esA
∥

∥

L(H)

≤ etκ (t− s)ε + sε
(

e(t−s)κ − 1
)

esκ

≤ max{1, T ε} eTκ
(

e(t−s)κ − 1 + (t− s)ε
)

. (2.41)

and

sα+̺+ε ‖esA‖L(H−α,H̺) = sε
∥

∥(s(κ− A))(α+̺)esA
∥

∥

L(H)
≤ sεesκ ≤ T εeTκ. (2.42)

This together with (2.28) yields that

sup
s∈(0,T )

[

sα+̺+ε

(

‖esA‖L(H−α,H̺) + sup
t∈(s,T )

‖etA − esA‖L(H−α,H̺)

|ψ(t− s)|

)]

≤ 2eTκmax{1, T ε} <∞.

(2.43)

Combining this, (2.30), (2.40), and Item (i) in Corollary 8.4 in [14] (with (V, ‖·‖V ) =

(H̺, ‖·‖H̺
), (W, ‖·‖W ) = (H−α, ‖·‖H−α

), S =
(

(0, T ) ∋ t 7→ (H−α ∋ v 7→ etAv ∈

H̺) ∈ L(H−α, H̺)
)

, S =
(

[0, T ] ∋ t 7→ (H̺ ∋ v 7→ etAv ∈ H̺) ∈ L(H̺)
)

, o = O,

φ = ψ in the notation of Corollary 8.4 in [14]) demonstrates that there exists a

convex set J ⊆ [0, T ] with {0} ( J such that there exists a unique continuous
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function X : J → H̺ which satisfies for all t ∈ J that

∫ t

0

‖e(t−s)A F (Xs)‖H̺ ds <∞, Xt =

∫ t

0

e(t−s)A F (Xs) ds+Ot, (2.44)

and

lim supsրsup(J)

[

1
(T−s)

+ ‖Xs‖H̺

]

= ∞. (2.45)

Next observe that Item (i) ensures that lim infn→∞ sups∈J ‖X n
s ‖H̺ <∞. Lemma 2.3

(with (V, ‖·‖V ) = (H̺, ‖·‖H̺
), (W, ‖·‖W ) = (H−α, ‖·‖H−α

), α = ̺+ α, S =
(

(0, T ] ∋

t 7→ (H−α ∋ v 7→ etAv ∈ H̺) ∈ L(H−α, H̺)
)

, (Pn)n∈N = (H̺ ∋ v 7→ Pn(v) ∈ H̺)n∈N

in the notation of Lemma 2.3) hence shows that for all t ∈ J it holds that

lim sup
n→∞

sup
s∈[0,t]

‖Xs −X n
s ‖H̺ = 0. (2.46)

This, in particular, implies that sups∈J ‖Xs‖H̺ < ∞. Item (iii) in Corollary 8.4 in

[14] therefore assures that J = [0, T ]. This together with (2.44) establishes Item (ii).

Next observe that the fact that T ∈ J and (2.46) prove Item (iii). The proof of

Proposition 2.4 is thus completed.

3 The main result: Existence, uniqueness, and

strong convergence

In this section we accomplish in Theorem 3.2 global existence and uniqueness of

the solutions for certain class of SPDEs. Moreover, Theorem 3.2 shows an almost

sure convergence of the approximation scheme (3.4) below. The other result of this

section is Corollary 3.3, which establishes a strong convergence of the approximation

scheme and follows from Theorem 3.2 and [17, Theorem 3.5].

Setting 3.1. Let (H, 〈·, ·〉H , ‖·‖H) be a separable R-Hilbert space, let H ⊆ H
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be a nonempty orthonormal basis of H, let η, κ ∈ [0,∞), let λ : H → R sat-

isfy that infb∈H λb > −min{η, κ}, let A : D(A) ⊆ H → H be the linear operator

which satisfies D(A) = {v ∈ H :
∑

b∈H |λb〈b, v〉H |2 < ∞} and ∀ v ∈ D(A) : Av =
∑

b∈H −λb〈b, v〉Hb, let (Hr, 〈·, ·〉Hr
, ‖·‖Hr

), r ∈ R, be a family of interpolation spaces

associated to κ−A (see, e.g., [22, Section 3.7]), let T, ϑ, c ∈ (0,∞), θ, ǫ ∈ [0,∞), α ∈

[0, 1/2], ϕ ∈ [0, 1), γ ∈ (0, 1), ρ ∈ [−α, 1−max{α, γ}), ̺ ∈ (ρ, 1−max{α, γ})∩ [0, 1],

χ ∈ (0,min{(̺− ρ)/(1 + ϑ), (1− α− ρ)/(1 + 2ϑ)}], let F ∈ C(H̺, H−α), (Pn)n∈N ⊆

L(H), let Hn ⊆ H, n ∈ N, be finite subsets of H satisfying for all n ∈ N, u ∈ H

that Pn(u) =
∑

b∈Hn
〈b, u〉Hb and lim infm→∞ inf({λb : b ∈ H\Hm} ∪ {∞}) = ∞, let

φ,Φ: H1 → [0,∞) be functions such that for all n ∈ N, v, w ∈ Pn(H) it holds that

F (v) ∈ H,

‖F (v)‖H−γ ≤ c
(

2ǫ+ ‖v‖2H
)

, (3.1)

〈v, PnF (v + w)〉H ≤ φ(w)‖v‖2H + ϕ‖(η − A)
1/2v‖2H + Φ(w), (3.2)

and

‖F (v)− F (w)‖H−α
≤ θ (1 + ‖v‖ϑHρ

+ ‖w‖ϑHρ
) ‖v − w‖Hρ , (3.3)

let (hn)n∈N ⊆ (0, T ] satisfy that lim supm→∞ hm = 0, let (Ω,F ,P) be a probability

space, let X n : [0, T ]×Ω → H̺, n ∈ N, be stochastic processes, let On : [0, T ]×Ω →

H̺, n ∈ N, and O : [0, T ]×Ω → H̺ be stochastic processes with continuous sample

paths, let Xn,On : [0, T ]× Ω → H̺, n ∈ N, be functions, and assume for all n ∈ N,

t ∈ [0, T ] that

Xn
t = ∫ t0 Pn e

(t−s)A
✶{‖Xn

⌊s⌋hn
‖H̺+‖On

⌊s⌋hn
‖H̺≤|hn|−χ} F

(

X n
⌊s⌋hn

)

ds+On
t , (3.4)
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On([0, T ]× Ω) ⊆ Pn(H), On
t = On

t −
∫ t

0
e(t−s)(A−η) ηOn

s ds, and P(Xn
t = X n

t ) = 1.

Remark. The above setting can be interpreted in the following way. The operator

A is diagonal linear with respect to the orthonormal basis H and with the point

spectrum −λ. The parameter T is the end time of the SDE we consider, the param-

eters ϑ, θ, α, and ρ represent a semi-global Lipschitz continuity of the nonlinearity

F (see (3.3) above), the parameters c, ǫ, and γ are involved in the condition ensuring

at most quadratic growth of F (see (3.1) above), the parameters ϕ, η and the func-

tions φ, Φ describe the coercivity-type condition of F in (3.2), and the parameter

̺ determines the domain of F (F takes values from H̺). Moreover, we think of

the stochastic process O as the noise part of the SDE we consider and we think of

(On)n∈N as certain approximations of this noise. Given all these, the approximating

scheme is constructed as follows. We take the projection mappings (Pn)n∈N, the time

discretizations (hn)n∈N, and the truncation parameter χ to construct the approxi-

mating processes (Xn)n∈N (and (X n)n∈N) as in (3.4). Additionally, we consider the

noise processes (On)n∈N which satisfy below certain regularity conditions (see (3.5))

and which we think of as spectral Galerkin approximations of the noise process of a

shifted version of the SDE we consider (with the shift parameter η, the same as in

coercivity-type condition of F (3.2)).

Theorem 3.2 (Existence, uniqueness, and almost sure convergence). Assume Set-

ting 3.1, let Ω0 ∈ {B ∈ F : P(B) = 1}, and assume that for ω ∈ Ω0 it holds that

lim inf
m→∞

∫ T

0

e
∫ T
r 2φ(Om

⌊u⌋hm
(ω)) du

[

1 + |Φ(Om
⌊r⌋hm (ω))|+ ∫T0 ‖Om

u (ω)‖4+4ϑ
H̺

du

+ ‖Om
r (ω)‖2H

]

dr <∞ (3.5)

and

lim sup
m→∞

sup
t∈[0,T ]

‖Ot(ω)−Om
t (ω)‖H̺ = 0. (3.6)
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Then

(i) there exists an up-to-indistinguishability unique stochastic process X : [0, T ]×

Ω → H̺ with continuous sample paths which satisfies that for all t ∈ [0, T ] it

holds P-a.s. that

Xt =

∫ t

0

e(t−s)A F (Xs) ds+Ot (3.7)

and

(ii) there exists an event Ω1 ∈ {B ∈ F : P(B) = 1} such that for all ω ∈ Ω1 it holds

that

lim sup
n→∞

sup
t∈[0,T ]

‖Xt(ω)− Xn
t (ω)‖H̺ = 0. (3.8)

Proof of Theorem 3.2. Throughout this proof let Ω1 ⊆ Ω be the set given by

Ω1 = Ω0 ∩
{

ω ∈ Ω: (∀m ∈ N, s ∈ [0, T ] : Xm
⌊s⌋hm (ω) = Xm

⌊s⌋hm (ω))
}

(3.9)

and let Xn : [0, T ] × Ω → H,n ∈ N, be the functions which satisfy for all n ∈ N,

t ∈ [0, T ] that

Xn
t =

∫ t

0

Pn e
(t−s)A

✶{‖Xn
⌊s⌋hn

‖H̺+‖On
⌊s⌋hn

‖H̺≤|hn|−χ} F
(

Xn
⌊s⌋hn

)

ds+On
t . (3.10)

Observe that the assumption that ∀n ∈ N, t ∈ [0, T ] : P(Xn
t = X n

t ) = 1 yields that

{

ω ∈ Ω:
(

∀m ∈ N, s ∈ [0, T ] : Xm
⌊s⌋hm (ω) = Xm

⌊s⌋hm (ω)
)

}

∈ F (3.11)

and

P
(

∀m ∈ N, s ∈ [0, T ] : Xm
⌊s⌋hm = Xm

⌊s⌋hm

)

= 1. (3.12)
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Combining this and (3.9) demonstrates that

Ω1 ∈ {B ∈ F : P(B) = 1} . (3.13)

Next note that the fact that for all r ∈ [0, 1], t ∈ [0, T ] it holds that ‖(t(κ −

A))r etA‖L(H) ≤ etκ (cf., e.g., Lemma 11.36 in [19]) implies for all ε ∈ [0, 1 − α − ̺]

that

sups∈[0,T ]

(

s(̺+ε+α)‖esA‖L(H−α,H̺+ε)

)

= sups∈[0,T ] ‖(s(κ− A))(̺+ε+α) esA‖L(H) ≤ eTκ <∞.

(3.14)

Therefore, we obtain for all n ∈ N, t ∈ [0, T ], ε ∈ [0, 1− ̺− α) that

∫ t

0

‖(IdH̺ − Pn|H̺) e
sA‖L(H−α,H̺) ds

≤
∫ t

0

‖IdH̺+ε − Pn|H̺+ε‖L(H̺+ε,H̺) ‖esA‖L(H−α,H̺+ε) ds

≤ ‖(κ− A)−ε(IdH − Pn)‖L(H)

∫ t

0

eTκ s−(̺+ε+α) ds

=
eTκ ‖(κ− A)−1(IdH − Pn)‖εL(H) t

(1−̺−ε−α)

(1− ̺− ε− α)
.

(3.15)

This together with the assumption that lim infn→∞ inf({λb : b ∈ H\Hn}∪{∞}) = ∞

proves that

lim sup
n→∞

(
∫ T

0

‖(IdH̺ − Pn|H̺)e
sA‖L(H−α,H̺) ds

)

= 0. (3.16)

Moreover, observe that the assumption that ∀n ∈ N, t ∈ [0, T ], ω ∈ Ω: On
t (ω) =

On
t (ω)−

∫ t

0
e(t−s)(A−η) ηOn

s (ω) ds and the fact that ∀ t ∈ [0, T ] : ‖etA‖L(H) ≤ etκ (cf.,
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e.g., Lemma 11.36 in [19]) imply that for all n ∈ N, t ∈ [0, T ], ω ∈ Ω it holds that

‖On
t (ω)−On

t (ω)‖H̺

≤
t

∫
0
‖e(t−s)(A−η)‖L(H) ‖ηOn

s (ω)‖H̺ ds ≤
t

∫
0
e(t−s)(κ−η) ‖ηOn

s (ω)‖H̺ ds

≤ η
T

∫
0
e(T−s)|κ−η| ‖On

s (ω)‖H̺ ds ≤ η T eT |κ−η| [sups∈[0,T ] ‖On
s (ω)‖H̺

]

.

(3.17)

Therefore, we obtain for all ω ∈ Ω that

lim sup
n→∞

sup
t∈[0,T ]

‖On
t (ω)‖H̺

≤ lim sup
n→∞

(

sup
t∈[0,T ]

‖On
t (ω)−On

t (ω)‖H̺ + sup
t∈[0,T ]

‖On
t (ω)‖H̺

)

≤
(

η T eT |κ−η| + 1
)

lim sup
n→∞

sup
t∈[0,T ]

‖On
t (ω)‖H̺ .

(3.18)

Furthermore, note that the assumption that O : [0, T ] × Ω → H̺ has continuous

sample paths and (3.6) ensure that for all ω ∈ Ω1 it holds that

lim sup
n→∞

sup
t∈[0,T ]

‖On
t (ω)‖H̺

≤ lim sup
n→∞

sup
t∈[0,T ]

‖On
t (ω)−Ot(ω)‖H̺ + sup

t∈[0,T ]

‖Ot(ω)‖H̺

= sup
t∈[0,T ]

‖Ot(ω)‖H̺ <∞.

(3.19)

Combining this with (3.18) we obtain for all ω ∈ Ω1 that

lim sup
n→∞

sup
t∈[0,T ]

∥

∥On
⌊t⌋hn (ω)

∥

∥

H̺
<∞. (3.20)

The fact that H̺ ⊆ H continuously hence shows that for all ω ∈ Ω1 it holds that

lim sup
n→∞

sup
t∈[0,T ]

∥

∥On
⌊t⌋hn (ω)

∥

∥

H
<∞. (3.21)

This, (3.16), and Proposition 2.4 (with O = ([0, T ] ∋ t 7→ Ot(ω) ∈ H̺), (On)n∈N =
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([0, T ] ∋ t 7→ On
t (ω) ∈ H̺)n∈N, (O

n)n∈N = ([0, T ] ∋ t 7→ On
t (ω) ∈ H̺)n∈N, (X n)n∈N =

([0, T ] ∋ t 7→ Xn
t (ω) ∈ H̺)n∈N for ω ∈ Ω1 in the notation of Proposition 2.4) assure

that for all ω ∈ Ω1 it holds that

lim inf
n→∞

sup
t∈[0,T ]

‖Xn
t (ω)‖H̺ <∞ (3.22)

and that there exists a unique function Y (ω) ∈ C([0, T ], H̺) which satisfies for all

t ∈ [0, T ] that
∫ t

0
‖e(t−s)AF (Ys(ω))‖H̺ ds < ∞ and Yt(ω) =

∫ t

0
e(t−s)A F (Ys(ω)) ds +

Ot(ω). Let X : [0, T ]×Ω → H̺ be the function which satisfies for all t ∈ [0, T ], ω ∈ Ω

that

Xt(ω) =















Yt(ω) : ω ∈ Ω1

Ot(ω) : ω /∈ Ω1

. (3.23)

Observe that for all ω ∈ Ω it holds that

X(ω) ∈ C([0, T ], H̺). (3.24)

Moreover, note that for all t ∈ [0, T ], ω ∈ Ω1 it holds that

Xt(ω) =

∫ t

0

e(t−s)A F (Xs(ω)) ds+Ot(ω). (3.25)

Furthermore, observe that (3.3) proves that for all r ∈ [0,∞), v, w ∈ H̺ satisfying

v 6= w and ‖v‖H̺ + ‖w‖̺ ≤ r it holds that

‖F (v)−F (w)‖H−α

‖v−w‖H̺
≤ ‖v−w‖Hρ

‖v−w‖H̺
θ (1 + ‖v‖ϑHρ

+ ‖w‖ϑHρ
)

≤
[

supu∈H̺\{0}
‖u‖Hρ

‖u‖H̺

]

θ (1 + 2rϑ) <∞.

(3.26)

Combining this, the fact that lim supn→∞
∥

∥Pn|H̺

∥

∥

L(H̺)
= 1 < ∞, (3.16), the as-

sumption that lim supn→∞ hn = 0, (3.25), (3.10), and (3.22) allows us to apply
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Lemma 2.3 (with (V, ‖·‖V ) = (H̺, ‖·‖H̺
), (W, ‖·‖W ) = (H−α, ‖·‖H−α

), T = T , χ = χ,

J = [0, T ], F = F , S =
(

(0, T ] ∋ t 7→ (H−α ∋ v 7→ etAv ∈ H̺) ∈ L(H−α, H̺)
)

,

α = ̺ + α, (Pn)n∈N = (H̺ ∋ v 7→ Pn(v) ∈ H̺)n∈N, O = ([0, T ] ∋ t 7→ Ot(ω) ∈ H̺),

(On)n∈N = ([0, T ] ∋ t 7→ On
t (ω) ∈ H̺)n∈N, (hn)n∈N = (hn)n∈N, X = ([0, T ] ∋ t 7→

Xt(ω) ∈ H̺), (Xn)n∈N = ([0, T ] ∋ t 7→ Xn
t (ω) ∈ H̺)n∈N for ω ∈ Ω1 in the notation

of Lemma 2.3) to obtain for all ω ∈ Ω1 that

lim sup
n→∞

sup
t∈[0,T ]

‖Xn
t (ω)−Xt(ω)‖H̺ = 0. (3.27)

This, in particular, implies that for all t ∈ [0, T ], ω ∈ Ω1 it holds that

lim sup
n→∞

‖Xn
t (ω)−Xt(ω)‖H̺ = 0. (3.28)

Moreover, note that Lemma 2.3 in [13] and the assumption thatOn : [0, T ]×Ω → H̺,

n ∈ N, are stochastic processes with continuous sample paths ensure that Xn :

[0, T ] × Ω → H̺, n ∈ N, are stochastic processes with right-continuous sample

paths. This, (3.28), the fact that ∀ t ∈ [0, T ] : Xt|Ω\Ω1 = Ot|Ω\Ω1 , and the fact that

Ω1 ∈ F prove that X : [0, T ]×Ω → H̺ is a stochastic process. Combining this, the

fact that P(Ω1) = 1, (3.24), and (3.25) ensures X : [0, T ] × Ω → H̺ is a stochastic

process with continuous sample paths which satisfies that for all t ∈ [0, T ] it holds

P-a.s. that

Xt =

∫ t

0

e(t−s)A F (Xs) ds+Ot. (3.29)

In the next step let Z : [0, T ] × Ω → H̺ be another stochastic process with con-

tinuous sample paths which satisfies that for all t ∈ [0, T ] it holds P-a.s. that

Zt =
∫ t

0
e(t−s)A F (Zs) ds + Ot. This ensures that there exists an event Ω2 ∈ {B ∈
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F : P(B) = 1} such that for all t ∈ [0, T ], ω ∈ Ω2 it holds that

Zt(ω) =

∫ t

0

e(t−s)A F (Zs(ω)) ds+Ot(ω). (3.30)

Combining this, (3.26), (3.25), (3.14), and, e.g., Corollary 6.1 in [14] (with (V, ‖·‖V ) =

(H̺, ‖·‖H̺
), (W, ‖·‖W ) = (H−α, ‖·‖H−α

), T = T , τ = T , F = F , x1 = ([0, T ] ∋ t 7→

Xt(ω) ∈ H̺), x
2 = ([0, T ] ∋ t 7→ Zt(ω) ∈ H̺), o = ([0, T ] ∋ t 7→ Ot(ω) ∈ H̺),

S =
(

(0, T ) ∋ s 7→ esA ∈ L(H−α, H̺)
)

for ω ∈ Ω1 ∩ Ω2 in the notation of Corol-

lary 6.1 in [14]) demonstrates that for all t ∈ [0, T ], ω ∈ Ω1 ∩ Ω2 it holds that

Xt(ω) = Zt(ω). This and the fact that Ω1 ∩ Ω2 ∈ {B ∈ F : P(B) = 1} show

that the stochastic processes X and Z are indistinguishable. This and (3.29) es-

tablish Item (i). In the next step we combine (3.10), (3.27), and the fact that

∀n ∈ N, t ∈ [0, T ], ω ∈ Ω1 : X
n
t (ω) = Xn

t (ω) to obtain that for all ω ∈ Ω1 it holds

that

lim sup
n→∞

sup
t∈[0,T ]

‖Xt(ω)− Xn
t (ω)‖H̺ = 0. (3.31)

This and (3.13) establish Item (ii). The proof of Theorem 3.2 is thus completed.

Corollary 3.3 (Strong convergence). Assume Setting 3.1, let p ∈ [2,∞), and as-

sume that lim supn→∞ supt∈[0,T ] E[‖On
t ‖pH ] <∞,

lim sup
n→∞

E
[

min
{

1, supt∈[0,T ] ‖Ot −On
t ‖H̺

}

]

= 0, (3.32)

and

lim sup
n→∞

E

[
∫ T

0

e
∫ T
r p φ(On

⌊u⌋hn
) du
(

1 +
∣

∣Φ
(

On
⌊r⌋hn

)∣

∣

p
2 + ‖On

r ‖pH

+ ∫T0 ‖On
u‖2p+2pϑ

H̺
du
)

dr

]

<∞. (3.33)

Then
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(i) there exists an up to indistinguishability unique stochastic process X : [0, T ]×

Ω → H̺ with continuous sample paths which satisfies that for all t ∈ [0, T ] it

holds P-a.s. that

Xt =

∫ t

0

e(t−s)A F (Xs) ds+Ot, (3.34)

(ii) it holds that Xn : [0, T ] × Ω → H̺, n ∈ N, are stochastic processes with right-

continuous sample paths and

lim sup
n→∞

E
[

min
{

1, supt∈[0,T ] ‖Xt − Xn
t ‖H̺

}

]

= 0, (3.35)

(iii) it holds that lim supn→∞ supt∈[0,T ] E
[

‖Xt‖pH + ‖X n
t ‖pH

]

<∞, and

(iv) it holds for all q ∈ (0, p) that lim supn→∞ supt∈[0,T ] E
[

‖Xt −X n
t ‖qH

]

= 0.

Proof of Corollary 3.3. First, note that (3.32) implies there exists a strictly increas-

ing function k : N → N such that

∞
∑

n=1

E
[

min
{

1, supt∈[0,T ] ‖Ot −Ok(n)
t ‖H̺

}

]

<∞. (3.36)

Lemma 3.1 in [17] (with (Ω,F ,P) = (Ω,F ,P), E = C([0, T ], H̺), d = (C([0, T ], H̺)×

C([0, T ], H̺) ∋ (x, y) 7→ supt∈[0,T ] ‖x(t) − y(t)‖H̺ ∈ [0,∞)), (Xn)n∈N = (Ok(n))n∈N,

X0 = O in the notation of Lemma 3.1 in [17]) hence proves that

P
(

lim supn→∞ supt∈[0,T ] ‖Ot −Ok(n)
t ‖H̺ = 0

)

= 1. (3.37)

Next observe that (3.33) implies that

lim sup
n→∞

E

[
∫ T

0

e

∫ T
r p φ(O

k(n)
⌊u⌋hk(n)

) du(

1 +
∣

∣Φ
(

O
k(n)
⌊r⌋hk(n)

)
∣

∣

p
2 + ‖Ok(n)

r ‖pH

+ ∫T0 ‖Ok(n)
u ‖2p+2pϑ

H̺
du
)

dr

]

<∞. (3.38)
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This, in particular, yields that

P

(

lim infn→∞

∫ T

0

e

∫ T
r 2φ(O

k(n)
⌊u⌋hk(n)

) du[

1 + |Φ(Ok(n)
⌊r⌋hk(n)

)|+ ‖Ok(n)
r ‖2H

+ ∫T0 ‖Ok(n)
u ‖4+4ϑ

H̺
du
]

dr <∞
)

= 1. (3.39)

Combining this with (3.37) and Item (i) in Theorem 3.2 (with Pn = Pk(n), Hn =

Hk(n), hn = hk(n), X n = X k(n), On = Ok(n), O = O, Xn = Xk(n), and On = Ok(n)

for n ∈ N in the notation of Theorem 3.2) assures that there exists an up-to-

indistinguishability unique stochastic process X : [0, T ]× Ω → H̺ with continuous

sample paths which satisfies that for all t ∈ [0, T ] it holds P-a.s. that

Xt =

∫ t

0

e(t−s)A F (Xs) ds+Ot. (3.40)

This establishes Item (i). Next note that the assumption that X n,On : [0, T ]×Ω →

H̺, n ∈ N, are stochastic processes and (3.4) prove that for all n ∈ N it holds that

Xn : [0, T ]×Ω → H̺ is also a stochastic process. The assumption that On : [0, T ]×

Ω → H̺, n ∈ N, are continuous, and, e.g., Lemma 2.2 in [13] therefore ensure that

Xn : [0, T ]× Ω → H̺, n ∈ N, are stochastic processes with right-continuous sample

paths. Next observe that the fact that H ⊆ H−1 = H̄H−1 and the fact that for

all n ∈ N it holds that Pn ∈ L(H) imply that there exist P̃n ∈ L(H−1, H), n ∈ N,

such that for all v ∈ H,n ∈ N it holds that P̃n(v) = Pn(v). Items (i),(ii) and

(iii) in Theorem 3.5 in [17] (with Pn = P̃n, n ∈ N, in the notation of Theorem 3.5

in [17]) therefore establish Items (ii),(iii), and (iv). The proof of Corollary 3.3 is

thus completed.

4 Example: Stochastic Burgers equations

In this section we apply Corollary 3.3 to the stochastic Burgers equations with

space-time white noise. Throughout this section we use the following notation. For
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a set A ∈ B(R) we denote by λA : B(A) → [0,∞] the Lebesgue-Borel measure on A.

For a measure space (Ω,F , µ), a measurable space (S,S), a set R, and a function

f : Ω → R we denote by [f ]µ,S the set given by

[f ]µ,S = {g : Ω → S : g is F/S-measurable and

∃A ∈ F : µ(A) = 0 and {ω ∈ Ω: f(ω) 6= g(ω)} ⊆ A} .
(4.1)

We denote by (·) : {[v]λ(0,1),B(R) ∈ L0(λ(0,1);R) : v ∈ C((0, 1),R)} → C((0, 1),R) the

function which satisfies for all v ∈ C((0, 1),R) that [v]λ(0,1),B(R) = v.

The following setting is a special case of Setting 3.1. In particular, we set the

underlying space H to be the space of all square-integrable functions over (0, 1)

and the linear operator A to be the Laplacian with Dirichlet boundary conditions

multiplied by some positive constant.

Setting 4.1. Let c1 ∈ R, T, c0 ∈ (0,∞), κ ∈ [0,∞), α = 1/2, ρ = 1/8, γ ∈ (3/4, 7/8),

̺ ∈ (1/8, 1− γ), ϑ = 1, χ ∈ (0, (̺−ρ)/(1+ϑ)], let

(H, 〈·, ·〉H , ‖·‖H) = (L2(λ(0,1);R), 〈·, ·〉L2(λ(0,1);R), ‖·‖L2(λ(0,1);R)
), (4.2)

let (en)n∈N ⊆ H and (λn)n∈N ⊆ (0,∞) satisfy for all n ∈ N that

en = [(
√
2 sin(nπx))x∈(0,1)]λ(0,1),B(R) and λn = c0π

2n2, (4.3)

let A : D(A) ⊆ H → H be the linear operator which satisfies D(A) = {v ∈

H :
∑

k∈N |λk〈ek, v〉H |2 < ∞} and ∀ v ∈ D(A) : Av =
∑

k∈N −λk〈ek, v〉H ek, let

(Hr, 〈·, ·〉Hr
, ‖·‖Hr

), r ∈ R, be a family of interpolation spaces associated to κ − A

(see, e.g., [22, Section 3.7]), let F : H1/8 → H−1/2 satisfy for all v ∈ H1/8 that

F (v) = c1(v
2)′, (4.4)

27



let (Pn)n∈N ⊆ L(H) satisfy for all u ∈ H, n ∈ N that

Pn(u) =
n
∑

k=1

〈ek, u〉H ek, (4.5)

let (hn)n∈N ⊆ (0, T ] satisfy that lim supm→∞ hm = 0, let ξ ∈ H1/2, let (Ω,F ,P)

be a probability space with a normal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an IdH-

cylindrical (Ω,F ,P, (Ft)t∈[0,T ])-Wiener process, let X n,On,Ψn : [0, T ]×Ω → Pn(H),

n ∈ N, be stochastic processes which satisfy for all n ∈ N, t ∈ [0, T ] that Ψn
t =

Pn e
tA ξ +On

t ,

[On
t ]P,B(H) =

∫ t

0

Pn e
(t−s)A dWs, (4.6)

and

P

(

X n
t = Ψn

t +
t

∫
0
Pn e

(t−s)A
✶{‖Xn

⌊s⌋hn
‖H̺+‖Ψn

⌊s⌋hn
‖H̺≤|hn|−χ} F

(

X n
⌊s⌋hn

)

ds

)

= 1. (4.7)

4.1 Properties of the nonlinearity

The following lemma shows that the function F in Setting 4.1 above satisfies the

elementary property (3.1).

Lemma 4.2. Assume Setting 4.1 and let r ∈ (3/4,∞). Then it holds for all v ∈ H1/2

that F (v) ∈ H and that

‖F (v)‖H−r ≤ |c1|
(

∑

n∈N
2π2n2 (κ+ c0 π

2 n2)−2r

)1/2

‖v‖2H <∞. (4.8)

Proof of Lemma 4.2. Throughout the proof let v ∈ H1/2. Observe that, e.g., Lemma 4.5
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in [15] ensures that F (v) ∈ H. Hence, we obtain that

‖F (v)‖H−r = supu∈H\{0}
|〈F (v),(κ−A)−r u〉H|

‖u‖H

= |c1|
[

supu∈H\{0}
|〈(v2)′,(κ−A)−r u〉H|

‖u‖H

]

.
(4.9)

Next note that for all u ∈ H it holds that (κ− A)−r u ∈ Hr and

(κ− A)−r u =
∑

n∈N(κ+ λn)
−r 〈u, en〉H en. (4.10)

This ensures that for all u ∈ H it holds that

(

(κ− A)−r u
)′
=
∑

n∈N(κ+ λn)
−r 〈u, en〉H e′n (4.11)

=
∑

n∈N(κ+ c0 π
2 n2)−r 〈u, en〉H

[

(√
2πn cos(πnx)

)

x∈(0,1)

]

λ(0,1),B(R)
.

The Cauchy-Schwarz inequality hence imply that for all u ∈ H it holds that

∥

∥

∥

(

(κ− A)−r u
)′
∥

∥

∥

L∞(λ(0,1);R)
≤
∑

n∈N
√
2πn (κ+ c0 π

2 n2)−r |〈u, en〉H |

≤
(
∑

n∈N 2π
2n2 (κ+ c0 π

2 n2)−2r
)1/2(∑

n∈N〈en, u〉2H
)1/2

=
(
∑

n∈N 2π
2n2 (κ+ c0 π

2 n2)−2r
)1/2‖u‖H . (4.12)

Combining this with (4.9) yields that

‖F (v)‖H−r ≤ |c1|
[

supu∈H\{0}

∣

∣

∣
〈v2,((κ−A)−r u)

′〉H
∣

∣

∣

‖u‖H

]

≤ |c1|
[

supu∈H\{0}
‖u‖H
‖u‖H

]

(
∑

n∈N 2π
2n2 (κ+ c0 π

2 n2)−2r
)1/2 ‖v2‖L1(λ(0,1);R)

= |c1|
(
∑

n∈N 2π
2n2 (κ+ c0 π

2 n2)−2r
)1/2 ‖v‖2H . (4.13)

Moreover, observe that the fact that r > 3/4 assures that
∑

n∈N 2π
2n2 (κ+c0 π

2 n2)−2r <

∞. The proof of Lemma 4.2 is thus completed.
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4.2 Existence and uniqueness of the solution and strong

convergence of the approximation scheme

Corollary 4.3. Assume Setting 4.1 and let p ∈ (0,∞). Then there exists a unique

stochastic process X : [0, T ]× Ω → H̺ with continuous sample paths which satisfies

for all t ∈ [0, T ] that

P

(
∫ t

0

∥

∥e(t−s)A F (Xs)
∥

∥

H̺
ds <∞

)

= 1, (4.14)

that

[Xt]P,B(H) =

[

etAξ +
t

∫
0
e(t−s)A F (Xs) ds

]

P,B(H)

+

∫ t

0

e(t−s)A dWs, (4.15)

and that

lim sup
n→∞

sup
t∈[0,T ]

E
[

‖Xt −X n
t ‖pH

]

= 0. (4.16)

Proof of Corollary 4.3. Throughout this proof let q ∈ [max{2, p},∞) be a real num-

ber, let θ, c ∈ (0,∞) be the real numbers given by

θ = |c1||c0|−1/2

[

supu∈H1/8\{0}
‖u‖2

L4(λ(0,1);R)

‖(−A)1/8u‖2H

]

+ 1 (4.17)

and c = |c1|
(
∑

n∈N 2π
2n2 (κ+ c0 π

2 n2)−2γ
)1/2

, and let φ,Φ: H1 → [0,∞) be the

functions which satisfy for all v ∈ H1 that

φ(v) = max
{

2|c1|2
c0

, 4
}

[

1 + supx∈(0,1) |v(x)|2
]

(4.18)

and

Φ(v) = max
{

2|c1|2
c0

, 4
}[

1 + supx∈(0,1) |v(x)|max{2|c1|2/c0,4}
]

. (4.19)

Then note that Lemma 5.3 in [17] shows that for all v, w ∈ H1/2 it holds that
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F (v + w) ∈ H and that

〈v, F (v + w)〉H

≤ max
{

2|c1|2
c0

, 4
}

‖v‖2H
[

supx∈(0,1) |w(x)|2
]

+ 3
4
‖(−A)1/2v‖2H

+max
{

2|c1|2
c0

, 4
}

[

1 +supx∈(0,1) |w(x)|max{2|c1|2/c0,4}
]

≤ φ(w)‖v‖2H + 3
4
‖(−A)1/2v‖2H + Φ(w).

(4.20)

Moreover, observe that Lemma 5.4 in [17] demonstrates that for all v, w ∈ H1/8 it

holds that

‖F (v)− F (w)‖H−1/2
≤ |c1||c0|−1/2

[

supu∈H1/8\{0}
‖u‖2

L4(λ(0,1);R)

‖(−A)1/8u‖2H

]

·
(

1 + ‖(−A)1/8v‖H + ‖(−A)1/8w‖H
)

‖(−A)1/8(v − w)‖H

≤ θ
(

1 + ‖v‖H1/8
+ ‖w‖H1/8

)

‖v − w‖H1/8
.

(4.21)

Furthermore, note that Lemma 4.2 assures that for all v ∈ H1/2 it holds that F (v) ∈

H and

‖F (v)‖H−γ ≤ c‖v‖2H . (4.22)

In addition, observe that Proposition 4.6 in [17] (with p = q in the notation of Propo-

sition 4.6 in [17]) proves that there exist a real number η ∈ [0,∞) and stochastic

processes O : [0, T ]×Ω → H̺, Qn,Qn : [0, T ]×Ω → Pn(H), n ∈ N, with continuous

sample paths which satisfy for all n ∈ N, t ∈ [0, T ] that [Ot]P,B(H) =
∫ t

0
e(t−s)A dWs,

[Qn
t ]P,B(H) =

∫ t

0
Pn e

(t−s)A dWs, Q
n
t = Qn

t +Pne
tAξ−

∫ t

0
e(t−s)(A−η) η

(

Qn
s + Pne

sAξ
)

ds,

P

(

lim sup
m→∞

sup
s∈[0,T ]

∥

∥(Os + esAξ)− (Qm
s + Pme

sAξ)
∥

∥

H̺
= 0

)

= 1, (4.23)
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that

lim sup
m→∞

(

E

[
∫ T

0

exp

(

T

∫
r
q φ
(

Q
m
⌊u⌋hm

)

du

)

max
{

∣

∣Φ(Qm
⌊r⌋hm )

∣

∣

q/2
, 1,
∥

∥Q
m
r

∥

∥

q

H
,

∫T0
∥

∥Qm
u + Pme

uAξ
∥

∥

2q+2qϑ

H̺
du
}

dr

]

+ sup
s∈[0,T ]

E[‖Qm
s ‖qH ]

)

<∞, (4.24)

and that

P
(

X n
t =

t

∫
0
Pn e

(t−s)A
✶{‖Xn

⌊s⌋hn
‖H̺+‖Qn

⌊s⌋hn
+Pne

⌊s⌋hn
Aξ‖H̺≤|hn|−χ} F

(

X n
⌊s⌋hn

)

ds

+ Pne
tAξ +Qn

t

)

= 1. (4.25)

Combining this with (4.20)–(4.22), as well as Item (i) and Item (iv) in Corollary 3.3

(with H = {ek ∈ H : k ∈ N}, Hn = {ek ∈ H : k ∈ {1, . . . , n − 1, n}}, ϑ = 1, ǫ = 0,

ϕ = 3/4, α = 1/2, ρ = 1/8, ̺ = ̺, On = ([0, T ]×Ω ∋ (t, ω) 7→ (Qn
t (ω)+Pne

tAξ) ∈ H̺),

O = ([0, T ]×Ω ∋ (t, ω) 7→ (Ot(ω)+e
tAξ) ∈ H̺), O

n = ([0, T ]×Ω ∋ (t, ω) 7→ Qn
t (ω) ∈

H̺), n ∈ N, p = q in the notation of Corollary 3.3) we obtain that for all t ∈ [0, T ]

equations (4.14) and (4.15) hold and that for all u ∈ (0, q) it holds that

lim sup
n→∞

sup
t∈[0,T ]

E
[

‖Xt −X n
t ‖uH

]

= 0. (4.26)

This, in particular, establishes (4.16). The proof of Corollary 4.3 is thus completed.
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et leurs interactions (ANR-11-LABX-0007-01) for financial support.

References

[1] Becker, S., Gess, B., Jentzen, A., and Kloeden, P. E. (2017). Strong convergence

rates for explicit space-time discrete numerical approximations of stochastic Allen-

Cahn equations. arXiv preprint arXiv:1711.02423.

[2] Becker, S. and Jentzen, A. (2019). Strong convergence rates for nonlinearity-

truncated Euler-type approximations of stochastic Ginzburg–Landau equations.

Stochastic Process. Appl., 129(1):28 – 69.

[3] Bertini, L., Cancrini, N., and Jona-Lasinio, G. (1994). The stochastic Burgers

equation. Commun. Math. Phys, 165(2):211–232.

[4] Blömker, D. and Jentzen, A. (2013). Galerkin approximations for the stochastic

Burgers equation. SIAM J. Numer. Anal., 51(1):694–715.

[5] Da Prato, G., Debussche, A., and Temam, R. (1994). Stochastic Burgers’ equa-

tion. Nonlinear Differ. Equ. Appl., 1(4):389–402.

[6] Da Prato, G. and Gatarek, D. (1995). Stochastic Burgers equation with corre-

lated noise. Stochastics Stochastics Rep., 52(1-2):29–41.

[7] Da Prato, G. and Zabczyk, J. (1996). Ergodicity for infinite dimensional systems,

volume 229. Cambridge University Press.

[8] Da Prato, G. and Zabczyk, J. (2014). Stochastic equations in infinite dimensions.

Cambridge university press.

[9] Duan, J. and Ervin, V. J. (2001). On the stochastic Kuramoto–Sivanshinsky

equation. Nonlinear Anal., 44(2):205–216.

33
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