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#### Abstract

For a long time it is well-known that high-dimensional linear parabolic partial differential equations (PDEs) can be approximated by Monte Carlo methods with a computational effort which grows polynomially both in the dimension and in the reciprocal of the prescribed accuracy. In other words, linear PDEs do not suffer from the curse of dimensionality. For general semilinear PDEs with Lipschitz coefficients, however, it remained an open question whether these suffer from the curse of dimensionality. In this paper we partially solve this open problem. More precisely, we prove in the case of semilinear heat equations with gradient-independent and globally Lipschitz continuous nonlinearities that the computational effort of a variant of the recently introduced multilevel Picard approximations grows polynomially both in the dimension and in the reciprocal of the required accuracy.


## Contents

1 Introduction and main results ..... 2
2 Analysis of semi-norms ..... 4
2.1 Setting ..... 4
2.2 Expectations of random fields ..... 5
2.3 Properties of the semi-norms ..... 7
3 Multilevel Picard approximations ..... 13
3.1 Setting ..... 13
3.2 Properties of the approximations ..... 13
3.3 Upper bound for the exact solution ..... 16
3.4 Error analvsis for multilevel Picard approximations ..... 18
3.5 Analvsis of the computational effort ..... 22
3.6 Stochastic fixed point equations ..... 26

## 1 Introduction and main results

Parabolic partial differential equations (PDEs) are a fundamental tool in applied mathematics for modelling phenomena in engineering, natural sciences, and man-made complex systems. For instance, semilinear PDEs appear in derivative pricing models which incorporate nonlinear risks such as default risks, interest rate risks, or liquidity risks, and PDEs are employed to model reaction diffusion systems in chemical engineering. The PDEs appearing in the above examples are often high-dimensional where the dimension corresponds to the number of financial assets such as stocks, commodities, interest rates, or exchange rates in the involved hedging portfolio.

In the literature, there exists no result which shows that essentially any of the highdimensional semilinear PDEs appearing in the above mentioned applications can efficiently be solved approximately. More precisely, to the best of our knowledge, there exists no result in the literature which shows in the case of general semilinear PDEs with globally Lipschitz continuous coefficients that the computational effort of an approximation algorithm grows at most polynomially in both the PDE dimension and the reciprocal of the prescribed approximation accuracy. In this sense no numerical algorithm is known to not suffer from the so-called curse of dimensionality, see also the discussion after Theorem 1.1 below for details.

In this work we overcome the curse of dimensionality in the numerical approximation of semilinear heat equations with gradient-independent and globally Lipschitz continuous nonlinearities. As approximation algorithm we analyze a variant of the recently introduced multilevel Picard approximations in E et al. [11], see (1) below for the method and the paragraph after Theorem 1.1 below for a motivation hereof. The main result of this article (Theorem 1.1 below) shows in the case of general semilinear heat equations with gradient-independent and globally Lipschitz continuous nonlinearities that the computational effort of the proposed approximation algorithm grows at most polynomially in both the PDE dimension $d \in \mathbb{N}$ and the reciprocal of the required approximation accuracy $\varepsilon>0$. More specifically, Theorem 3.8 below proves for every arbitrarily small $\delta \in(0, \infty)$ that there exists $C \in(0, \infty)$ such that for every PDE dimension $d \in \mathbb{N}$ we have that the computational cost of the proposed approximation algorithm (see (11) below) to achieve an approximation accuracy of size $\varepsilon>0$ is bounded by $C d^{1+p(1+\delta)} \varepsilon^{-2(1+\delta)}$, where the parameter $p \in[0, \infty)$ corresponds to the polynomial growth of the terminal condition and the nonlinearity of the PDE under consideration (see Theorem 1.1 below for details). This is essentially (up to an arbitrarily small real number $\delta \in(0, \infty)$ ) the same computational complexity as the plain vanilla Monte Carlo algorithm (see, e.g., [14, 19, 20, 8, 16]) achieves in the case of linear heat equations. In particular, in the language of information-based complexity (see, e.g., Novak \& Wozniakowski [27]) this work proves, for the first time, that general semilinear heat equations with gradient-independent and globally Lipschitz continuous nonlinearities and polynomially growing terminal conditions are polynomially tractable in the setting of stochastic approximation algorithms (cf., for instance, Novak \& Wozniakowski [27]). To illustrate the contribution of this article, we now present in the following result, Theorem 1.1 below, a special case of Theorem 3.8 below, which is the main result of article.

Theorem 1.1. Let $T \in(0, \infty), L, p \in[0, \infty), \Theta=\cup_{n=1}^{\infty} \mathbb{Z}^{n}$, let $\xi_{d} \in \mathbb{R}^{d}$, $d \in \mathbb{N}$, satisfy $\sup _{d \in \mathbb{N}}\left\|\xi_{d}\right\|_{\mathbb{R}^{d}}<\infty$, let $g_{d}: \mathbb{R}^{d} \rightarrow \mathbb{R}, d \in \mathbb{N}$, and $f_{d}:[0, T] \times \mathbb{R}^{d} \times \mathbb{R} \rightarrow \mathbb{R}, d \in \mathbb{N}$, be continuous functions which satisfy for all $t \in[0, T], d \in \mathbb{N}, x \in \mathbb{R}^{d}, v, w \in \mathbb{R}$ that $\left|f_{d}(t, x, 0)\right|+\left|g_{d}(x)\right| \leq$ $L\left(1+\|x\|_{\mathbb{R}^{d}}^{p}\right)$ and $\left|f_{d}(t, x, v)-f_{d}(t, x, w)\right| \leq L|v-w|$, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $W^{d, \theta}:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}, \theta \in \Theta, d \in \mathbb{N}$, be independent standard Brownian motions, let $\mathcal{R}^{\theta}:[0, T] \times \Omega \rightarrow \mathbb{R}, \theta \in \Theta$, be i.i.d. continuous stochastic processes which satisfy for all $t \in[0, T], \theta \in \Theta$ that $\mathcal{R}_{t}^{\theta} \in[t, T]$ is uniformly distributed on $[t, T]$, assume that $\left(\mathcal{R}^{\theta}\right)_{\theta \in \Theta}$ and $\left(W^{d, \theta}\right)_{\theta \in \Theta, d \in \mathbb{N}}$ are independent, let $U_{n, M}^{d, \theta}:[0, T] \times \mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}, n, M \in \mathbb{Z}, \theta \in \Theta, d \in \mathbb{N}$, satisfy
for all $d, n, M \in \mathbb{N}, \theta \in \Theta, t \in[0, T], x \in \mathbb{R}^{d}$ that $U_{-1, M}^{d, \theta}(t, x)=U_{0, M}^{d, \theta}(t, x)=0$ and

$$
\begin{align*}
& U_{n, M}^{d, \theta}(t, x)=\left[\sum_{l=0}^{n-1} \frac{(T-t)}{M^{n-l}} \sum_{i=1}^{M^{n-l}} f_{d}\left(\mathcal{R}_{t}^{(\theta, l, i)}, x+W_{\mathcal{R}_{t}^{(\theta, l, i)}-t}^{d,(\theta, l, i)}, U_{l, M}^{d,(\theta, l, i)}\left(\mathcal{R}_{t}^{(\theta, l, i)}, x+W_{\mathcal{R}_{t}^{(\theta, l, i)}-t}^{d,(\theta, l)}\right)\right)\right.  \tag{1}\\
& -\mathbb{1}_{\mathbb{N}}(l) f_{d}\left(\mathcal{R}_{t}^{(\theta, l, i)}, x+W_{\mathcal{R}_{t}^{(\theta, l, l)}-t}^{d,(\theta, i)}, U_{l-1, M}^{d,(\theta, l, i)}\left(\mathcal{R}_{t}^{(\theta, l, i)}, x+W_{\mathcal{R}_{t}^{(\theta, l, i)}-t}^{d,(\theta, l i)}\right)\right]+\sum_{i=1}^{M^{n}} \frac{g_{d}\left(x+W_{T-t}^{d,(\theta, 0,-i)}\right)}{M^{n}},
\end{align*}
$$

and for every $d, n \in \mathbb{N}, \theta \in \Theta, t \in[0, T], x \in \mathbb{R}^{d}$ let $\operatorname{Cost}_{d, n} \in \mathbb{N}$ be the number of realizations of scalar standard normal random variables which are used to compute one realization of $U_{n, n}^{d, \theta}(t, x)$ (see (127) below for a precise definition). Then
(i) for every $d \in \mathbb{N}$ there exists a unique at most polynomially growing continuous function $u_{d}:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ which is a viscosity solution of

$$
\begin{equation*}
\left(\frac{\partial}{\partial t} u_{d}\right)(t, x)+\frac{1}{2}\left(\Delta_{x} u_{d}\right)(t, x)+f_{d}\left(t, x, u_{d}(t, x)\right)=0 \tag{2}
\end{equation*}
$$

with $u_{d}(T, x)=g_{d}(x)$ for $t \in(0, T), x \in \mathbb{R}^{d}$ and
(ii) for every $\delta \in(0, \infty)$ there exist $n: \mathbb{N} \times(0, \infty) \rightarrow \mathbb{N}$ and $C \in(0, \infty)$ such that for all $d \in \mathbb{N}, \varepsilon \in(0, \infty)$ it holds that $\operatorname{Cost}_{d, n_{d, \varepsilon}} \leq C d^{1+p(1+\delta)} \varepsilon^{-2(1+\delta)}$ and

$$
\begin{equation*}
\left(\mathbb{E}\left[\left|u_{d}\left(0, \xi_{d}\right)-U_{n_{d, \varepsilon}, n_{d, \varepsilon}}^{d, 0}\left(0, \xi_{d}\right)\right|^{2}\right]\right)^{1 / 2} \leq \varepsilon . \tag{3}
\end{equation*}
$$

Theorem 1.1 is an immediate consequence of Theorem 3.8, Corollary 3.11, and the FeynmanKac formula. We now motivate the multilevel Picard approximations in (1). For this assume the setting of Theorem 1.1 and let $d \in \mathbb{N}$. The Feynman-Kac formula then implies that the exact solution $u_{d}$ of the PDE (2) satisfies for all $t \in(0, T), x \in \mathbb{R}^{d}$ that

$$
\begin{equation*}
u_{d}(t, x)=\mathbb{E}\left[g_{d}\left(x+W_{T-t}^{d, 0}\right)\right]+\int_{t}^{T} \mathbb{E}\left[f_{d}\left(s, x+W_{s-t}^{d, 0}, u_{d}\left(s, x+W_{s-t}^{d, 0}\right)\right)\right] d s \tag{4}
\end{equation*}
$$

This is a fixed-point equation for $u_{d}$. To this fixed-point equation we apply the well-known Picard approximation method and a telescope sum and let $u_{d, n}:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}, n \in \mathbb{Z}$, be functions which satisfy for all $t \in[0, T], x \in \mathbb{R}^{d}, n \in \mathbb{N}$ that $u_{d,-1}(t, x)=u_{d, 0}(t, x)=0$ and that

$$
\begin{align*}
& u_{d, n}(t, x)-\mathbb{E}\left[g_{d}\left(x+W_{T-t}^{d, 0}\right)\right] \\
& =\int_{t}^{T} \mathbb{E}\left[f_{d}\left(s, x+W_{s-t}^{d, 0}, u_{d, n-1}\left(s, x+W_{s-t}^{d, 0}\right)\right)\right] d s . \\
& =\sum_{l=0}^{n-1} \int_{t}^{T} \mathbb{E}\left[f_{d}\left(s, x+W_{s-t}^{d, 0}, u_{d, l}\left(s, x+W_{s-t}^{d, 0}\right)\right)-\mathbb{1}_{\mathbb{N}}(l) f_{d}\left(s, x+W_{s-t}^{d, 0}, u_{d, l-1}\left(s, x+W_{s-t}^{d, 0}\right)\right)\right] d s . \tag{5}
\end{align*}
$$

Next we apply a multilevel Monte Carlo approach to the non-discrete expectations and time integrals. The crucial idea for this is that the summands on the right-hand side of (5) are cheap to calculate for small $l \in \mathbb{N}_{0}$ and are small for large $l \in \mathbb{N}_{0}$ since then $u_{d, l}-u_{d, l-1}$ is small. For this reason, for every $n \in \mathbb{N}$ we approximate the expectation and the time integral on level $l \in \mathbb{N}_{0}$ with an average over $M^{n-l}$ independent copies for the $n$-th approximation. This motivates the multilevel Picard approximations (1). For more details on the derivation of the multilevel Picard approximations see E et al. [11]. The main difference between the method (1) and the method introduced in [11] is that here we approximate time integrals by the Monte

Carlo method (this is inspired by [23, 32]) instead of quadrature rules with fixed time grids, and this modification simplifies the analysis considerably.

Next we relate Theorem 1.1 to results in the literature. Classical deterministic methods such as finite elements or sparse grid methods suffer from the curse of dimensionality. Also methods based on backward stochastic differential equations (introduced in Pardoux \& Peng [28]) such as the Malliavin calculus based regression method (introduced in Bouchard \& Touzi [6]), the projection on function spaces method (introduced in Gobet et al. [15]), cubature on Wiener space (introduced in Crisan \& Manolarakis [9]), or the Wiener chaos decomposition method (introduced in Briand \& Labart [7) have not been shown to not suffer from the curse of dimensionality, see Subsections 4.3-4.6 in E et al. [12] for a more detailed discussion. Moreover, recently a nested Monte Carlo method has been proposed in Warin [32, 31]. Simulations show that the nested Monte Carlo method is efficient for non-large $T$ but the method has not been shown to not suffer from the curse of dimensionality. Branching diffusion methods (cf., e.g., [21, 24, 23, 5]) exploit that solutions of semilinear PDEs with polynomial nonlinearities are equal to expectations of certain functionals of branching diffusion processes and these expectations are then approximated by the Monte Carlo method. Branching diffusion methods have been shown to not suffer from the curse of dimensionality under restrictive conditions on the initial value, on the time horizon and on the nonlinearity; see, e.g., Henry-Labordere et al. [23, Theorem 3.12]. If these conditions are not satisfied, then the approximations have not been shown to not suffer from the curse of dimensionality and simulations, e.g., for Allen-Cahn equations, indicate that the method fails to converge in this case. Moreover, the multilevel Picard approximations introduced in E et al. [11] have been shown to not suffer from the curse of dimensionality under very restrictive assumptions on the regularity of the exact solution; see [11, 25]. In addition, numerical simulations for deep learning based numerical approximation methods for PDEs (cf., for example, [10, 17, 33, 33, 13, 18, 22, 29, 30, 4, 23) indicate that such approximation methods seem to overcome the curse of dimensionality in the numerical approximation of nonlinear PDEs but there exist no rigorous mathematical results which demonstrate this conjecture. To the best of our knowledge, the scheme (1) in Theorem 1.1 above is the first numerical approximation scheme in the scientific literature for which it has been proven that it overcomes the curse of dimensionality in the numerical approximation of general gradient-independent semilinear heat PDEs.

## 2 Analysis of semi-norms

### 2.1 Setting

Throughout this section we frequently consider the following setting.
Setting 2.1. Let $d \in \mathbb{N}, T \in(0, \infty)$, $L \in[0, \infty)$, $\xi \in \mathbb{R}^{d}$, let $F: C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right) \rightarrow$ $C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)$ be a function which satisfies for all $u, v \in C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right), t \in[0, T]$, $x \in \mathbb{R}^{d}$ that

$$
\begin{equation*}
|(F(u))(t, x)-(F(v))(t, x)| \leq L|u(t, x)-v(t, x)|, \tag{6}
\end{equation*}
$$

let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $\mathbf{W}:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}$ be a standard Brownian motion with continuous sample paths, and for every $k \in \mathbb{N}_{0}$ and every $\left(\mathcal{B}\left([0, T] \times \mathbb{R}^{d}\right) \otimes \mathcal{F}\right) / \mathcal{B}(\mathbb{R})$-measurable function $V:[0, T] \times \mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}$ let $\|V\|_{k} \in[0, \infty]$ be the extended real number given by

$$
\|V\|_{k}^{2}= \begin{cases}\mathbb{E}\left[|V(0, \xi)|^{2}\right] & : k=0  \tag{7}\\ \frac{1}{T^{k}} \int_{0}^{T} \frac{t^{k-1}}{(k-1)!} \mathbb{E}\left[\left|V\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] d t & : k \geq 1\end{cases}
$$

### 2.2 Expectations of random fields

In this subsection we derive in Lemma 2.2, Lemma 2.3, Lemma 2.4, and Corollary 2.5 below some elementary consequences of Fubini's theorem.

Lemma 2.2. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $\mathcal{G} \subseteq \mathcal{F}$ be a sigma-algebra on $\Omega$, let $(S, \mathcal{S})$ be a measurable space, let $U=(U(s))_{s \in S}=(U(s, \omega))_{s \in S, \omega \in \Omega}: S \times \Omega \rightarrow[0, \infty)$ be an $(\mathcal{S} \otimes \mathcal{G}) / \mathcal{B}([0, \infty))$-measurable function, let $Y: \Omega \rightarrow S$ be a $\mathcal{F} / \mathcal{S}$-measurable function, assume that $Y$ and $\mathcal{G}$ are independent, and let $\Phi: S \rightarrow[0, \infty]$ be the function which satisfies for all $s \in S$ that $\Phi(s)=\mathbb{E}[U(s)]$. Then
(i) it holds that $U(Y)=(\Omega \ni \omega \mapsto U(Y(\omega), \omega) \in[0, \infty))$ is an $\mathcal{F} / \mathcal{B}([0, \infty))$-measurable function and
(ii) it holds that

$$
\begin{equation*}
\mathbb{E}[U(Y)]=\mathbb{E}[\Phi(Y)]=\int_{S} \mathbb{E}[U(s)]\left(Y(\mathbb{P})_{\mathcal{S}}\right)(d s) \tag{8}
\end{equation*}
$$

Proof of Lemma 2.2. Throughout this proof let $Z: \Omega \rightarrow \Omega$ be the function which satisfies for all $\omega \in \Omega$ that $Z(\omega)=\omega$. Observe that the hypothesis that $\mathcal{G} \subseteq \mathcal{F}$ ensures that $Z$ is an $\mathcal{F} / \mathcal{G}$ measurable function. The hypothesis that $Y$ is an $\mathcal{F} / \mathcal{S}$-measurable function hence proves that $\Omega \ni \omega \mapsto(Y(\omega), Z(\omega))=(Y(\omega), \omega) \in S \times \Omega$ is an $\mathcal{F} /(\mathcal{S} \otimes \mathcal{G})$-measurable function. Combining this with the hypothesis that $U$ is an $(\mathcal{S} \otimes \mathcal{G}) / \mathcal{B}([0, \infty))$-measurable function establishes Item (ii). It thus remains to prove Item (iii). For this observe that the hypothesis that $Y$ and $\mathcal{G}$ are independent proves that

$$
\begin{equation*}
((Y, Z))(\mathbb{P})_{(\mathcal{S} \otimes \mathcal{G})}=\left(Y(\mathbb{P})_{\mathcal{S}}\right) \otimes\left(Z(\mathbb{P})_{\mathcal{G}}\right) \tag{9}
\end{equation*}
$$

Fubini's theorem and the integral transformation theorem hence demonstrate that

$$
\begin{align*}
\mathbb{E}[U(Y)] & =\int_{\Omega} U(Y(\omega), \omega) \mathbb{P}(\omega)=\int_{\Omega} U(Y(\omega), Z(\omega)) \mathbb{P}(\omega) \\
& =\int_{S \times \Omega} U(y, z)\left(((Y, Z))(\mathbb{P})_{(\mathcal{S} \otimes \mathcal{G})}\right)(d y, d z) \\
& =\int_{S \times \Omega} U(y, z)\left(\left(Y(\mathbb{P})_{\mathcal{S}}\right) \otimes\left(Z(\mathbb{P})_{\mathcal{G}}\right)\right)(d y, d z)  \tag{10}\\
& =\int_{S} \int_{\Omega} U(y, z)\left(Z(\mathbb{P})_{\mathcal{G}}\right)(d z)\left(Y(\mathbb{P})_{\mathcal{S}}\right)(d y)=\int_{S} \int_{\Omega} U(y, \omega) \mathbb{P}(d \omega)\left(Y(\mathbb{P})_{\mathcal{S}}\right)(d y) \\
& =\int_{S} \mathbb{E}[U(y)]\left(Y(\mathbb{P})_{\mathcal{S}}\right)(d y) .
\end{align*}
$$

This establishes Item (iii). The proof of Lemma 2.2 is thus completed.
Lemma 2.3. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $(S, \delta)$ be a separable metric space, let $U=(U(s))_{s \in S}=(U(s, \omega))_{s \in S, \omega \in \Omega}: S \times \Omega \rightarrow[0, \infty)$ be a continuous random field, let $Y: \Omega \rightarrow S$ be a random variable, assume that $U$ and $Y$ are independent, and let $\Phi: S \rightarrow[0, \infty]$ be the function which satisfies for all $s \in S$ that $\Phi(s)=\mathbb{E}[U(s)]$. Then
(i) it holds that $U(Y)=(\Omega \ni \omega \mapsto U(Y(\omega), \omega) \in[0, \infty))$ is an $\mathcal{F} / \mathcal{B}([0, \infty))$-measurable function and
(ii) it holds that

$$
\begin{equation*}
\mathbb{E}[U(Y)]=\mathbb{E}[\Phi(Y)]=\int_{S} \mathbb{E}[U(s)]\left(Y(\mathbb{P})_{\mathcal{B}(S)}\right)(d s) \tag{11}
\end{equation*}
$$

Proof of Lemma 2.3. First, observe that the hypothesis that $U$ is a continuous random field and [2, Lemma 2.4] (with $(E, d)=(S, \delta), \mathcal{E}=[0, \infty),(\Omega, \mathcal{F})=\left(\Omega, \sigma_{\Omega}(U)\right), X=U$ in the notation of [2, Lemma 2.4]) assure that $U$ is an $\left(\mathcal{S} \otimes \sigma_{\Omega}(U)\right) / \mathcal{B}([0, \infty))$-measurable function. Combining this and the hypothesis that $\sigma_{\Omega}(U)$ and $Y$ are independent with Lemma 2.2 establishes Items (ii)-(iii). The proof of Lemma 2.3 is thus completed.

Lemma 2.4. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $(S, \delta)$ be a separable metric space, let $U=$ $(U(s))_{s \in S}=(U(s, \omega))_{s \in S, \omega \in \Omega}: S \times \Omega \rightarrow \mathbb{R}$ be a continuous random field, let $Y: \Omega \rightarrow S$ be a random variable, assume that $U$ and $Y$ are independent, and assume that $\int_{S} \mathbb{E}[|U(s)|]\left(Y(\mathbb{P})_{\mathcal{B}(S)}\right)(d s)<$ $\infty$. Then
(i) it holds that $U(Y)=(\Omega \ni \omega \mapsto U(Y(\omega), \omega) \in \mathbb{R})$ is an $\mathcal{F} / \mathcal{B}(\mathbb{R})$-measurable function and
(ii) it holds that $\mathbb{E}[|U(Y)|]<\infty$ and

$$
\begin{equation*}
\mathbb{E}[U(Y)]=\int_{S} \mathbb{1}_{\{\mathfrak{s} \in S: \mathbb{A}|U(\mathbf{s})|]<\infty\}}(s) \mathbb{E}[U(s)]\left(Y(\mathbb{P})_{\mathcal{B}(S)}\right)(d s) \tag{12}
\end{equation*}
$$

Proof of Lemma 2.4. Throughout this proof let $\mathcal{U}, \mathfrak{U}: S \times \Omega \rightarrow[0, \infty)$ be the functions which satisfy for all $s \in S, \omega \in \Omega$ that

$$
\begin{equation*}
\mathcal{U}(s, \omega)=\max \{U(s, \omega), 0\} \quad \text { and } \quad \mathfrak{U}(s, \omega)=\max \{-U(s, \omega), 0\} \tag{13}
\end{equation*}
$$

Observe that $U=\mathcal{U}-\mathfrak{U}$. Item (i) in Lemma 2.3 hence implies that $U(Y)=\mathcal{U}(Y)-\mathfrak{U}(Y)$ is $\mathcal{F} / \mathcal{B}(\mathbb{R})$-measurable. This proves Item (ii). In addition, note that Item (iii) in Lemma 2.3 and the fact that $|U|=\mathcal{U}+\mathfrak{U}$ assures that

$$
\begin{equation*}
\mathbb{E}[\mathcal{U}(Y)]+\mathbb{E}[\mathfrak{U}(Y)]=\mathbb{E}[|U(Y)|]=\int_{S} \mathbb{E}[|U(s)|]\left(Y(\mathbb{P})_{\mathcal{B}(S)}\right)(d s)<\infty . \tag{14}
\end{equation*}
$$

Moreover, note that the hypothesis that $\int_{S} \mathbb{E}[|U(s)|]\left(Y(\mathbb{P})_{\mathcal{B}(S)}\right)(d s)<\infty$ ensures that

$$
\begin{equation*}
\left(Y(\mathbb{P})_{\mathcal{B}(S)}\right)(\{s \in S: \mathbb{E}[|U(s)|]=\infty\})=0 \tag{15}
\end{equation*}
$$

Item (iii) in Lemma 2.3 and (14) therefore demonstrate that

$$
\begin{align*}
& \mathbb{E}[U(Y)]=\mathbb{E}[\mathcal{U}(Y)-\mathfrak{U}(Y)]=\mathbb{E}[\mathcal{U}(Y)]-\mathbb{E}[\mathfrak{U}(Y)] \\
& =\int_{S} \mathbb{E}[\mathcal{U}(s)]\left(Y(\mathbb{P})_{\mathcal{B}(S)}\right)(d s)-\int_{S} \mathbb{E}[\mathfrak{U}(s)]\left(Y(\mathbb{P})_{\mathcal{B}(S)}\right)(d s) . \\
& =\int_{S} \mathbb{1}_{\{s \in S: \mathbb{\mathbb { M }}|U(\boldsymbol{s})|]<\infty\}}(s) \mathbb{E}[\mathcal{U}(s)]\left(Y(\mathbb{P})_{\mathcal{B}(S)}\right)(d s) \\
& -\int_{S} \mathbb{1}_{\{\mathfrak{s} \in S: \mathbb{M}|U(\mathfrak{s})|]<\infty\}}(s) \mathbb{E}[\mathfrak{U}(s)]\left(Y(\mathbb{P})_{\mathcal{B}(S)}\right)(d s)  \tag{16}\\
& =\int_{S} \mathbb{1}_{\{\mathfrak{s} \in S: S \mathbb{M}|U(\mathfrak{s})|]<\infty\}}(s)(\mathbb{E}[\mathcal{U}(s)]-\mathbb{E}[\mathfrak{U}(s)])\left(Y(\mathbb{P})_{\mathcal{B}(S)}\right)(d s) \\
& =\int_{S} \mathbb{1}_{\{\mathfrak{s} \in S:}: \mathbb{\mathbb { E } | U ( \mathfrak { s } ) | ] < \infty \}}(s) \mathbb{E}[U(s)]\left(Y(\mathbb{P})_{\mathcal{B}(S)}\right)(d s) .
\end{align*}
$$

This establishes Item (iii). The proof of Lemma 2.4 is thus completed.
Corollary 2.5. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $(S, \delta)$ be a separable metric space, let $(E, \mathcal{E})$ be measurable space, let $U_{1}, U_{2}: S \times \Omega \rightarrow \mathbb{R}$ be continuous random fields, let $Y_{1}, Y_{2}: E \times$ $\Omega \rightarrow S$ be random fields, assume for all $i \in\{1,2\}$ that $U_{i}$ and $Y_{i}$ are independent, assume that $U_{1}$ and $U_{2}$ are identically distributed, and assume that $Y_{1}$ and $Y_{2}$ are identically distributed. Then it holds that $U_{1}\left(Y_{1}\right)=\left(E \times \Omega \ni(e, \omega) \mapsto U_{1}\left(Y_{1}(e), \omega\right) \in \mathbb{R}\right)$ and $U_{2}\left(Y_{2}\right)=(E \times \Omega \ni$ $\left.(e, \omega) \mapsto U_{2}\left(Y_{2}(e), \omega\right) \in \mathbb{R}\right)$ are identically distributed random fields.

Proof of Corollary 2.5. Throughout this proof let $n \in \mathbb{N}, e_{1}, e_{2}, \ldots, e_{n} \in E, B_{1}, B_{2}, \ldots, B_{n} \in$ $\mathcal{B}(\mathbb{R})$, let $\mathbb{U}_{i}: S^{n} \times \Omega \rightarrow \mathbb{R}^{n}, i \in\{1,2\}$, be the functions which satisfy for all $i \in\{1,2\}$, $s_{1}, s_{2}, \ldots, s_{n} \in S, \omega \in \Omega$ that

$$
\begin{equation*}
\mathbb{U}_{i}\left(s_{1}, \ldots, s_{n}, \omega\right)=\left(U_{i}\left(s_{1}, \omega\right), \ldots, U_{i}\left(s_{n}, \omega\right)\right) \tag{17}
\end{equation*}
$$

let $\mathbb{Y}_{i}: \Omega \rightarrow S^{n}, i \in\{1,2\}$, be the functions which satisfy for all $i \in\{1,2\}, \omega \in \Omega$ that

$$
\begin{equation*}
\mathbb{Y}_{i}(\omega)=\left(Y_{i}\left(e_{1}, \omega\right), \ldots, Y_{i}\left(e_{n}, \omega\right)\right) \tag{18}
\end{equation*}
$$

and let $\mathbb{I}: \mathbb{R}^{n} \rightarrow[0, \infty)$ be the function which satisfies for all $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ that

$$
\begin{equation*}
\mathbb{I}(x)=\mathbb{1}_{B_{1}}\left(x_{1}\right) \cdot \ldots \cdot \mathbb{1}_{B_{n}}\left(x_{n}\right) . \tag{19}
\end{equation*}
$$

Note that the fact that for all $i \in\{1,2\}$ it holds that $\mathbb{U}_{i}$ is a continuous random field and Beck et al. [2, Lemma 2.4] assure that for every $i \in\{1,2\}$ it holds that $\mathbb{U}_{i}$ is $\left(\mathcal{B}\left(S^{n}\right) \otimes \sigma_{\Omega}\left(\mathbb{U}_{i}\right)\right) / \mathcal{B}\left(\mathbb{R}^{n}\right)$ measurable. The fact that $\mathbb{I}$ is $\mathcal{B}\left(\mathbb{R}^{n}\right) / \mathcal{B}([0, \infty))$-measurable hence assures that for every $i \in$ $\{1,2\}$ it holds that $\mathbb{I} \circ \mathbb{U}_{i}$ is $\left(\mathcal{B}\left(S^{n}\right) \otimes \sigma_{\Omega}\left(\mathbb{U}_{i}\right)\right) / \mathcal{B}([0, \infty))$-measurable. Combining this, the fact for every $i \in\{1,2\}$ it holds that $\mathbb{Y}_{i}$ is $\mathcal{F} / \mathcal{B}\left(S^{n}\right)$-measurable, and the hypothesis that for every $i \in\{1,2\}$ it holds that $\sigma_{\Omega}\left(U_{i}\right)=\sigma_{\Omega}\left(\mathbb{U}_{i}\right)$ and $Y_{i}$ are independent with Lemma 2.2 (with $(\Omega, \mathcal{F}, \mathbb{P})=(\Omega, \mathcal{F}, \mathbb{P}), \mathcal{G}=\sigma_{\Omega}\left(\mathbb{U}_{i}\right),(S, \mathcal{S})=\left(S^{n}, \mathcal{B}\left(S^{n}\right)\right), U=\mathbb{I} \circ \mathbb{U}_{i}, Y=\mathbb{Y}_{i}$ for $i \in\{1,2\}$ in the notation of Lemma (2.2) demonstrate that for all $i \in\{1,2\}$ it holds that

$$
\begin{align*}
& \mathbb{P}\left(U_{i}\left(Y_{i}\left(e_{1}\right)\right) \in B_{1}, \ldots, U_{i}\left(Y_{i}\left(e_{n}\right)\right) \in B_{n}\right) \\
& =\mathbb{E}\left[\mathbb{1}_{B_{1}}\left(U_{i}\left(Y_{i}\left(e_{1}\right)\right)\right) \cdot \ldots \cdot \mathbb{1}_{B_{n}}\left(U_{i}\left(Y_{i}\left(e_{n}\right)\right)\right)\right]=\mathbb{E}\left[\mathbb{\mathbb { I }}\left(\mathbb{U}_{i}\left(\mathbb{Y}_{i}\right)\right)\right]  \tag{20}\\
& =\int_{S^{n}} \mathbb{E}\left[\mathbb{I}\left(\mathbb{U}_{i}\left(s_{1}, \ldots, s_{n}\right)\right)\right]\left(\mathbb{Y}_{i}(\mathbb{P})\right)_{\mathcal{B}\left(S^{n}\right)}\left(d\left(s_{1}, \ldots, s_{n}\right)\right) .
\end{align*}
$$

In addition, observe that the hypothesis that $U_{1}$ and $U_{2}$ are identically distributed assures that for all $s_{1}, \ldots, s_{n} \in S$ it holds that

$$
\begin{align*}
\mathbb{E}\left[\mathbb{I}\left(\mathbb{U}_{1}\left(s_{1}, \ldots, s_{n}\right)\right)\right] & =\mathbb{P}\left(U_{1}\left(s_{1}\right) \in B_{1}, \ldots, U_{1}\left(s_{n}\right) \in B_{n}\right) \\
& =\mathbb{P}\left(U_{2}\left(s_{1}\right) \in B_{1}, \ldots, U_{2}\left(s_{n}\right) \in B_{n}\right)=\mathbb{E}\left[\mathbb{I}\left(\mathbb{U}_{2}\left(s_{1}, \ldots, s_{n}\right)\right)\right] . \tag{21}
\end{align*}
$$

Moreover, note that the hypothesis that $Y_{1}$ and $Y_{2}$ are identically distributed ensures that

$$
\begin{equation*}
\left(\mathbb{Y}_{1}(\mathbb{P})\right)_{\mathcal{B}\left(S^{n}\right)}=\left(\mathbb{Y}_{2}(\mathbb{P})\right)_{\mathcal{B}\left(S^{n}\right)} . \tag{22}
\end{equation*}
$$

Combining this, (20), and (21) demonstrates that

$$
\begin{align*}
& \mathbb{P}\left(U_{1}\left(Y_{1}\left(e_{1}\right)\right) \in B_{1}, \ldots, U_{1}\left(Y_{1}\left(e_{n}\right)\right) \in B_{n}\right) \\
& =\int_{S^{n}} \mathbb{E}\left[\mathbb{I}\left(\mathbb{U}_{1}\left(s_{1}, \ldots, s_{n}\right)\right)\right]\left(\mathbb{Y}_{1}(\mathbb{P})\right)_{\mathcal{B}\left(S^{n}\right)}\left(d\left(s_{1}, \ldots, s_{n}\right)\right)  \tag{23}\\
& =\int_{S^{n}} \mathbb{E}\left[\mathbb{I}\left(\mathbb{U}_{2}\left(s_{1}, \ldots, s_{n}\right)\right)\right]\left(\mathbb{Y}_{2}(\mathbb{P})\right)_{\mathcal{B}\left(S^{n}\right)}\left(d\left(s_{1}, \ldots, s_{n}\right)\right) \\
& =\mathbb{P}\left(U_{2}\left(Y_{2}\left(e_{1}\right)\right) \in B_{1}, \ldots, U_{2}\left(Y_{2}\left(e_{n}\right)\right) \in B_{n}\right) .
\end{align*}
$$

Hence, we obtain that $U_{1}\left(Y_{1}\right)$ and $U_{2}\left(Y_{2}\right)$ are identically distributed random fields. The proof of Corollary 2.5 is thus completed.

### 2.3 Properties of the semi-norms

In this subsection we establish in Lemma 2.6, Lemma 2.7, Lemma 2.8, Lemma 2.9, Lemma 2.10, and Lemma 2.11 a few basic properties for the quantities in (7) in Setting 2.1 above. The proof of Lemma 2.6 is clear and therefore omitted.

Lemma 2.6 (Semi-norm property). Assume Setting 2.1, let $k \in \mathbb{N}_{0}, \lambda \in \mathbb{R}$, and let $U, V:[0, T] \times$ $\mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}$ be $\left(\mathcal{B}\left([0, T] \times \mathbb{R}^{d}\right) \otimes \mathcal{F}\right) / \mathcal{B}(\mathbb{R})$-measurable functions. Then
(i) it holds that $\|U+V\|_{k} \leq\|U\|_{k}+\|V\|_{k}$ and
(ii) it holds that $\|\lambda U\|_{k}=|\lambda|\|U\|_{k}$.

Lemma 2.7 (Expectations). Assume Setting 2.1, let $k \in \mathbb{N}_{0}$, let $U:[0, T] \times \mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}$ be a continuous random field, assume that $U$ and $\mathbf{W}$ are independent, and assume for all $t \in[0, T]$, $x \in \mathbb{R}^{d}$ that $\mathbb{E}[|U(t, x)|]<\infty$. Then it holds that

$$
\begin{equation*}
\left\|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \mapsto \mathbb{E}[U(t, x)] \in \mathbb{R}\right\|_{k}=\|\mathbb{E}[U]\|_{k} \leq\|U\|_{k} \tag{24}
\end{equation*}
$$

Proof of Lemma [2.7. Throughout this proof let $v:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be the function which satisfies for all $t \in[0, T], x \in \mathbb{R}^{d}$ that

$$
\begin{equation*}
v(t, x)=\mathbb{E}[U(t, x)] \tag{25}
\end{equation*}
$$

and let $\mu_{t}: \mathcal{B}\left(\mathbb{R}^{d}\right) \rightarrow[0,1], t \in[0, T]$, be the probability measures which satisfy for all $t \in[0, T]$, $B \in \mathcal{B}\left(\mathbb{R}^{d}\right)$ that

$$
\begin{equation*}
\mu_{t}(B)=\mathbb{P}\left(\xi+\mathbf{W}_{t} \in B\right) \tag{26}
\end{equation*}
$$

Note that Jensen's inequality and (7) assure that

$$
\begin{equation*}
\|\mathbb{E}[U]\|_{0}^{2}=\|v\|_{0}^{2}=\mathbb{E}\left[|v(0, \xi)|^{2}\right]=|v(0, \xi)|^{2}=|\mathbb{E}[U(0, \xi)]|^{2} \leq \mathbb{E}\left[|U(0, \xi)|^{2}\right]=\|U\|_{0}^{2} \tag{27}
\end{equation*}
$$

Next observe that (7) ensures that for all $l \in \mathbb{N}$ it holds that

$$
\begin{equation*}
\|\mathbb{E}[U]\|_{l}^{2}=\|v\|_{l}^{2}=\frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!} \mathbb{E}\left[\left|v\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] d t \tag{28}
\end{equation*}
$$

Moreover, note that the integral transformation theorem, Jensen's inequality, Lemma 2.3, the hypothesis that $U$ is a continuous random field, and the hypothesis that $U$ and $\mathbf{W}$ are independent ensure that for all $t \in[0, T]$ it holds that

$$
\begin{align*}
\mathbb{E}\left[\left|v\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] & =\int_{\mathbb{R}^{d}}|v(t, x)|^{2} \mu_{t}(d x)=\int_{\mathbb{R}^{d}}|\mathbb{E}[U(t, x)]|^{2} \mu_{t}(d x)  \tag{29}\\
& \leq \int_{\mathbb{R}^{d}} \mathbb{E}\left[|U(t, x)|^{2}\right] \mu_{t}(d x)=\mathbb{E}\left[\left|U\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right]
\end{align*}
$$

This and (28) imply that for all $l \in \mathbb{N}$ it holds that

$$
\begin{equation*}
\|\mathbb{E}[U]\|_{l}^{2} \leq \frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!} \mathbb{E}\left[\left|U\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] d t=\|U\|_{l}^{2} \tag{30}
\end{equation*}
$$

Combining this and (27) establishes (24). The proof of Lemma 2.7 is thus completed.
Lemma 2.8 (Linear combinations of i.i.d. random variables). Assume Setting 2.1, let $k \in \mathbb{N}_{0}$, $n \in \mathbb{N}, r_{1}, \ldots, r_{n} \in \mathbb{R}$, let $U_{1}, \ldots, U_{n}:[0, T] \times \mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}$ be continuous i.i.d. random fields, assume that $\left(U_{i}\right)_{i \in\{1,2, \ldots, n\}}$ and $\mathbf{W}$ are independent, and assume for all $t \in[0, T], x \in \mathbb{R}^{d}$ that $\mathbb{E}\left[\left|U_{1}(t, x)\right|\right]<\infty$. Then it holds that

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} r_{i}\left(U_{i}-\mathbb{E}\left[U_{i}\right]\right)\right\|_{k}=\left\|U_{1}-\mathbb{E}\left[U_{1}\right]\right\|_{k}\left[\sum_{i=1}^{n}\left|r_{i}\right|^{2}\right]^{1 / 2} \leq\left\|U_{1}\right\|_{k}\left[\sum_{i=1}^{n}\left|r_{i}\right|^{2}\right]^{1 / 2} \tag{31}
\end{equation*}
$$

Proof of Lemma 2.8. Throughout this proof let $\mathcal{G} \subseteq \mathcal{F}$ satisfy that $\mathcal{G}=\sigma_{\Omega}\left(\left(U_{i}\right)_{i \in\{1,2, \ldots, n\}}\right)$, let $v_{i}:[0, T] \times \mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}, i \in\{1,2, \ldots, n\}$, satisfy for all $i \in\{1,2, \ldots, n\}, t \in[0, T], x \in \mathbb{R}^{d}$ that

$$
\begin{equation*}
v_{i}(t, x)=U_{i}(t, x)-\mathbb{E}\left[U_{i}(t, x)\right], \tag{32}
\end{equation*}
$$

and let $\mu_{t}: \mathcal{B}\left(\mathbb{R}^{d}\right) \rightarrow[0,1], t \in[0, T]$, be the probability measures which satisfy for all $t \in[0, T]$, $B \in \mathcal{B}\left(\mathbb{R}^{d}\right)$ that

$$
\begin{equation*}
\mu_{t}(B)=\mathbb{P}\left(\xi+\mathbf{W}_{t} \in B\right) \tag{33}
\end{equation*}
$$

Note that the fact that $v_{1}, \ldots, v_{n}$ are continuous random fields, Beck et al. [2, Lemma 2.4], and Fubini's theorem imply that for every $i \in\{1,2, \ldots, n\}$ it holds that $v_{i}$ is a $\left(\mathcal{B}\left([0, T] \times \mathbb{R}^{d}\right) \otimes\right.$ $\mathcal{G}) / \mathcal{B}(\mathbb{R})$-measurable function. The hypothesis that $\mathcal{G}$ and $\mathbf{W}$ are independent, Lemma 2.2, the fact that for all $t \in[0, T], x \in \mathbb{R}^{d}$ it holds that $v_{1}(t, x), v_{2}(t, x), \ldots, v_{n}(t, x)$ are i.i.d. random variables with $\mathbb{E}\left[\left|v_{1}(t, x)\right|\right]<\infty$ and $\mathbb{E}\left[v_{1}(t, x)\right]=0$, and Klenke [26, Theorem 5.4] therefore demonstrate that for all $t \in[0, T]$ it holds that

$$
\begin{align*}
\mathbb{E}\left[\left|\sum_{i=1}^{n} r_{i} v_{i}\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] & =\int_{\mathbb{R}^{d}} \mathbb{E}\left[\left|\sum_{i=1}^{n} r_{i} v_{i}(t, x)\right|^{2}\right] \mu_{t}(d x) \\
& =\int_{\mathbb{R}^{d}} \sum_{i, j=1}^{n} \mathbb{E}\left[r_{i} r_{j} v_{i}(t, x) v_{j}(t, x)\right] \mu_{t}(d x) \\
& =\int_{\mathbb{R}^{d}} \sum_{i=1}^{n}\left|r_{i}\right|^{2} \mathbb{E}\left[\left|v_{i}(t, x)\right|^{2}\right] \mu_{t}(d x)  \tag{34}\\
& =\sum_{i=1}^{n}\left(\left|r_{i}\right|^{2} \int_{\mathbb{R}^{d}} \mathbb{E}\left[\left|v_{i}(t, x)\right|^{2}\right] \mu_{t}(d x)\right) \\
& =\left[\sum_{i=1}^{n}\left|r_{i}\right|^{2}\right] \int_{\mathbb{R}^{d}} \mathbb{E}\left[\left|v_{1}(t, x)\right|^{2}\right] \mu_{t}(d x) \\
& =\left[\sum_{i=1}^{n}\left|r_{i}\right|^{2}\right] \mathbb{E}\left[\left|v_{1}\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] .
\end{align*}
$$

This and (7) imply that

$$
\begin{align*}
\left\|\sum_{i=1}^{n} r_{i}\left(U_{i}-\mathbb{E}\left[U_{i}\right]\right)\right\|_{0}^{2} & =\left\|\sum_{i=1}^{n} r_{i} v_{i}\right\|_{0}^{2}=\mathbb{E}\left[\left|\sum_{i=1}^{n} r_{i} v_{i}(0, \xi)\right|^{2}\right] \\
& =\left[\sum_{i=1}^{n}\left|r_{i}\right|^{2}\right] \mathbb{E}\left[\left|v_{1}(0, \xi)\right|^{2}\right]=\left[\sum_{i=1}^{n}\left|r_{i}\right|^{2}\right]\left\|v_{1}\right\|_{0}^{2}  \tag{35}\\
& =\left[\sum_{i=1}^{n}\left|r_{i}\right|^{2}\right]\left\|U_{1}-\mathbb{E}\left[U_{1}\right]\right\|_{0}^{2}
\end{align*}
$$

Moreover, observe that (7) and (34) show that for all $l \in \mathbb{N}$ it holds that

$$
\begin{align*}
\left\|\sum_{i=1}^{n} r_{i}\left(U_{i}-\mathbb{E}\left[U_{i}\right]\right)\right\|_{l}^{2} & =\left\|\sum_{i=1}^{n} r_{i} v_{i}\right\|_{l}^{2} \\
& =\frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!} \mathbb{E}\left[\left|\sum_{i=1}^{n} r_{i} v_{i}\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] d t \\
& =\frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!}\left[\sum_{i=1}^{n}\left|r_{i}\right|^{2}\right] \mathbb{E}\left[\left|v_{1}\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] d t  \tag{36}\\
& =\left[\sum_{i=1}^{n}\left|r_{i}\right|^{2}\right]\left\|v_{1}\right\|_{l}^{2}=\left[\sum_{i=1}^{n}\left|r_{i}\right|^{2}\right]\left\|U_{1}-\mathbb{E}\left[U_{1}\right]\right\|_{l}^{2} .
\end{align*}
$$

Next observe that (7) assures that

$$
\begin{align*}
\left\|U_{1}-\mathbb{E}\left[U_{1}\right]\right\|_{0}^{2} & =\left\|v_{1}\right\|_{0}^{2}=\mathbb{E}\left[\left|v_{1}(0, \xi)\right|^{2}\right]=\mathbb{E}\left[\left|U_{1}(0, \xi)-\mathbb{E}\left[U_{1}(0, \xi)\right]\right|^{2}\right] \\
& =\mathbb{E}\left[\left|U_{1}(0, \xi)\right|^{2}\right]-\left|\mathbb{E}\left[U_{1}(0, \xi)\right]\right|^{2} \leq \mathbb{E}\left[\left|U_{1}(0, \xi)\right|^{2}\right]=\left\|U_{1}\right\|_{0}^{2} \tag{37}
\end{align*}
$$

Furthermore, note that the hypothesis that $\mathcal{G}$ and $\mathbf{W}$ are independent and Lemma 2.2 assure
that for all $t \in[0, T]$ it holds that

$$
\begin{align*}
\mathbb{E}\left[\left|v_{1}\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] & =\int_{\mathbb{R}^{d}} \mathbb{E}\left[\left|v_{1}(t, x)\right|^{2}\right] \mu_{t}(d x) \\
& =\int_{\mathbb{R}^{d}} \mathbb{E}\left[\left|U_{1}(t, x)-\mathbb{E}\left[U_{1}(t, x)\right]\right|^{2}\right] \mu_{t}(d x) \\
& =\int_{\mathbb{R}^{d}} \mathbb{E}\left[\left|U_{1}(t, x)\right|^{2}\right]-\left|\mathbb{E}\left[U_{1}(t, x)\right]\right|^{2} \mu_{t}(d x)  \tag{38}\\
& \leq \int_{\mathbb{R}^{d}} \mathbb{E}\left[\left|U_{1}(t, x)\right|^{2}\right] \mu_{t}(d x)=\mathbb{E}\left[\left|U_{1}\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right]
\end{align*}
$$

This and (7) demonstrate that for all $l \in \mathbb{N}$ it holds that

$$
\begin{align*}
\left\|U_{1}-\mathbb{E}\left[U_{1}\right]\right\|_{l}^{2}=\left\|v_{1}\right\|_{l}^{2} & =\frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!} \mathbb{E}\left[\left|v_{1}\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] d t  \tag{39}\\
& \leq \frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!} \mathbb{E}\left[\left|U_{1}\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] d t=\left\|U_{1}\right\|_{l}^{2}
\end{align*}
$$

Combining this, (35), (36), and (37) establishes that

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} r_{i}\left(U_{i}-\mathbb{E}\left[U_{i}\right]\right)\right\|_{k}^{2}=\left[\sum_{i=1}^{n}\left|r_{i}\right|^{2}\right]\left\|U_{1}-\mathbb{E}\left[U_{1}\right]\right\|_{k}^{2} \leq\left[\sum_{i=1}^{n}\left|r_{i}\right|^{2}\right]\left\|U_{1}\right\|_{k}^{2} \tag{40}
\end{equation*}
$$

This completes the proof of Lemma 2.8,
Lemma 2.9 (Lipschitz property of $F$ ). Assume Setting 2.1, let $k \in \mathbb{N}_{0}$, and let $U, V:[0, T] \times$ $\mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}$ be continuous random fields. Then
(i) it holds that $F(U)=\left([0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \mapsto\left[F\left([0, T] \times \mathbb{R}^{d} \ni(s, z) \mapsto U(s, z, \omega) \in\right.\right.\right.$ $\mathbb{R})](t, x) \in \mathbb{R})$ is a continuous random field and
(ii) it holds that $\|F(U)-F(V)\|_{k} \leq L\|U-V\|_{k}$.

Proof of Lemma 2.9. Throughout this proof let $\pi_{t, x}: C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right) \rightarrow \mathbb{R}, t \in[0, T], x \in \mathbb{R}^{d}$, satisfy for all $t \in[0, T], x \in \mathbb{R}^{d}, v \in C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)$ that

$$
\begin{equation*}
\pi_{t, x}(v)=v(t, x) \tag{41}
\end{equation*}
$$

and let $\mathfrak{U}: \Omega \rightarrow C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)$ be the function which satisfies for all $\omega \in \Omega, t \in[0, T], x \in \mathbb{R}^{d}$ that $(\mathfrak{U}(\omega))(t, x)=U(t, x, \omega)$. Note that for all $t \in[0, T], x \in \mathbb{R}^{d}, \omega \in \Omega$ it holds that

$$
\begin{equation*}
(F(U))(t, x, \omega)=[F(\mathfrak{U}(\omega))](t, x)=\pi_{t, x}[F(\mathfrak{U}(\omega))] \tag{42}
\end{equation*}
$$

Hence, we obtain for all $t \in[0, T], x \in \mathbb{R}^{d}$ that

$$
\begin{equation*}
(\Omega \ni \omega \mapsto(F(U))(t, x, \omega))=\pi_{t, x} \circ F \circ \mathfrak{U} \tag{43}
\end{equation*}
$$

The fact that $\mathfrak{U}$ is $\mathcal{F} / \mathcal{B}\left(C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)\right)$-measurable, the fact that for all $t \in[0, T], x \in \mathbb{R}^{d}$ it holds that $\pi_{t, x}$ is $\mathcal{B}\left(C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)\right) / \mathcal{B}(\mathbb{R})$-measurable, and the fact that $F$ is $\mathcal{B}(C([0, T] \times$ $\left.\left.\mathbb{R}^{d}, \mathbb{R}\right)\right) / \mathcal{B}\left(C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)\right)$-measurable (cf. (60)) hence assure that for all $t \in[0, T], x \in \mathbb{R}^{d}$ it holds that $(\Omega \ni \omega \mapsto(F(U))(t, x, \omega))$ is $\mathcal{F} / \mathcal{B}(\mathbb{R})$-measurable. Combining this with the fact that for all $v \in C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)$ it holds that $F(v) \in C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)$ demonstrates that $F(U)$ is a continuous random field. This establishes Item (ii). Next observe that (6) and (7) show that

$$
\begin{align*}
\|F(U)-F(V)\|_{0}^{2} & =\mathbb{E}\left[|(F(U)-F(V))(0, \xi)|^{2}\right]  \tag{44}\\
& \leq \mathbb{E}\left[L^{2}|(U-V)(0, \xi)|^{2}\right]=L^{2}\|U-V\|_{0}^{2}
\end{align*}
$$

Moreover, note that (6) and (7) imply that for all $l \in \mathbb{N}$ it holds that

$$
\begin{align*}
\|F(U)-F(V)\|_{l}^{2} & \left.=\left.\frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!} \mathbb{E}\left[\mid(F(U)-F(V))\left(t, \xi+\mathbf{W}_{t}\right)\right)\right|^{2}\right] d t \\
& \leq \frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!} \mathbb{E}\left[L^{2}\left|(U-V)\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] d t  \tag{45}\\
& =L^{2}\|U-V\|_{l}^{2}
\end{align*}
$$

Combining this and (44) establishes Item (iii). The proof of Lemma 2.9 is thus completed.
Lemma 2.10 (Monte Carlo time integrals). Assume Setting 2.1, let $k \in \mathbb{N}_{0}$, let $U:[0, T] \times \mathbb{R}^{d} \times$ $\Omega \rightarrow \mathbb{R}$ be a continuous random field, let $\mathfrak{r}: \Omega \rightarrow[0,1]$ be a $\mathcal{U}_{[0,1]}$-distributed random variable, let $\mathcal{R}:[0, T] \times \Omega \rightarrow \mathbb{R}$ satisfy for all $t \in[0, T]$ that $\mathcal{R}_{t}=t+(T-t) \mathfrak{r}$, let $\mathbb{W}:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}$ be a standard Brownian motion with continuous sample paths, and assume that $U, \mathbf{W}, \mathfrak{r}$, and $\mathbb{W}$ are independent. Then it holds that

$$
\begin{equation*}
\left\|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \mapsto(T-t)\left[U\left(\mathcal{R}_{t}, x+\mathbb{W}_{\mathcal{R}_{t}}-\mathbb{W}_{t}\right)\right](\omega) \in \mathbb{R}\right\|_{k} \leq T\|U\|_{k+1} \tag{46}
\end{equation*}
$$

Proof of Lemma 2.10. Throughout this proof let $V^{(t)}=\left(V_{s}^{(t)}(\omega)\right)_{s \in[t, T], \omega \in \Omega}:[t, T] \times \Omega \rightarrow \mathbb{R}$, $t \in[0, T]$, be the random fields which satisfy for all $t \in[0, T], s \in[t, T]$ that

$$
\begin{equation*}
V_{s}^{(t)}=U\left(s, \xi+\mathbf{W}_{t}+\mathbb{W}_{s}-\mathbb{W}_{t}\right) . \tag{47}
\end{equation*}
$$

Observe that the fact that $\mathbf{W}, \mathbb{W}$, and $U$ are independent, the hypothesis that $U$ is a continuous random field, Lemma[2.3, and the fact that for all $t \in[0, T], s \in[t, T]$ it holds that $\mathbf{W}_{t}+\mathbb{W}_{s}-\mathbb{W}_{t}$ and $\mathbf{W}_{s}$ are identically distributed ensure that for all $t \in[0, T], s \in[t, T]$ it holds that

$$
\begin{align*}
\mathbb{E}\left[\left|V_{s}^{(t)}\right|^{2}\right] & =\mathbb{E}\left[\left|U\left(s, \xi+\mathbf{W}_{t}+\mathbb{W}_{s}-\mathbb{W}_{t}\right)\right|^{2}\right] \\
& =\int_{\mathbb{R}^{d}} \mathbb{E}\left[|U(s, \xi+x)|^{2}\right]\left(\left(\mathbf{W}_{t}+\mathbb{W}_{s}-\mathbb{W}_{t}\right)(\mathbb{P})_{\mathcal{B}\left(\mathbb{R}^{d}\right)}\right)(d x)  \tag{48}\\
& =\int_{\mathbb{R}^{d}} \mathbb{E}\left[|U(s, \xi+x)|^{2}\right]\left(\left(\mathbf{W}_{s}\right)(\mathbb{P})_{\mathcal{B}\left(\mathbb{R}^{d}\right)}\right)(d x)=\mathbb{E}\left[\left|U\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right] .
\end{align*}
$$

The fact that $V^{(0)}$ is a continuous random field, the fact that $V^{(0)}$ and $\mathcal{R}_{0}$ are independent, Lemma [2.3, the fact that $\mathcal{R}_{0}$ is uniformly distributed on $[0, T]$, and (7) hence establish that

$$
\begin{align*}
& \left\|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \mapsto(T-t)\left[U\left(\mathcal{R}_{t}, x+\mathbb{W}_{\mathcal{R}_{t}}-\mathbb{W}_{t}\right)\right](\omega) \in \mathbb{R}\right\|_{0}^{2} \\
& =\mathbb{E}\left[\left|T U\left(\mathcal{R}_{0}, \xi+\mathbb{W}_{\mathcal{R}_{0}}\right)\right|^{2}\right]=T^{2} \mathbb{E}\left[\left|V_{\mathcal{R}_{0}}^{(0)}\right|^{2}\right]=\frac{T^{2}}{T} \int_{0}^{T} \mathbb{E}\left[\left|V_{t}^{(0)}\right|^{2}\right] d t  \tag{49}\\
& =\frac{T^{2}}{T} \int_{0}^{T} \mathbb{E}\left[\left|U\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] d t=T^{2}\|U\|_{1}^{2} .
\end{align*}
$$

In addition, observe that the fact that $\left(V^{(t)}\right)_{t \in[0, T]}$ and $\mathcal{R}$ are independent, the fact that $V^{(t)}$, $t \in[0, T]$, are continuous random fields, the fact that for all $t \in[0, T]$ it holds that $\mathcal{R}_{t}$ is uniformely distributed on $[t, T]$, Lemma [2.3, Tonelli's theorem, and (48) demonstrate that for
all $l \in \mathbb{N}$ it holds that

$$
\begin{align*}
& \left\|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \mapsto(T-t)\left[U\left(\mathcal{R}_{t}, x+\mathbb{W}_{\mathcal{R}_{t}}-\mathbb{W}_{t}\right)\right](\omega) \in \mathbb{R}\right\|_{l}^{2} \\
& =\frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!} \mathbb{E}\left[\left|(T-t) U\left(\mathcal{R}_{t}, \xi+\mathbf{W}_{t}+\mathbb{W}_{\mathcal{R}_{t}}-\mathbb{W}_{t}\right)\right|^{2}\right] d t \\
& =\frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!}(T-t)^{2} \mathbb{E}\left[\left|V_{\mathcal{R}_{t}}^{(t)}\right|^{2}\right] d t \\
& =\frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!}(T-t)^{2} \frac{1}{(T-t)} \int_{t}^{T} \mathbb{E}\left[\left|V_{s}^{(t)}\right|^{2}\right] d s d t  \tag{50}\\
& =\frac{1}{T^{l}} \int_{0}^{T} \int_{0}^{T} \mathbb{1}_{\left\{(t, \mathbf{s}) \in[0, T]^{2}: t \leq s\right\}}(t, s) \frac{t^{l-1}}{(l-1)!}(T-t) \mathbb{E}\left[\left|U\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right] d t d s \\
& \leq \frac{T}{T^{l}} \int_{0}^{T} \int_{0}^{s} \frac{t^{l-1}}{(l-1)!} d t \mathbb{E}\left[\left|U\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right] d s \\
& =\frac{T^{2}}{T^{l+1}} \int_{0}^{T} \frac{s^{l}}{l!} \mathbb{E}\left[\left|U\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right] d s=T^{2}\|U\|_{l+1} .
\end{align*}
$$

Combining this and (49) establishes (46). The proof of Lemma 2.10 is thus completed.
Lemma 2.11. Assume Setting 2.1, let $k \in \mathbb{N}_{0}$, let $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a $\mathcal{B}\left(\mathbb{R}^{d}\right) / \mathcal{B}(\mathbb{R})$-measurable function, let $v:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a $\mathcal{B}\left([0, T] \times \mathbb{R}^{d}\right) / \mathcal{B}(\mathbb{R})$-measurable function, let $\mathbb{W}:[0, T] \times$ $\Omega \rightarrow \mathbb{R}^{d}$ be a standard Brownian motion with continuous sample paths, and assume that $\mathbb{W}$ and $\mathbf{W}$ are independent. Then it holds that
(i) $\left\|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \mapsto g\left(x+\mathbb{W}_{T}(\omega)-\mathbb{W}_{t}(\omega)\right) \in \mathbb{R}\right\|_{k}^{2}=\frac{1}{k!} \mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]$ and
(ii) $\|v\|_{k} \leq \frac{1}{\sqrt{k!}}\left(\sup _{t \in[0, T]}\left(\mathbb{E}\left[\left|v\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right]\right)^{1 / 2}\right)$.

Proof of Lemma 2.11. First, observe that (7) and the fact that $\mathbb{W}_{T}-\mathbb{W}_{0}=\mathbb{W}_{T}$ and $\mathbf{W}_{T}$ are identically distributed ensure that

$$
\begin{align*}
& \left\|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \mapsto g\left(x+\mathbb{W}_{T}(\omega)-\mathbb{W}_{t}(\omega)\right) \in \mathbb{R}\right\|_{0}^{2}  \tag{51}\\
& =\mathbb{E}\left[\left|g\left(\xi+\mathbb{W}_{T}-\mathbb{W}_{0}\right)\right|^{2}\right]=\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right] .
\end{align*}
$$

Next note that the fact that $\mathbf{W}$ and $\mathbb{W}$ are independent standard Brownian motions assures that for all $t \in[0, T]$ the random variables $\mathbf{W}_{T}=\mathbf{W}_{t}+\mathbf{W}_{T}-\mathbf{W}_{t}$ and $\mathbf{W}_{t}+\mathbb{W}_{T}-\mathbb{W}_{t}$ are identically distributed. The definition of the semi-norm in (77) therefore shows that for all $l \in \mathbb{N}$ it holds that

$$
\begin{align*}
& \left\|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \mapsto g\left(x+\mathbb{W}_{T}(\omega)-\mathbb{W}_{t}(\omega)\right) \in \mathbb{R}\right\|_{l}^{2} \\
& =\frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!} \mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{t}+\mathbb{W}_{T}-\mathbb{W}_{t}\right)\right|^{2}\right] d t \\
& =\left[\frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!} d t\right] \mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]  \tag{52}\\
& =\left[\frac{T^{l}}{T^{l} l!}\right] \mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]=\frac{\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]}{l!}
\end{align*}
$$

Combining this and (51) proves Item (ii). Next note that (7) implies that

$$
\begin{equation*}
\|v\|_{0}^{2}=\mathbb{E}\left[|v(0, \xi)|^{2}\right]=\mathbb{E}\left[\left|v\left(0, \xi+\mathbf{W}_{0}\right)\right|^{2}\right] \leq \sup _{t \in[0, T]} \mathbb{E}\left[\left|v\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] \tag{53}
\end{equation*}
$$

Furthermore, observe that (7) ensures that for all $l \in \mathbb{N}$ it holds that

$$
\begin{align*}
\|v\|_{l}^{2} & =\frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!} \mathbb{E}\left[\left|v\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] d t \\
& \leq\left[\frac{1}{T^{l}} \int_{0}^{T} \frac{t^{l-1}}{(l-1)!} d t\right] \sup _{t \in[0, T]} \mathbb{E}\left[\left|v\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right]  \tag{54}\\
& =\left[\frac{T^{l}}{T^{l} l!}\right] \sup _{t \in[0, T]} \mathbb{E}\left[\left|v\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right]=\frac{1}{l!}\left(\sup _{t \in[0, T]} \mathbb{E}\left[\left|v\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right]\right) .
\end{align*}
$$

This and (53) establish Item (iii). The proof of Lemma 2.11 is thus completed.

## 3 Convergence rates for multilevel Picard approximations for semilinear heat equations

In this section we establish positive convergence rates for certain multilevel Picard approximations in the case where the nonlinearity is independent of the gradient of the solution and satisfies the Lipschitz condition (6).

### 3.1 Setting

Setting 3.1. Assume Setting 2.1, let $g \in C\left(\mathbb{R}^{d}, \mathbb{R}\right)$, $u \in C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)$ satisfy for all $t \in[0, T], x \in \mathbb{R}^{d}$ that

$$
\begin{align*}
& \mathbb{E}\left[\left|g\left(x+\mathbf{W}_{t}\right)\right|\right]+\int_{0}^{T}\left(\mathbb{E}\left[\left|u\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right]\right)^{1 / 2} d s  \tag{55}\\
& \quad+\int_{t}^{T} \mathbb{E}\left[\left|(F(u))\left(s, x+\mathbf{W}_{s-t}\right)\right|+\left|(F(0))\left(s, x+\mathbf{W}_{s-t}\right)\right|\right] d s<\infty \\
& \text { and } \quad u(t, x)=\mathbb{E}\left[g\left(x+\mathbf{W}_{T-t}\right)+\int_{t}^{T}(F(u))\left(s, x+\mathbf{W}_{s-t}\right) d s\right] \tag{56}
\end{align*}
$$

let $\Theta=\cup_{n \in \mathbb{N}} \mathbb{Z}^{n}$, let $W^{\theta}:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}, \theta \in \Theta$, be independent standard Brownian motions with continuous sample paths, let $\mathfrak{r}^{\theta}: \Omega \rightarrow[0,1], \theta \in \Theta$, be independent $\mathcal{U}_{[0,1]}$-distributed random variables, assume that $\left(W^{\theta}\right)_{\theta \in \Theta},\left(\mathfrak{r}^{\theta}\right)_{\theta \in \Theta}$, and $\mathbf{W}$ are independent, let $\mathcal{R}^{\theta}:[0, T] \times \Omega \rightarrow[0, T]$, $\theta \in \Theta$, satisfy for all $t \in[0, T], \theta \in \Theta$ that $\mathcal{R}_{t}^{\theta}=t+(T-t) \mathfrak{r}^{\theta}$, and let $U_{n, M}^{\theta}:[0, T] \times \mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}$, $n, M \in \mathbb{Z}, \theta \in \Theta$, satisfy for all $n, M \in \mathbb{N}, \theta \in \Theta, t \in[0, T], x \in \mathbb{R}^{d}$ that $U_{-1, M}^{\theta}(t, x)=$ $U_{0, M}^{\theta}(t, x)=0$ and

$$
\begin{align*}
& U_{n, M}^{\theta}(t, x)=\frac{1}{M^{n}}\left[\sum_{i=1}^{M^{n}} g\left(x+W_{T}^{(\theta, 0,-i)}-W_{t}^{(\theta, 0,-i)}\right)\right] \\
& +\sum_{l=0}^{n-1} \frac{(T-t)}{M^{n-l}}\left[\sum_{i=1}^{M^{n-l}}\left(F\left(U_{l, M}^{(\theta, l, i)}\right)-\mathbb{1}_{\mathbb{N}}(l) F\left(U_{l-1, M}^{(\theta,-l, i)}\right)\right)\left(\mathcal{R}_{t}^{(\theta, l, i)}, x+W_{\mathcal{R}_{t}^{(\theta, l, i)}}^{(\theta, l i)}-W_{t}^{(\theta, l, i)}\right)\right] . \tag{57}
\end{align*}
$$

### 3.2 Properties of the approximations

Lemma 3.2. Assume Setting 3.1. Then
(i) it holds for all $n \in \mathbb{N}_{0}, M \in \mathbb{N}, \theta \in \Theta$ that $U_{n, M}^{\theta}:[0, T] \times \mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}$ is a continuous random field,
(ii) it holds for all $n \in \mathbb{N}_{0}, M \in \mathbb{N}, \theta \in \Theta$ that $\left.\sigma_{\Omega}\left(U_{n, M}^{\theta}\right) \subseteq \sigma_{\Omega}\left(\left(\mathfrak{r}^{(\theta, \vartheta)}\right)_{\vartheta \in \Theta},\left(W^{(\theta, \vartheta)}\right)_{\vartheta \in \Theta}\right)\right)$,
(iii) it holds for all $n \in \mathbb{N}_{0}, M \in \mathbb{N}, \theta \in \Theta$ that $U_{n, M}^{\theta}$, $W^{\theta}$, and $\mathfrak{r}^{\theta}$ are independent,
(iv) it holds for all $n, m \in \mathbb{N}_{0}, M \in \mathbb{N}, i, j, k, l, \in \mathbb{Z}, \theta \in \Theta$ with $(i, j) \neq(k, l)$ that $U_{n, M}^{(\theta, i, j)}$ and $U_{m, M}^{(\theta, k, l)}$ are independent, and
(v) it holds for all $n \in \mathbb{N}_{0}, M \in \mathbb{N}$ that $\left(U_{n, M}^{\theta}\right)_{\theta \in \Theta}$ are identically distributed.

Proof of Lemma 3.2. First, observe that the hypothesis that for all $M \in \mathbb{N}, \theta \in \Theta$ it holds that $U_{0, M}^{\theta}=0$, (57), Item (ii) in Lemma [2.9, the fact for all $\theta \in \Theta$ it holds that $W^{\theta}$ and $\mathcal{R}^{\theta}$ are continuous random fields, the hypothesis that $g$ is continuous, and induction on $\mathbb{N}_{0}$ establish Item (ii). Next note that Item (i) in Lemma [2.9, Beck et al. [2, Lemma 2.4], and Item (ii) assure that for all $n \in \mathbb{N}_{0}, M \in \mathbb{N}, \theta \in \Theta$ it holds that $F\left(U_{n, M}^{\theta}\right)$ is $\left(\mathcal{B}\left([0, T] \times \mathbb{R}^{d}\right) \otimes \sigma_{\Omega}\left(U_{n, M}^{\theta}\right)\right) / \mathcal{B}(\mathbb{R})$ measurable. The hypothesis that for all $M \in \mathbb{N}, \theta \in \Theta$ it holds that $U_{0, M}^{\theta}=0$, (57), the fact that for all $\theta \in \Theta$ it holds that $W^{\theta}$ is $\left(\mathcal{B}([0, T]) \otimes \sigma_{\Omega}\left(W^{\theta}\right)\right) / \mathcal{B}\left(\mathbb{R}^{d}\right)$-measurable, the fact that for all $\theta \in \Theta$ it holds that $\mathcal{R}^{\theta}$ is $\left(\mathcal{B}([0, T]) \otimes \sigma_{\Omega}\left(\mathfrak{r}^{\theta}\right)\right) / \mathcal{B}([0, T])$-measurable, and induction on $\mathbb{N}_{0}$ prove Item (iii). Furthermore, observe that Item (iii) and the fact that for all $\theta \in$ $\Theta$ it holds that $\left(\mathfrak{r}^{(\theta, \vartheta)}\right)_{\vartheta \in \Theta},\left(W^{(\theta, \vartheta)}\right)_{\vartheta \in \Theta}$, $W^{\theta}$, and $\mathfrak{r}^{\theta}$ are independent establish Item (iiii). In addition, note that Item (iii) and the fact that for all $i, j, k, l, \in \mathbb{Z}, \theta \in \Theta$ with $(i, j) \neq(k, l)$ it holds that $\left(\left(\mathfrak{r}^{(\theta, i, j, \vartheta)}\right)_{\vartheta \in \Theta},\left(W^{(\theta, i, j, \vartheta)}\right)_{\vartheta \in \Theta}\right)$ and $\left(\left(\mathfrak{r}^{(\theta, k, l, \vartheta)}\right)_{\vartheta \in \Theta},\left(W^{(\theta, k, l, \vartheta)}\right)_{\vartheta \in \Theta}\right)$ are independent prove Item (iv). Finally, observe that the hypothesis that for all $M \in \mathbb{N}, \theta \in \Theta$ it holds that $U_{0, M}^{\theta}=0$, the hypothesis that $\left(W^{\theta}\right)_{\theta \in \Theta}$ are i.i.d., the hypothesis that $\left(\mathcal{R}^{\theta}\right)_{\theta \in \Theta}$ are i.i.d., Items (il)-(iv), Corollary [2.5, and induction on $\mathbb{N}_{0}$ establish Item (iv). The proof of Lemma 3.2 is thus completed.

Lemma 3.3 (Approximations are integrable). Assume Setting 3.1. Then it holds for all $n \in$ $\mathbb{N}_{0}, M \in \mathbb{N}, \theta \in \Theta, t \in[0, T], s \in[t, T], x \in \mathbb{R}^{d}$ that

$$
\begin{equation*}
\mathbb{E}\left[\left|U_{n, M}^{\theta}\left(s, x+W_{s-t}^{\theta}\right)\right|+\int_{t}^{T}\left|U_{n, M}^{\theta}\left(r, x+W_{r-t}^{\theta}\right)\right|+\left|\left(F\left(U_{n, M}^{\theta}\right)\right)\left(r, x+W_{r-t}^{\theta}\right)\right| d r\right]<\infty . \tag{58}
\end{equation*}
$$

Proof of Lemma 3.3. Throughout this proof let $M \in \mathbb{N}, \theta \in \Theta, x \in \mathbb{R}^{d}$. We claim that for all $n \in \mathbb{N}_{0}, t \in[0, T], s \in[t, T]$ it holds that

$$
\begin{equation*}
\mathbb{E}\left[\left|U_{n, M}^{\theta}\left(s, x+W_{s-t}^{\theta}\right)\right|+\int_{t}^{T}\left|U_{n, M}^{\theta}\left(r, x+W_{r-t}^{\theta}\right)\right|+\left|\left(F\left(U_{n, M}^{\theta}\right)\right)\left(r, x+W_{r-t}^{\theta}\right)\right| d r\right]<\infty \tag{59}
\end{equation*}
$$

We now prove (59) by induction on $n \in \mathbb{N}_{0}$. For the base case $n=0$, note that (55) and the fact that $U_{0, M}^{\theta}=0$ ensure that for all $t \in[0, T], s \in[t, T]$ it holds that

$$
\begin{align*}
& \mathbb{E}\left[\left|U_{0, M}^{\theta}\left(s, x+W_{s-t}^{\theta}\right)\right|+\int_{t}^{T}\left|U_{0, M}^{\theta}\left(r, x+W_{r-t}^{\theta}\right)\right|+\left|\left(F\left(U_{0, M}^{\theta}\right)\right)\left(r, x+W_{r-t}^{\theta}\right)\right| d r\right]  \tag{60}\\
& =\mathbb{E}\left[\int_{t}^{T}\left|(F(0))\left(r, x+W_{r-t}^{\theta}\right)\right| d r\right]<\infty
\end{align*}
$$

This establishes (59) in the base case $n=0$. For the induction step $\mathbb{N}_{0} \ni n-1 \rightarrow n \in \mathbb{N}$ let $n \in \mathbb{N}$ and assume that for all $k \in \mathbb{N}_{0} \cap[0, n), t \in[0, T], s \in[t, T]$ it holds that

$$
\begin{equation*}
\mathbb{E}\left[\left|U_{k, M}^{\theta}\left(s, x+W_{s-t}^{\theta}\right)\right|+\int_{t}^{T}\left|U_{k, M}^{\theta}\left(r, x+W_{r-t}^{\theta}\right)\right|+\left|\left(F\left(U_{k, M}^{\theta}\right)\right)\left(r, x+W_{r-t}^{\theta}\right)\right| d r\right]<\infty . \tag{61}
\end{equation*}
$$

Observe that the triangle inequality and (57) ensure that for all $t \in[0, T], s \in[t, T]$ it holds that

$$
\begin{align*}
& \mathbb{E}\left[\left|U_{n, M}^{\theta}\left(s, x+W_{s-t}^{\theta}\right)\right|\right] \\
& \leq \\
& \frac{1}{M^{n}} \sum_{i=1}^{M^{n}} \mathbb{E}\left[\left|g\left(x+W_{s-t}^{\theta}+W_{T}^{(\theta, 0,-i)}-W_{s}^{(\theta, 0,-i)}\right)\right|\right]  \tag{62}\\
& \\
& \quad+\sum_{l=0}^{n-1} \frac{(T-s)}{M^{n-l}} \sum_{i=1}^{M^{n-l}} \mathbb{E}\left[\left|\left(F\left(U_{l, M}^{(\theta, l, i)}\right)-\mathbb{1}_{\mathbb{N}}(l) F\left(U_{l-1, M}^{(\theta,-l, i)}\right)\right)\left(\mathcal{R}_{s}^{(\theta, l, i)}, x+W_{s-t}^{\theta}+W_{\mathcal{R}_{s}^{(\theta, l, i)}}^{(\theta, l, i)}-W_{s}^{(\theta, l, i)}\right)\right|\right] .
\end{align*}
$$

In addition, note that the fact that for all $i \in \mathbb{Z}$ it holds that $W^{\theta}$ and $W^{(\theta, 0, i)}$ are independent Brownian motions assures that for all $t \in[0, T], s \in[t, T], i \in \mathbb{Z}$ it holds that

$$
\begin{equation*}
\mathbb{E}\left[\left|g\left(x+W_{s-t}^{\theta}+W_{T}^{(\theta, 0, i)}-W_{s}^{(\theta, 0, i)}\right)\right|\right]=\mathbb{E}\left[\left|g\left(x+W_{(s-t)+(T-s)}^{\theta}\right)\right|\right]=\mathbb{E}\left[\left|g\left(x+W_{T-t}^{\theta}\right)\right|\right] . \tag{63}
\end{equation*}
$$

Moreover, note that Lemma 3.2, the hypothesis that $\left(W^{\theta}\right)_{\theta \in \Theta}$ are i.i.d., the hypothesis that $\left(\mathcal{R}^{\theta}\right)_{\theta \in \Theta}$ are i.i.d., the hypothesis that $\left(W^{\theta}\right)_{\theta \in \Theta}$ and $\left(\mathcal{R}^{\theta}\right)_{\theta \in \Theta}$ are independent, Lemma 2.3, and the triangle inequality assure that for all $t \in[0, T], s \in[t, T]$ it holds that

$$
\begin{align*}
& \sum_{l=0}^{n-1} \frac{(T-s)}{M^{n-l}} \sum_{i=1}^{M^{n-l}} \mathbb{E}\left[\left|\left(F\left(U_{l, M}^{(\theta, l, i)}\right)-\mathbb{1}_{\mathbb{N}}(l) F\left(U_{l-1, M}^{(\theta,-l, i)}\right)\right)\left(\mathcal{R}_{s}^{(\theta, l, i)}, x+W_{s-t}^{\theta}+W_{\mathcal{R}_{s}^{(\theta, l, i)}}^{(\theta, l, i)}-W_{s}^{(\theta, l, i)}\right)\right|\right] \\
& =\sum_{l=0}^{n-1}(T-s) \mathbb{E}\left[\left|\left(F\left(U_{l, M}^{(\theta, l, 0)}\right)-\mathbb{1}_{\mathbb{N}}(l) F\left(U_{l-1, M}^{(\theta,-l, 0)}\right)\right)\left(\mathcal{R}_{s}^{(\theta, l, 0)}, x+W_{s-t}^{\theta}+W_{\mathcal{R}_{s}^{(\theta, l, 0)}}^{(\theta, l, 0)}-W_{s}^{(\theta, l, 0)}\right)\right|\right] \\
& \leq 2 \sum_{l=0}^{n-1}(T-s) \mathbb{E}\left[\left|\left(F\left(U_{l, M}^{(\theta, l, 0)}\right)\right)\left(\mathcal{R}_{s}^{(\theta, l, 0)}, x+W_{s-t}^{\theta}+W_{\mathcal{R}_{s}^{(\theta, l, 0)}}^{(\theta, l, 0)}-W_{s}^{(\theta, l, 0)}\right)\right|\right] \tag{64}
\end{align*}
$$

Furthermore, observe that Lemma 3.2, the fact that for all $l \in \mathbb{Z}$ it holds that $W^{\theta}, W^{(\theta, l, 0)}$, $\mathcal{R}^{(\theta, l, 0)}$, and $U^{(\theta, l, 0)}$ are independent, and Lemma 2.3]demonstrate that for all $t \in[0, T], s \in[t, T]$, $l \in \mathbb{N}_{0} \cap[0, n)$ it holds that

$$
\begin{align*}
& (T-s) \mathbb{E}\left[\left|\left(F\left(U_{l, M}^{(\theta, l, 0)}\right)\right)\left(\mathcal{R}_{s}^{(\theta, l, 0)}, x+W_{s-t}^{\theta}+W_{\mathcal{R}_{s}^{(\theta, l, 0)}}^{(\theta, l, 0)}-W_{s}^{(\theta, l, 0)}\right)\right|\right] \\
& =\int_{s}^{T} \mathbb{E}\left[\left|\left(F\left(U_{l, M}^{(\theta, l, 0)}\right)\right)\left(r, x+W_{s-t}^{\theta}+W_{r}^{(\theta, l, 0)}-W_{s}^{(\theta, l, 0)}\right)\right|\right] d r  \tag{65}\\
& =\int_{s}^{T} \mathbb{E}\left[\left|\left(F\left(U_{l, M}^{(\theta, l, 0)}\right)\right)\left(r, x+W_{(s-t)+(r-s)}^{(\theta, l, 0)}\right)\right|\right] d r=\int_{s}^{T} \mathbb{E}\left[\left|\left(F\left(U_{l, M}^{\theta}\right)\right)\left(r, x+W_{r-t}^{\theta}\right)\right|\right] d r .
\end{align*}
$$

Combining this, (62), (63), and (64) with (55), (61), and Tonelli's theorem establishes that for all $t \in[0, T], s \in[t, T]$ it holds that

$$
\begin{align*}
& \mathbb{E}\left[\left|U_{n, M}^{\theta}\left(s, x+W_{s-t}^{\theta}\right)\right|\right] \\
& \leq \frac{1}{M^{n}} \sum_{i=1}^{M^{n}} \mathbb{E}\left[\left|g\left(x+W_{T-t}^{\theta}\right)\right|\right]+2 \sum_{l=0}^{n-1} \int_{t}^{T} \mathbb{E}\left[\left|\left(F\left(U_{l, M}^{\theta}\right)\right)\left(r, x+W_{r-t}^{\theta}\right)\right|\right] d r  \tag{66}\\
& =\mathbb{E}\left[\left|g\left(x+W_{T-t}^{\theta}\right)\right|\right]+2 \sum_{l=0}^{n-1} \mathbb{E}\left[\int_{t}^{T}\left|\left(F\left(U_{l, M}^{\theta}\right)\right)\left(r, x+W_{t-r}^{\theta}\right)\right| d r\right]<\infty .
\end{align*}
$$

This, Tonelli's theorem, and (61) imply that for all $t \in[0, T]$ it holds that

$$
\begin{align*}
& \mathbb{E}\left[\int_{t}^{T}\left|U_{n, M}^{\theta}\left(s, x+W_{s-t}^{\theta}\right)\right| d s\right]=\int_{t}^{T} \mathbb{E}\left[\left|U_{n, M}^{\theta}\left(s, x+W_{s-t}^{\theta}\right)\right|\right] d s \\
& \leq(T-t)\left[\mathbb{E}\left[\left|g\left(x+W_{T-t}^{\theta}\right)\right|\right]+2 \sum_{l=0}^{n-1} \int_{t}^{T} \mathbb{E}\left[\left|\left(F\left(U_{l, M}^{\theta}\right)\right)\left(r, x+W_{r-t}^{\theta}\right)\right|\right] d r\right]<\infty \tag{67}
\end{align*}
$$

The triangle inequality, Tonelli's theorem, (6), and (55) hence prove that for all $t \in[0, T]$ it holds that

$$
\begin{align*}
& \mathbb{E}\left[\int_{t}^{T}\left|\left(F\left(U_{n, M}^{\theta}\right)\right)\left(s, x+W_{s-t}^{\theta}\right)\right| d s\right]=\int_{t}^{T} \mathbb{E}\left[\left|\left(F\left(U_{n, M}^{\theta}\right)\right)\left(s, x+W_{s-t}^{\theta}\right)\right|\right] d s \\
& \leq \int_{t}^{T} \mathbb{E}\left[\left|\left(F\left(U_{n, M}^{\theta}\right)-F(0)\right)\left(s, x+W_{s-t}^{\theta}\right)\right|\right] d s+\int_{t}^{T} \mathbb{E}\left[\left|(F(0))\left(s, x+W_{s-t}^{\theta}\right)\right|\right] d s  \tag{68}\\
& \leq \int_{t}^{T} \mathbb{E}\left[L\left|U_{n, M}^{\theta}\left(s, x+W_{s-t}^{\theta}\right)\right|\right] d s+\int_{t}^{T} \mathbb{E}\left[\left|(F(0))\left(s, x+W_{s-t}^{\theta}\right)\right|\right] d s<\infty .
\end{align*}
$$

Induction, (661), and (67) hence establish (59). The proof of Lemma 3.3 is thus completed.

### 3.3 Upper bound for the exact solution

In this subsection we establish the upper bound (69) below for the exact solution which is well-known in the literature and included here for the reason of being self-contained.

Lemma 3.4 (Upper bound for exact solution). Assume Setting 3.1. Then it holds that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left(\mathbb{E}\left[\left|u\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right]\right)^{1 / 2} \leq e^{L T}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right] \tag{69}
\end{equation*}
$$

Proof of Lemma 3.4. Throughout this proof let $\mathbb{W}:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}$ be a standard Brownian motion with continuous sample paths, assume that $\mathbf{W}$ and $\mathbb{W}$ are independent, let $\mu_{t}: \mathcal{B}\left(\mathbb{R}^{d}\right) \rightarrow$ $[0,1], t \in[0, T]$, be the probability measures which satisfy for all $t \in[0, T], B \in \mathcal{B}\left(\mathbb{R}^{d}\right)$ that

$$
\begin{equation*}
\mu_{t}(B)=\mathbb{P}\left(\xi+\mathbb{W}_{t} \in B\right) \tag{70}
\end{equation*}
$$

and assume w.lo.g. that $\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]+\|F(0)\|_{1}<\infty$. Observe that the integral transformation theorem, (561), and the triangle inequality assure that for all $t \in[0, T]$ it holds that

$$
\begin{align*}
& \left(\mathbb{E}\left[\left|u\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right]\right)^{1 / 2}=\left(\mathbb{E}\left[\left|u\left(t, \xi+\mathbb{W}_{t}\right)\right|^{2}\right]\right)^{1 / 2}=\left(\int_{\mathbb{R}^{d}}|u(t, x)|^{2} \mu_{t}(d x)\right)^{1 / 2} \\
& =\left(\int_{\mathbb{R}^{d}} \mid \mathbb{E}\left[g\left(x+\mathbf{W}_{T-t}\right)+\left.\int_{t}^{T}(F(u))\left(s, x+\mathbf{W}_{s-t}\right) d s\right|^{2} \mu_{t}(d x)\right)^{1 / 2}\right. \\
& \leq\left(\int_{\mathbb{R}^{d}}\left|\mathbb{E}\left[g\left(x+\mathbf{W}_{T-t}\right)\right]\right|^{2} \mu_{t}(d x)\right)^{1 / 2}+\left(\int_{\mathbb{R}^{d}}\left|\mathbb{E}\left[\int_{t}^{T}(F(u))\left(s, x+\mathbf{W}_{s-t}\right) d s\right]\right|^{2} \mu_{t}(d x)\right)^{1 / 2} . \tag{71}
\end{align*}
$$

Jensen's inequality hence assures that for all $t \in[0, T]$ it holds that

$$
\begin{align*}
&\left(\mathbb{E}\left[\left|u\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right]\right)^{1 / 2} \leq\left(\int_{\mathbb{R}^{d}} \mathbb{E}\left[\left|g\left(x+\mathbf{W}_{T-t}\right)\right|^{2}\right] \mu_{t}(d x)\right)^{1 / 2} \\
&+\left(\int_{\mathbb{R}^{d}} \mathbb{E}\left[\left(\int_{t}^{T}\left|(F(u))\left(s, x+\mathbf{W}_{s-t}\right)\right| d s\right)^{2}\right] \mu_{t}(d x)\right)^{1 / 2} \tag{72}
\end{align*}
$$

Furthermore, observe that Lemma [2.3, (70), and the fact that $\mathbf{W}$ and $\mathbb{W}$ are independent Brownian motions demonstrate that for all $t \in[0, T]$ it holds that

$$
\begin{align*}
\left(\int_{\mathbb{R}^{d}} \mathbb{E}\left[\left|g\left(x+\mathbf{W}_{T-t}\right)\right|^{2}\right] \mu_{t}(d x)\right)^{1 / 2} & =\left(\mathbb{E}\left[\left|g\left(\xi+\mathbb{W}_{t}+\mathbf{W}_{T-t}\right)\right|^{2}\right]\right)^{1 / 2}  \tag{73}\\
& =\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}
\end{align*}
$$

In addition, note that Minkowski's integral inequality, Lemma 2.3, (70), and the fact that $\mathbf{W}$ and $\mathbb{W}$ are independent Brownian motions imply that for all $t \in[0, T]$ it holds that

$$
\begin{align*}
& \left(\int_{\mathbb{R}^{d}} \mathbb{E}\left[\left(\int_{t}^{T}\left|(F(u))\left(s, x+\mathbf{W}_{s-t}\right)\right| d s\right)^{2}\right] \mu_{t}(d x)\right)^{1 / 2} \\
& \leq \int_{t}^{T}\left(\int_{\mathbb{R}^{d}} \mathbb{E}\left[\left|(F(u))\left(s, x+\mathbf{W}_{s-t}\right)\right|^{2}\right] \mu_{t}(d x)\right)^{1 / 2} d s  \tag{74}\\
& =\int_{t}^{T}\left(\mathbb{E}\left[\left|(F(u))\left(s, \xi+\mathbb{W}_{t}+\mathbf{W}_{s-t}\right)\right|^{2}\right]\right)^{1 / 2} d s=\int_{t}^{T}\left(\mathbb{E}\left[\left|(F(u))\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right]\right)^{1 / 2} d s
\end{align*}
$$

This, the triangle inequality, and (6) assure that for all $t \in[0, T]$ it holds that

$$
\begin{align*}
& \left(\int_{\mathbb{R}^{d}} \mathbb{E}\left[\left(\int_{t}^{T}\left|(F(u))\left(s, x+\mathbf{W}_{s-t}\right)\right| d s\right)^{2}\right] \mu_{t}(d x)\right)^{1 / 2} \\
& \leq \int_{t}^{T}\left(\mathbb{E}\left[\left|(F(0))\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right]\right)^{1 / 2} d s+\int_{t}^{T}\left(\mathbb{E}\left[\left|(F(u)-F(0))\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right]\right)^{1 / 2} d s  \tag{75}\\
& \leq \int_{t}^{T}\left(\mathbb{E}\left[\left|(F(0))\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right]\right)^{1 / 2} d s+\int_{t}^{T}\left(\mathbb{E}\left[L^{2}\left|u\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right]\right)^{1 / 2} d s .
\end{align*}
$$

Furthermore, note that Jensen's inequality and (7) ensure that for all $t \in[0, T)$ it holds that

$$
\begin{align*}
& \int_{t}^{T}\left(\mathbb{E}\left[\left|(F(0))\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right]\right)^{1 / 2} d s \\
& =(T-t)\left(\frac{1}{(T-t)} \int_{t}^{T}\left(\mathbb{E}\left[\left|(F(0))\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right]\right)^{1 / 2} d s\right) \\
& \leq(T-t)\left(\frac{1}{(T-t)} \int_{t}^{T} \mathbb{E}\left[\left|(F(0))\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right] d s\right)^{1 / 2}  \tag{76}\\
& \leq \sqrt{T}\left(\int_{0}^{T} \mathbb{E}\left[\left|(F(0))\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right] d s\right)^{1 / 2}=T\|F(0)\|_{1}
\end{align*}
$$

Combining this with (72), (73), and (75) implies that for all $t \in[0, T]$ it holds that

$$
\begin{align*}
& \left(\mathbb{E}\left[\left|u\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right]\right)^{1 / 2} \\
& \leq\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}+L \int_{t}^{T}\left(\mathbb{E}\left[\left|u\left(s, \xi+\mathbf{W}_{s}\right)\right|^{2}\right]\right)^{1 / 2} d s \tag{77}
\end{align*}
$$

The hypothesis that $\int_{0}^{T}\left(\mathbb{E}\left[\left|u\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right]\right)^{1 / 2} d t<\infty$ and Gronwall's integral inequality hence establish that for all $t \in[0, T]$ it holds that

$$
\begin{align*}
\left(\mathbb{E}\left[\left|u\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right]\right)^{1 / 2} & \leq e^{L(T-t)}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right]  \tag{78}\\
& \leq e^{L T}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right]
\end{align*}
$$

The proof of Lemma 3.4 is thus completed.

### 3.4 Error analysis for multilevel Picard approximations

Theorem 3.5. Assume Setting 3.1 and let $N, M \in \mathbb{N}$. Then it holds that

$$
\begin{equation*}
\left(\mathbb{E}\left[\left|U_{N, M}^{0}(0, \xi)-u(0, \xi)\right|^{2}\right]\right)^{1 / 2} \leq e^{L T}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right] \frac{e^{M / 2}(1+2 L T)^{N}}{M^{N / 2}} \tag{79}
\end{equation*}
$$

Proof of Theorem 3.5. Throughout this proof assume w.l.o.g. that $\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]+\|F(0)\|_{1}<$ $\infty$. Note that Item (i) in Lemma 2.6 and Lemma 3.3 assure that for all $n \in \mathbb{N}, k \in \mathbb{N}_{0}$ it holds that

$$
\begin{equation*}
\left\|U_{n, M}^{0}-u\right\|_{k} \leq\left\|U_{n, M}^{0}-\mathbb{E}\left[U_{n, M}^{0}\right]\right\|_{k}+\left\|\mathbb{E}\left[U_{n, M}^{0}\right]-u\right\|_{k} . \tag{80}
\end{equation*}
$$

Next observe that Lemma 2.3, Item (ii) in Lemma 2.9, Lemma 3.2, Lemma 3.3, Corollary 2.5, and the fact that for all $\theta \in \Theta, t \in[0, T]$ it holds that $\mathcal{R}_{t}^{\theta}$ is uniformly distributed on $[t, T]$ assure that for all $t \in[0, T], x \in \mathbb{R}^{d}, n \in \mathbb{N}, i, j, k \in \mathbb{Z}, \theta \in \Theta$ it holds that

$$
\begin{align*}
& (T-t) \mathbb{E}\left[\mid\left(F\left(U_{n, M}^{(\theta, k, i)}\right)\right)\left(\mathcal{R}_{t}^{(\theta, j, i)}, x+W_{\mathcal{R}_{t}^{(\theta, j, i)}}^{(\theta, j)}-W_{t}^{(\theta, j, j)} \mid\right]\right. \\
& =\int_{t}^{T} \mathbb{E}\left[\left|\left(F\left(U_{n, M}^{(\theta, k, i)}\right)\right)\left(s, x+W_{s}^{(\theta, j, i)}-W_{t}^{(\theta, j, i)}\right)\right|\right] d s  \tag{81}\\
& =\int_{t}^{T} \mathbb{E}\left[\left|\left(F\left(U_{n, M}^{\theta}\right)\right)\left(s, x+W_{s-t}^{\theta}\right)\right|\right] d s<\infty .
\end{align*}
$$

Combining this with the fact that for all $t \in[0, T], \theta \in \Theta$ it holds that $\mathbb{E}\left[\left|g\left(x+W_{T}^{\theta}-W_{t}^{\theta}\right)\right|\right]=$ $\mathbb{E}\left[\left|g\left(x+W_{T-t}^{\theta}\right)\right|\right]<\infty$ and (57) ensures that for all $n \in \mathbb{N}, t \in[0, T], x \in \mathbb{R}^{d}$ it holds that

$$
\begin{align*}
& \mathbb{E}\left[U_{n, M}^{0}(t, x)\right]=\frac{1}{M^{n}}\left[\sum_{i=1}^{M^{n}} \mathbb{E}\left[g\left(x+W_{T}^{(0,0,-i)}-W_{t}^{(0,0,-i)}\right)\right]\right] \\
& \quad+\sum_{l=0}^{n-1} \frac{(T-t)}{M^{n-l}}\left[\sum_{i=1}^{M^{n-l}} \mathbb{E}\left[\left(F\left(U_{l, M}^{(0, l, i)}\right)-\mathbb{1}_{\mathbb{N}}(l) F\left(U_{l-1, M}^{(0,-l, i)}\right)\right)\left(\mathcal{R}_{t}^{(0, l, i)}, x+W_{\mathcal{R}_{t}^{(0, l, i)}}^{(0, l, i)}-W_{t}^{(0, l, i)}\right)\right]\right] . \tag{82}
\end{align*}
$$

This and (57) imply that for all $n \in \mathbb{N}, k \in \mathbb{N}_{0}$ it holds that

$$
\begin{align*}
& \left\|U_{n, M}^{0}-\mathbb{E}\left[U_{n, M}^{0}\right]\right\|_{k} \\
& =\left\|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \mapsto U_{n, M}^{0}(t, x, \omega)-\mathbb{E}\left[U_{n, M}^{0}(t, x)\right]\right\|_{k} \\
& \leq \|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \\
& \quad \mapsto\left[\sum_{i=1}^{M^{n}} \frac{1}{M^{n}}\left(\left[g\left(x+W_{T}^{(0,0,-i)}-W_{t}^{(0,0,-i)}\right)\right](\omega)-\mathbb{E}\left[g\left(x+W_{T}^{(0,0,-i)}-W_{t}^{(0,0,-i)}\right)\right]\right)\right] \in \mathbb{R} \|_{k} \\
& +\sum_{l=0}^{n-1} \|\left[[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega)\right. \\
& \\
& \quad \mapsto\left[\sum _ { i = 1 } ^ { M ^ { n - l } } \frac { T - t } { M ^ { n - l } } \left(\left[( F ( U _ { l , M } ^ { ( 0 , l , i ) } ) - \mathbb { 1 } _ { \mathbb { N } } ( l ) F ( U _ { l - 1 , M } ^ { ( 0 , - l , i ) } ) ) \left(\mathcal{R}_{t}^{(0, l, i)}, x+W_{\mathcal{R}_{t}^{(0, l, l i)}}^{\left.\left.(0,)^{(0, i)}-W_{t}^{(0, l, i)}\right)\right](\omega)}\right.\right.\right.\right.  \tag{83}\\
& \left.\left.\quad \quad-\mathbb{E}\left[\left(F\left(U_{l, M}^{(0, l, i)}\right)-\mathbb{1}_{\mathbb{N}}(l) F\left(U_{l-1, M}^{(0,-l, i)}\right)\right)\left(\mathcal{R}_{t}^{(0, l, i)}, x+W_{\mathcal{R}_{t}^{(0, l, i)}}^{(0, l)}-W_{t}^{(0, l, i)}\right)\right]\right)\right] \in \mathbb{R} \|_{k} .
\end{align*}
$$

Moreover, note that Lemma 3.2, the hypothesis that $\left(W^{\theta}\right)_{\theta \in \Theta}$ are i.i.d., the hypothesis that $\left(\mathcal{R}^{\theta}\right)_{\theta \in \Theta}$ are i.i.d., Item (ii) in Lemma 2.6, and Corollary 2.5 ensure that for all $l \in \mathbb{N}_{0}$ it holds that

$$
\begin{align*}
& \left([0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega)\right. \\
& \left.\quad \mapsto\left[\left(F\left(U_{l, M}^{(0, l, i)}\right)-\mathbb{1}_{\mathbb{N}}(l) F\left(U_{l-1, M}^{(0,-l, i)}\right)\right)\left(\mathcal{R}_{t}^{(0, l, i)}, x+W_{\mathcal{R}_{t}^{(0, l, i)}}^{(0, l, i)}-W_{t}^{(0, l, i)}\right)\right](\omega) \in \mathbb{R}\right)_{i \in \mathbb{Z}} \tag{84}
\end{align*}
$$

are continuous i.i.d. random fields. Lemma [3.2, the hypothesis that $\left(W^{\theta}\right)_{\theta \in \Theta}$ are i.i.d., (83), and Lemma 2.8 therefore show that for all $n \in \mathbb{N}, k \in \mathbb{N}_{0}$ it holds that

$$
\begin{align*}
\| & U_{n, M}^{0}-\mathbb{E}\left[U_{n, M}^{0}\right] \|_{k} \\
\leq & {\left[\sum_{i=1}^{M^{n}}\left|\frac{1}{M^{n}}\right|^{2}\right]^{1 / 2}\left\|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \mapsto\left[g\left(x+W_{T}^{(0,0,-1)}-W_{t}^{(0,0,-1)}\right)\right](\omega) \in \mathbb{R}\right\|_{k} } \\
& +\sum_{l=0}^{n-1}\left[\sum_{i=1}^{M^{n-l}}\left|\frac{1}{M^{n-l}}\right|^{2}\right]^{1 / 2} \|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \\
& \mapsto(T-t)\left[\left(F\left(U_{l, M}^{(0, l, 1)}\right)-\mathbb{1}_{\mathbb{N}}(l) F\left(U_{l-1, M}^{(0,-l, 1)}\right)\right)\left(\mathcal{R}_{t}^{(0, l, 1)}, x+W_{\mathcal{R}_{t}^{(0, l, 1)}}^{(0, l, 1)}-W_{t}^{(0, l, 1)}\right)\right](\omega) \in \mathbb{R} \|_{k} \\
= & \frac{1}{\sqrt{M^{n}}}\left\|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \mapsto\left[g\left(x+W_{T}^{(0,0,-1)}-W_{t}^{(0,0,-1)}\right)\right](\omega) \in \mathbb{R}\right\|_{k} \\
& +\sum_{l=0}^{n-1} \frac{1}{\sqrt{M^{(n-l)}}} \|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \\
& \mapsto(T-t)\left[\left(F\left(U_{l, M}^{(0, l, 1)}\right)-\mathbb{1}_{\mathbb{N}}(l) F\left(U_{l-1, M}^{(0,-l, 1)}\right)\right)\left(\mathcal{R}_{t}^{(0, l, 1)}, x+W_{\mathcal{R}_{t}^{(0, l, 1)}}^{(0, l, 1)}-W_{t}^{(0, l, 1)}\right)\right](\omega) \in \mathbb{R} \|_{k} . \tag{85}
\end{align*}
$$

Moreover, observe that Item (ili) in Lemma 2.11 and the hypothesis that $\left(W^{\theta}\right)_{\theta \in \Theta}$ and $\mathbf{W}$ are independent assure that for all $k \in \mathbb{N}_{0}$ it holds that

$$
\begin{align*}
& \left\|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \mapsto\left[g\left(x+W_{T}^{(0,0,-1)}-W_{t}^{(0,0,-1)}\right)\right](\omega) \in \mathbb{R}\right\|_{k}  \tag{86}\\
& =\frac{1}{\sqrt{k!}}\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}
\end{align*}
$$

Furthermore, note that the hypothesis that $\left(W^{\theta}\right)_{\theta \in \Theta}$ are i.i.d., the hypothesis that $\left(\mathcal{R}^{\theta}\right)_{\theta \in \Theta}$ are i.i.d., the hypothesis that $\left(W^{\theta}\right)_{\theta \in \Theta},\left(\mathcal{R}^{\theta}\right)_{\theta \in \Theta}$, and $\mathbf{W}$ are independent, Lemma 3.2, and Lemma 2.10 imply that for all $n \in \mathbb{N}, k \in \mathbb{N}_{0}$ it holds that

$$
\begin{align*}
& \sum_{l=0}^{n-1} \frac{1}{\sqrt{M^{(n-l)}}} \|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \\
& \quad \mapsto(T-t)\left[\left(F\left(U_{l, M}^{(0, l, 1)}\right)-\mathbb{1}_{\mathbb{N}}(l) F\left(U_{l-1, M}^{(0,-l, 1)}\right)\right)\left(\mathcal{R}_{t}^{(0, l, 1)}, x+W_{\mathcal{R}_{t}^{(0, l, 1)}}^{(0, l, 1)}-W_{t}^{(0, l, 1)}\right)\right](\omega) \in \mathbb{R} \|_{k} \\
& \leq \sum_{l=0}^{n-1} \frac{T}{\sqrt{M^{(n-l)}}}\left\|F\left(U_{l, M}^{(0, l, 1)}\right)-\mathbb{1}_{\mathbb{N}}(l) F\left(U_{l-1, M}^{(0,-l, 1)}\right)\right\|_{k+1} \tag{87}
\end{align*}
$$

Item (ii) in Lemma [2.6, the hypothesis that $U_{0, M}^{0}=0$, and Lemma 2.9 therefore demonstrate
that for all $n \in \mathbb{N}, k \in \mathbb{N}_{0}$ it holds that

$$
\begin{align*}
& \sum_{l=0}^{n-1} \frac{1}{\sqrt{M^{(n-l)}}} \|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \\
& \quad \mapsto(T-t)\left[\left(F\left(U_{l, M}^{(0, l, 1)}\right)-\mathbb{1}_{\mathbb{N}}(l) F\left(U_{l-1, M}^{(0,-l, 1)}\right)\right)\left(\mathcal{R}_{t}^{(0, l, 1)}, x+W_{\mathcal{R}_{t}^{0, l, 1)}}^{(0, l, 1)}-W_{t}^{(0, l, 1)}\right)\right](\omega) \in \mathbb{R} \|_{k} \\
& \leq \frac{T}{\sqrt{M^{n}}}\left\|F\left(U_{0, M}^{0}\right)\right\|_{k+1}+\sum_{l=1}^{n-1} \frac{T}{\sqrt{M^{(n-l)}}}\left(\left\|F\left(U_{l, M}^{0}\right)-F(u)\right\|_{k+1}+\left\|F(u)-F\left(U_{l-1, M}^{0}\right)\right\|_{k+1}\right) \\
& \leq \frac{T}{\sqrt{M^{n}}}\|F(0)\|_{k+1}+\left[\sum_{l=1}^{n-1} \frac{T L}{\sqrt{M^{(n-l)}}}\left\|U_{l, M}^{0}-u\right\|_{k+1}\right]+\left[\sum_{l=1}^{n-1} \frac{T L}{\sqrt{M^{(n-l)}}}\left\|U_{l-1, M}^{0}-u\right\|_{k+1}\right] \\
& \leq \frac{T}{\sqrt{M^{n}}}\|F(0)\|_{k+1}+\sum_{l=0}^{n-1} \frac{\left(2-\mathbb{1}_{\{n-1\}}(l)\right) L T}{\sqrt{M^{(n-l-1)}}}\left\|U_{l, M}^{0}-u\right\|_{k+1} \tag{88}
\end{align*}
$$

In addition, observe that (7) ensures that for all $k \in \mathbb{N}_{0}$ it holds that

$$
\begin{align*}
\|F(0)\|_{k+1}^{2} & =\frac{1}{T^{k+1}} \int_{0}^{T} \frac{t^{k}}{k!} \mathbb{E}\left[\left|F(0)\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] d t \\
& \leq \frac{T^{k}}{T^{k+1} k!} \int_{0}^{T} \mathbb{E}\left[\left|F(0)\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right] d t=\frac{1}{k!}\|F(0)\|_{1}^{2} \tag{89}
\end{align*}
$$

Combining this (85), (86), and (88) establishes that for all $n \in \mathbb{N}, k \in \mathbb{N}_{0}$ it holds that

$$
\begin{align*}
& \left\|U_{n, M}^{0}-\mathbb{E}\left[U_{n, M}^{0}\right]\right\|_{k} \\
& \leq \frac{1}{\sqrt{k!M^{n}}}\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+\frac{T}{\sqrt{k!M^{n}}}\|F(0)\|_{1}+\sum_{l=0}^{n-1} \frac{\left(2-\mathbb{1}_{\{n-1\}}(l)\right) L T}{\sqrt{M^{(n-l-1)}}}\left\|U_{l, M}^{0}-u\right\|_{k+1}  \tag{90}\\
& =\frac{1}{\sqrt{k!M^{n}}}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right]+\sum_{l=0}^{n-1} \frac{\left(2-\mathbb{1}_{\{n-1\}}(l)\right) L T}{\sqrt{M^{(n-l-1)}}}\left\|U_{l, M}^{0}-u\right\|_{k+1} .
\end{align*}
$$

Next observe that, (81), (82), and (84) demonstrate that for all $n \in \mathbb{N}, t \in[0, T], x \in \mathbb{R}^{d}$ it holds that

$$
\begin{align*}
\mathbb{E} & {\left[U_{n, M}^{0}(t, x)\right] } \\
= & \frac{1}{M^{n}}\left[\sum_{i=1}^{M^{n}} \mathbb{E}\left[g\left(x+W_{T}^{0}-W_{t}^{0}\right)\right]\right] \\
& +\sum_{l=0}^{n-1} \frac{(T-t)}{M^{n-l}}\left[\sum_{i=1}^{M^{n-l}} \mathbb{E}\left[\left(F\left(U_{l, M}^{0}\right)-\mathbb{1}_{\mathbb{N}}(l) F\left(U_{l-1, M}^{0}\right)\right)\left(\mathcal{R}_{t}^{0}, x+W_{\mathcal{R}_{t}^{0}}^{0}-W_{t}^{0}\right)\right]\right] \\
= & \mathbb{E}\left[g\left(x+W_{T}^{0}-W_{t}^{0}\right)\right]+(T-t)\left(\sum_{l=0}^{n-1} \mathbb{E}\left[F\left(U_{l, M}^{0}\right)\left(\mathcal{R}_{t}^{0}, x+W_{\mathcal{R}_{t}^{0}}^{0}-W_{t}^{0}\right)\right]\right.  \tag{91}\\
& \left.\quad-\mathbb{1}_{\mathbb{N}}(l) \mathbb{E}\left[F\left(U_{l-1, M}^{0}\right)\left(\mathcal{R}_{t}^{0}, x+W_{\mathcal{R}_{t}^{0}}^{0}-W_{t}^{0}\right)\right]\right) \\
= & \mathbb{E}\left[g\left(x+W_{T-t}^{0}\right)\right]+(T-t) \mathbb{E}\left[\left(F\left(U_{n-1, M}^{0}\right)\right)\left(\mathcal{R}_{t}^{0}, x+W_{\mathcal{R}_{t}^{0}}^{0}-W_{t}^{0}\right)\right] .
\end{align*}
$$

In addition, note that (55), (56), Fubini's theorem, and Lemma 2.4 assure that for all $t \in[0, T]$,
$x \in \mathbb{R}^{d}$ it holds that

$$
\begin{align*}
u(t, x) & =\mathbb{E}\left[g\left(x+\mathbf{W}_{T-t}\right)\right]+\int_{t}^{T} \mathbb{E}\left[(F(u))\left(s, x+\mathbf{W}_{s}-\mathbf{W}_{t}\right)\right] d s \\
& =\mathbb{E}\left[g\left(x+\mathbf{W}_{T-t}\right)\right]+(T-t) \mathbb{E}\left[(F(u))\left(\mathcal{R}_{t}^{0}, x+\mathbf{W}_{\mathcal{R}_{t}^{0}}-\mathbf{W}_{t}\right)\right]  \tag{92}\\
& =\mathbb{E}\left[g\left(x+W_{T-t}^{0}\right)\right]+(T-t) \mathbb{E}\left[(F(u))\left(\mathcal{R}_{t}^{0}, x+W_{\mathcal{R}_{t}^{0}}^{0}-W_{t}^{0}\right)\right] .
\end{align*}
$$

Combining this with (91) yields that for all $n \in \mathbb{N}, t \in[0, T], x \in \mathbb{R}^{d}$ it holds that

$$
\begin{align*}
& \mathbb{E}\left[U_{n, M}^{0}(t, x)\right]-u(t, x) \\
& =(T-t)\left(\mathbb{E}\left[\left(F\left(U_{n-1, M}^{0}\right)\right)\left(\mathcal{R}_{t}^{0}, x+W_{\mathcal{R}_{t}^{0}}^{0}-W_{t}^{0}\right)\right]-\mathbb{E}\left[(F(u))\left(\mathcal{R}_{t}^{0}, x+W_{\mathcal{R}_{t}^{0}}^{0}-W_{t}^{0}\right)\right]\right)  \tag{93}\\
& =\mathbb{E}\left[(T-t)\left(F\left(U_{n-1, M}^{0}\right)-F(u)\right)\left(\mathcal{R}_{t}^{0}, x+W_{\mathcal{R}_{t}^{0}}^{0}-W_{t}^{0}\right)\right] .
\end{align*}
$$

Lemma 2.7, Lemma 2.10, Lemma 2.9, and Lemma 3.2 hence show that for all $n \in \mathbb{N}, k \in \mathbb{N}_{0}$ it holds that

$$
\begin{align*}
\left\|\mathbb{E}\left[U_{n, M}^{0}\right]-u\right\|_{k}= & \|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega) \\
& \mapsto \mathbb{E}\left[(T-t)\left(F\left(U_{n-1, M}^{0}\right)-F(u)\right)\left(\mathcal{R}_{t}^{0}, x+W_{\mathcal{R}_{t}^{0}}^{0}-W_{t}^{0}\right)\right] \in \mathbb{R} \|_{k} \\
\leq & \|[0, T] \times \mathbb{R}^{d} \times \Omega \ni(t, x, \omega)  \tag{94}\\
& \mapsto(T-t)\left[\left(F\left(U_{n-1, M}^{0}\right)-F(u)\right)\left(\mathcal{R}_{t}^{0}, x+W_{\mathcal{R}_{t}^{0}}^{0}-W_{t}^{0}\right)\right](\omega) \in \mathbb{R} \|_{k} \\
\leq & T\left\|F\left(U_{n-1, M}^{0}\right)-F(u)\right\|_{k+1} \\
\leq & L T\left\|U_{n-1, M}^{0}-u\right\|_{k+1} .
\end{align*}
$$

This, (80), and (90) demonstrate that for all $n \in \mathbb{N}, k \in \mathbb{N}_{0}$ it holds that

$$
\begin{align*}
\left\|U_{n, M}^{0}-u\right\|_{k} \leq & \frac{1}{\sqrt{k!M^{n}}}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right] \\
& \quad+\left[\sum_{l=0}^{n-1} \frac{\left(2-\mathbb{1}_{\{n-1\}}(l)\right) L T}{\sqrt{M^{(n-l-1)}}}\left\|U_{l, M}^{0}-u\right\|_{k+1}\right]+L T\left\|U_{n-1, M}^{0}-u\right\|_{k+1} \\
\leq & \frac{1}{\sqrt{k!M^{n}}}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right]+\sum_{l=0}^{n-1} \frac{2 L T}{\sqrt{M^{(n-l-1)}}}\left\|U_{l, M}^{0}-u\right\|_{k+1} . \tag{95}
\end{align*}
$$

For the next step let $\varepsilon_{n} \in[0, \infty], n \in[0, N] \cap \mathbb{N}_{0}$, satisfy for all $n \in[0, N] \cap \mathbb{N}_{0}$ that

$$
\begin{equation*}
\varepsilon_{n}=\sup \left\{\frac{1}{\sqrt{M^{j}}}\left\|U_{n, M}^{0}-u\right\|_{k}: j, k \in \mathbb{N}_{0}, j+n+k=N\right\} \tag{96}
\end{equation*}
$$

and let $a_{1}, a_{2} \in[0, \infty)$ be given by

$$
\begin{equation*}
a_{1}=\sup _{k \in\{0, \ldots, N\}} \frac{1}{\sqrt{k!M^{N-k}}}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right] \quad \text { and } \quad a_{2}=2 L T \tag{97}
\end{equation*}
$$

Observe that (95) implies that for all $n \in[1, N] \cap \mathbb{N}, j, k \in \mathbb{N}_{0}$ with $j+n+k=N$ it holds that

$$
\begin{align*}
& \frac{1}{\sqrt{M^{j}}}\left\|U_{n, M}^{0}-u\right\|_{k} \\
& \leq \frac{1}{\sqrt{k!M^{n+j}}}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right]+\sum_{l=0}^{n-1} \frac{2 L T}{\sqrt{M^{(n+j-l-1)}}}\left\|U_{l, M}^{0}-u\right\|_{k+1} \\
& \leq \frac{1}{\sqrt{k!M^{N-k}}}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right]+\sum_{l=0}^{n-1} \frac{2 L T}{\sqrt{M^{(L-k-l-1)}}}\left\|U_{l, M}^{0}-u\right\|_{k+1}  \tag{98}\\
& \leq a_{1}+a_{2} \sum_{l=0}^{n-1} \varepsilon_{l} .
\end{align*}
$$

Hence, we obtain for all $n \in[1, N] \cap \mathbb{N}$ that

$$
\begin{equation*}
\varepsilon_{n} \leq a_{1}+a_{2} \sum_{l=0}^{n-1} \varepsilon_{l}=\left(a_{1}+a_{2} \varepsilon_{0}\right)+a_{2} \sum_{l=1}^{n-1} \varepsilon_{l} . \tag{99}
\end{equation*}
$$

The discrete Gronwall-type inequality in [1, Corollary 4.1.2] hence proves that for all $n \in$ $[1, N] \cap \mathbb{N}$ it holds that

$$
\begin{equation*}
\varepsilon_{n} \leq\left(a_{1}+a_{2} \varepsilon_{0}\right)\left(1+a_{2}\right)^{n-1} . \tag{100}
\end{equation*}
$$

This, (7), and (96) imply that

$$
\begin{align*}
\left(\mathbb{E}\left[\left|U_{N, M}^{0}(0, \xi)-u(0, \xi)\right|^{2}\right]\right)^{1 / 2} & =\left\|U_{N, M}^{0}-u\right\|_{0}=\varepsilon_{N}  \tag{101}\\
& \leq\left(a_{1}+a_{2} \varepsilon_{0}\right)\left(1+a_{2}\right)^{N-1} \leq \max \left\{a_{1}, \varepsilon_{0}\right\}\left(1+a_{2}\right)^{N}
\end{align*}
$$

Moreover, observe that

$$
\begin{equation*}
\sup _{k \in\{0, \ldots, N\}} \frac{1}{M^{(N-k)} k!}=\frac{1}{M^{N}} \sup _{k \in\{0, \ldots, N\}} \frac{M^{k}}{k!} \leq \frac{1}{M^{N}} \sum_{k=0}^{\infty} \frac{M^{k}}{k!}=\frac{e^{M}}{M^{N}} . \tag{102}
\end{equation*}
$$

Therefore, we obtain that

$$
\begin{equation*}
a_{1} \leq\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right] \frac{e^{M / 2}}{M^{N / 2}} \tag{103}
\end{equation*}
$$

In addition, note that the hypothesis that $U_{0, M}^{0}=0$, Item (iii) in Lemma 2.11, (102), and Lemma 3.4 ensure that

$$
\begin{align*}
\varepsilon_{0}=\sup _{k \in\{0, \ldots, N\}} \frac{\|u\|_{k}}{\sqrt{M^{(N-k)}}} & \leq\left[\sup _{t \in[0, T]}\left(\mathbb{E}\left[\left|u\left(t, \xi+\mathbf{W}_{t}\right)\right|^{2}\right]\right)^{1 / 2}\right]\left[\sup _{k \in\{0, \ldots, N\}} \frac{1}{\sqrt{M^{(N-k) k!}}}\right]  \tag{104}\\
& \leq e^{L T}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right] \frac{e^{M / 2}}{M^{N / 2}}
\end{align*}
$$

This and (103) assure that

$$
\begin{equation*}
\max \left\{a_{1}, \varepsilon_{0}\right\} \leq e^{L T}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right] \frac{e^{M / 2}}{M^{N / 2}} \tag{105}
\end{equation*}
$$

Combining this with (97) and (101) establishes that

$$
\begin{equation*}
\left(\mathbb{E}\left[\left|U_{N, M}^{0}(0, \xi)-u(0, \xi)\right|^{2}\right]\right)^{1 / 2} \leq e^{L T}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right] \frac{e^{M / 2}(1+2 L T)^{N}}{M^{N / 2}} \tag{106}
\end{equation*}
$$

The proof of Theorem 3.5 is thus completed.

### 3.5 Analysis of the computational effort

In Lemma 3.6 below, for every $n \in \mathbb{N}_{0}$ and every $M \in \mathbb{N}$ let $\mathrm{RV}_{n, M}$ be an upper bound for the number of realizations of random variables, which are scalar standard normal or uniformly distributed on $[0,1]$ and required to compute one realization of $U_{n, M}^{0}(0,0)$.
Lemma 3.6 (Computational effort). Let $d \in \mathbb{N}$, $\left(\mathrm{RV}_{n, M}\right)_{n, M \in \mathbb{Z}} \subseteq \mathbb{N}_{0}$ satisfy for all $n, M \in \mathbb{N}$ that $\mathrm{RV}_{0, M}=0$ and

$$
\begin{equation*}
\mathrm{RV}_{n, M} \leq d M^{n}+\sum_{l=0}^{n-1}\left[M^{(n-l)}\left(d+1+\mathrm{RV}_{l, M}+\mathbb{1}_{\mathbb{N}}(l) \mathrm{RV}_{l-1, M}\right)\right] \tag{107}
\end{equation*}
$$

Then it holds for all $n, M \in \mathbb{N}$ that $\mathrm{RV}_{n, M} \leq d(5 M)^{n}$.

Proof of Lemma 3.6. First, observe that (107) and the fact that for all $M \in \mathbb{N}$ it holds that $\mathrm{RV}_{0, M}=0$ imply that for all $n \in \mathbb{N}, M \in \mathbb{N} \cap[2, \infty)$ it holds that

$$
\begin{align*}
\left(M^{-n} \mathrm{RV}_{n, M}\right) & \leq d+\sum_{l=0}^{n-1}\left[M^{-l}\left(d+1+\mathrm{RV}_{l, M}+\mathbb{1}_{\mathbb{N}}(l) \mathrm{RV}_{l-1, M}\right)\right] \\
& \leq d+(d+1)\left[\sum_{l=0}^{n-1} M^{-l}\right]+\left[\sum_{l=0}^{n-1} M^{-l} \mathrm{RV}_{l, M}\right]+\left[\sum_{l=0}^{n-2} M^{-(l+1)} \mathrm{RV}_{l, M}\right] \\
& =d+(d+1) \frac{\left(1-M^{-n}\right)}{\left(1-M^{-1}\right)}+\left[\sum_{l=0}^{n-1} M^{-l} \mathrm{RV}_{l, M}\right]+\frac{1}{M}\left[\sum_{l=0}^{n-2} M^{-l} \mathrm{RV}_{l, M}\right]  \tag{108}\\
& \leq d+(d+1) \frac{1}{\left(1-\frac{1}{2}\right)}+\left(1+\frac{1}{M}\right)\left[\sum_{l=0}^{n-1} M^{-l} \mathrm{RV}_{l, M}\right] \\
& =3 d+2+\left(1+\frac{1}{M}\right)\left[\sum_{l=1}^{n-1} M^{-l} \mathrm{RV}_{l, M}\right] .
\end{align*}
$$

The discrete Gronwall-type inequality in [1, Corollary 4.1.2] hence ensures that for all $n \in \mathbb{N}$, $M \in \mathbb{N} \cap[2, \infty)$ it holds that

$$
\begin{equation*}
\left(M^{-n} \mathrm{RV}_{n, M}\right) \leq(3 d+2)\left(2+\frac{1}{M}\right)^{n-1} \tag{109}
\end{equation*}
$$

This establishes that for all $n \in \mathbb{N}, M \in \mathbb{N} \cap[2, \infty)$ it holds that

$$
\begin{equation*}
\mathrm{RV}_{n, M} \leq(3 d+2)\left(2+\frac{1}{M}\right)^{n-1} M^{n} \leq(5 d) 3^{n-1} M^{n} \leq d(5 M)^{n} \tag{110}
\end{equation*}
$$

Moreover, observe that the fact that $\mathrm{RV}_{0,1}=0$ and (107) demonstrate that for all $n \in \mathbb{N}$ it holds that

$$
\begin{equation*}
\mathrm{RV}_{n, 1} \leq d+\sum_{l=0}^{n-1}\left(d+1+\mathrm{RV}_{l, 1}+\mathbb{1}_{\mathbb{N}}(l) \mathrm{RV}_{l-1,1}\right) \leq d+n(d+1)+2 \sum_{l=1}^{n-1} \mathrm{RV}_{l, 1} \tag{111}
\end{equation*}
$$

Hence, we obtain for all $n \in \mathbb{N}, k \in \mathbb{N} \cap(0, n]$ that

$$
\begin{equation*}
\mathrm{RV}_{k, 1} \leq d+n(d+1)+2 \sum_{l=1}^{k-1} \mathrm{RV}_{l, 1} \tag{112}
\end{equation*}
$$

Combining this with the discrete Gronwall-type inequality in [1, Corollary 4.1.2] proves that for all $n \in \mathbb{N}, k \in \mathbb{N} \cap(0, n]$ it holds that

$$
\begin{equation*}
\mathrm{RV}_{k, 1} \leq(d+n(d+1)) 3^{k-1} \tag{113}
\end{equation*}
$$

The fact that for all $n \in \mathbb{N}$ it holds that $(1+2 n) 3^{n-1} \leq 5^{n}$ hence shows that for all $n \in \mathbb{N}$ it holds that

$$
\begin{equation*}
\mathrm{RV}_{n, 1} \leq(d+n(d+1)) 3^{n-1}=d\left(1+n\left(1+\frac{1}{d}\right)\right) 3^{n-1} \leq d(1+2 n) 3^{n-1} \leq d 5^{n} \tag{114}
\end{equation*}
$$

Combining this with (110) completes the proof of Lemma 3.6,
Corollary 3.7. Assume Setting [3.1, and let $\delta \in(0, \infty), C \in(0, \infty]$, $\left(\mathrm{RV}_{n, M}\right)_{n, M \in \mathbb{Z}} \subseteq \mathbb{N}_{0}$ satisfy for all $n, M \in \mathbb{N}$ that

$$
\begin{equation*}
\mathrm{RV}_{0, M}=0, \quad \mathrm{RV}_{n, M} \leq d M^{n}+\sum_{l=0}^{n-1}\left[M^{(n-l)}\left(d+1+\mathrm{RV}_{l, M}+\mathbb{1}_{\mathbb{N}}(l) \mathrm{RV}_{l-1, M}\right)\right] \tag{115}
\end{equation*}
$$

and

$$
\begin{equation*}
C=\left[e^{L T}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right]\right]^{2+\delta}\left[\sup _{n \in \mathbb{N}} \frac{(4+8 L T)^{n(2+\delta)}}{n^{(n \delta) / 2)}}\right] . \tag{116}
\end{equation*}
$$

Then it holds for all $N \in \mathbb{N}$ that

$$
\begin{equation*}
\operatorname{RV}_{N, N} \leq d C\left[\left(\mathbb{E}\left[\left|U_{N, N}^{0}(0, \xi)-u(0, \xi)\right|^{2}\right]\right)^{1 / 2}\right]^{-(2+\delta)} \tag{117}
\end{equation*}
$$

Proof of Corollary 3 3.7. Throughout this proof let $N \in \mathbb{N}$, assume w.l.o.g. that $C<\infty$ and $\mathbb{E}\left[\left|U_{N, N}^{0}(0, \xi)-u(0, \xi)\right|^{2}\right]>0$, and let $c, \kappa, \varepsilon \in(0, \infty)$ be given by

$$
\begin{gather*}
c=e^{L T}\left[\left(\mathbb{E}\left[\left|g\left(\xi+\mathbf{W}_{T}\right)\right|^{2}\right]\right)^{1 / 2}+T\|F(0)\|_{1}\right], \quad \kappa=\sqrt{e}(1+2 L T),  \tag{118}\\
\text { and } \quad \varepsilon=\left(\mathbb{E}\left[\left|U_{N, N}^{0}(0, \xi)-u(0, \xi)\right|^{2}\right]\right)^{1 / 2} \tag{119}
\end{gather*}
$$

Observe that Theorem 3.5 (with $N=N, M=N$ in the notation of Theorem 3.5) proves that

$$
\begin{equation*}
\varepsilon \leq \frac{c e^{N / 2}(1+2 L T)^{N}}{N^{N / 2}}=\frac{c \kappa^{N}}{N^{N / 2}} . \tag{120}
\end{equation*}
$$

Lemma 3.6 hence demonstrates that

$$
\begin{align*}
\mathrm{RV}_{N, N} & \leq d(5 N)^{N}=d(5 N)^{N} \varepsilon^{2+\delta} \varepsilon^{-(2+\delta)} \leq d(5 N)^{N}\left(\frac{c \kappa^{N}}{N^{N / 2}}\right)^{2+\delta} \varepsilon^{-(2+\delta)} \\
& =\frac{d c^{2+\delta}(5 N)^{N} \kappa^{N(2+\delta)}}{N^{N+\frac{N \delta}{2}}} \varepsilon^{-(2+\delta)}=d c^{2+\delta}\left(\frac{5^{N} \kappa^{N(2+\delta)}}{N^{((N \delta) / 2)}}\right) \varepsilon^{-(2+\delta)}  \tag{121}\\
& \leq d c^{2+\delta}\left[\sup _{n \in \mathbb{N}} \frac{\left(5 \kappa^{(2+\delta)}\right)^{n}}{n^{((n \delta) / 2)}}\right] \varepsilon^{-(2+\delta)} .
\end{align*}
$$

In addition, observe that the fact that $\sqrt{5 e} \leq 4$ assures that

$$
\begin{equation*}
5 \kappa^{(2+\delta)} \leq(\sqrt{5 e}(1+2 L T))^{(2+\delta)} \leq(4(1+2 L T))^{(2+\delta)}=(4+8 L T)^{(2+\delta)} \tag{122}
\end{equation*}
$$

This and (121) establish that

$$
\begin{equation*}
\operatorname{RV}_{N, N} \leq d c^{2+\delta}\left[\sup _{n \in \mathbb{N}} \frac{(4+8 L T)^{n(2+\delta)}}{n^{((n \delta) / 2)}}\right] \varepsilon^{-(2+\delta)}=d C \varepsilon^{-(2+\delta)} \tag{123}
\end{equation*}
$$

The proof of Corollary 3.7 is thus completed.
Theorem 3.8. Let $d \in \mathbb{N}, L, T, \delta \in(0, \infty), C \in(0, \infty], \xi \in \mathbb{R}^{d}, \Theta=\cup_{n=1}^{\infty} \mathbb{Z}^{n}$, let $f \in C([0, T] \times$ $\left.\mathbb{R}^{d} \times \mathbb{R}, \mathbb{R}\right), g \in C\left(\mathbb{R}^{d}, \mathbb{R}\right), u \in C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)$ be at most polynomially growing functions, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $W^{\theta}:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}, \theta \in \Theta$, be independent standard Brownian motions with continuous sample paths, let $\mathfrak{r}^{\boldsymbol{\theta}}: \Omega \rightarrow[0,1], \theta \in \Theta$, be independent $\mathcal{U}_{[0,1]}$-distributed random variables, assume that $\left(W^{\theta}\right)_{\theta \in \Theta}$ and $\left(\mathfrak{r}^{\theta}\right)_{\theta \in \Theta}$ are independent, assume for all $t \in[0, T], x \in \mathbb{R}^{d}, v, w \in \mathbb{R}$ that

$$
\begin{equation*}
u(t, x)=\mathbb{E}\left[g\left(x+W_{T-t}^{0}\right)+\int_{t}^{T} f\left(s, x+W_{s-t}^{0}, u\left(s, x+W_{s-t}^{0}\right)\right) d s\right] \tag{124}
\end{equation*}
$$

$C=$

$$
\begin{equation*}
\left[e^{L T}\left(\left(\mathbb{E}\left[\left|g\left(\xi+W_{T}^{0}\right)\right|^{2}\right]\right)^{1 / 2}+\sqrt{T}\left|\int_{0}^{T} \mathbb{E}\left[\left|f\left(s, \xi+W_{s}^{0}, 0\right)\right|^{2}\right] d s\right|^{1 / 2}\right)\right]^{2+\delta}\left[\sup _{n \in \mathbb{N}} \frac{(4+8 L T)^{n(2+\delta)}}{n^{(n \delta) / 2)}}\right] \tag{125}
\end{equation*}
$$

and $|f(t, x, v)-f(t, x, w)| \leq L|v-w|$, let $\mathcal{R}^{\theta}:[0, T] \times \Omega \rightarrow[0, T], \theta \in \Theta$, and $U_{n, M}^{\theta}:[0, T] \times$ $\mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}, n, M \in \mathbb{Z}, \theta \in \Theta$, satisfy for all $n, M \in \mathbb{N}, \theta \in \Theta, t \in[0, T], x \in \mathbb{R}^{d}$ that $\mathcal{R}_{t}^{\theta}=t+(T-t) \mathfrak{r}^{\theta}, U_{-1, M}^{\theta}(t, x)=U_{0, M}^{\theta}(t, x)=0$, and

$$
\begin{array}{r}
U_{n, M}^{\theta}(t, x)=\left[\sum_{l=0}^{n-1} \frac{(T-t)}{M^{n-l}} \sum_{i=1}^{M^{n-l}} f\left(\mathcal{R}_{t}^{(\theta, l, i)}, x+W_{\mathcal{R}_{t}^{(\theta, l, i)}-t}^{(\theta, l)}, U_{l, M}^{(\theta, l, i)}\left(\mathcal{R}_{t}^{(\theta, l, i)}, x+W_{\mathcal{R}_{t}^{(\theta, l, i)}-t}^{(\theta, l, i)}\right)\right)\right.  \tag{126}\\
-\mathbb{1}_{\mathbb{N}}(l) f\left(\mathcal{R}_{t}^{(\theta, l, i)}, x+W_{\mathcal{R}_{t}^{(\theta, l, i)}-t}^{(\theta, l, i)}, U_{l-1, M}^{(\theta, l, i)}\left(\mathcal{R}_{t}^{(\theta l, l, i)}, x+W_{\mathcal{R}_{t}^{(\theta, l, i)}-t}^{(\theta, l, i)}\right)\right]+\sum_{i=1}^{M^{n}} \frac{g\left(x+W_{T-t}^{(\theta, 0,-i)}\right)}{M^{n}},
\end{array}
$$

and let $\left(\mathrm{RV}_{n, M}\right)_{n, M \in \mathbb{N}_{0}} \subseteq \mathrm{~N}_{0}$ satisfy for all $n, M \in \mathbb{N}$ that $\mathrm{RV}_{0, M}=0$ and

$$
\begin{equation*}
\mathrm{RV}_{n, M} \leq d M^{n}+\sum_{l=0}^{n-1}\left[M^{(n-l)}\left(d+1+\mathrm{RV}_{l, M}+\mathbb{1}_{\mathbb{N}}(l) \mathrm{RV}_{l-1, M}\right)\right] \tag{127}
\end{equation*}
$$

Then
(i) it holds that $\lim \sup _{n \rightarrow \infty} \mathbb{E}\left[\left|u(0, \xi)-U_{n, n}^{0}(0, \xi)\right|^{2}\right]=0$,
(ii) it holds that $C<\infty$, and
(iii) it holds for all $N \in \mathbb{N}$ that $\operatorname{RV}_{N, N} \leq d C\left[\left(\mathbb{E}\left[\left|u(0, \xi)-U_{N, N}^{0}(0, \xi)\right|^{2}\right]\right)^{1 / 2}\right]^{-(2+\delta)}$.

Proof of Theorem 3.8. Throughout this proof let $F: C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right) \rightarrow C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)$ be the function which satisfies for all $v \in C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right), t \in[0, T], x \in \mathbb{R}^{d}$ that

$$
\begin{equation*}
(F(v))(t, x)=f(t, x, v(t, x)) . \tag{128}
\end{equation*}
$$

Observe that the hypothesis that for all $t \in[0, T], x \in \mathbb{R}^{d}, v, w \in \mathbb{R}$ it holds that $\mid f(t, x, v)-$ $f(t, x, w)|\leq L| v-w \mid$ ensures that for all $v, w \in C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right), t \in[0, T], x \in \mathbb{R}^{d}$ it holds that

$$
\begin{equation*}
|(F(v))(t, x)-(F(w))(t, x)|=|f(t, x, v(t, x))-f(t, x, w(t, x))| \leq L|v(t, x)-w(t, x)| \tag{129}
\end{equation*}
$$

Moreover, note that the hypothesis that $f:[0, T] \times \mathbb{R}^{d} \times \mathbb{R} \rightarrow \mathbb{R}, g: \mathbb{R}^{d} \rightarrow \mathbb{R}$, and $u:[0, T] \times$ $\mathbb{R}^{d} \rightarrow \mathbb{R}$ are at most polynomially growing functions and the fact that for all $p \in(0, \infty)$ it holds that

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \in[0, T]}\left\|W_{t}^{0}\right\|_{\mathbb{R}^{d}}^{p}\right]<\infty \tag{130}
\end{equation*}
$$

demonstrate that

$$
\begin{align*}
& \mathbb{E}\left[\left|g\left(x+W_{t}^{0}\right)\right|\right]+\int_{0}^{T}\left(\mathbb{E}\left[\left|u\left(s, \xi+W_{s}^{0}\right)\right|^{2}\right]\right)^{1 / 2} d s  \tag{131}\\
& +\int_{t}^{T} \mathbb{E}\left[\left|(F(u))\left(s, x+W_{s-t}^{0}\right)\right|+\left|(F(0))\left(s, x+W_{s-t}^{0}\right)\right|\right] d s<\infty
\end{align*}
$$

Combining this and (129) with Theorem 3.5 establishes Item (ii). In addition, observe that the hypothesis (130) and the hypothesis that $f:[0, T] \times \mathbb{R}^{d} \times \mathbb{R} \rightarrow \mathbb{R}$ and $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$, are at most polynomially growing functions ensure that

$$
\begin{equation*}
\left[e^{L T}\left(\left(\mathbb{E}\left[\left|g\left(\xi+W_{T}^{0}\right)\right|^{2}\right]\right)^{1 / 2}+\sqrt{T}\left|\int_{0}^{T} \mathbb{E}\left[\left|f\left(s, \xi+W_{s}^{0}, 0\right)\right|^{2}\right] d s\right|^{1 / 2}\right)\right]^{2+\delta}<\infty \tag{132}
\end{equation*}
$$

The fact that

$$
\begin{align*}
& \sup _{n \in \mathbb{N}}\left(\frac{(4+8 L T)^{n(2+\delta)}}{n^{((n \delta) / 2)}}\right)=\left[\sup _{n \in \mathbb{N}}\left(\frac{\left[(4+8 L T)^{2(2+\delta) / \delta}\right]^{n}}{n^{n}}\right)\right]^{\delta / 2} \\
& \leq\left[\sum_{n=1}^{\infty}\left(\frac{\left[(4+8 L T)^{2(2+\delta) / \delta}\right]^{n}}{n^{n}}\right)\right]^{\delta / 2} \leq\left[\exp \left((4+8 L T)^{2(2+\delta) / \delta}\right)\right]^{\delta / 2}  \tag{133}\\
& =\exp \left(\frac{\delta}{2}\left[(4+8 L T)^{2(2+\delta) / \delta}\right]\right)<\infty
\end{align*}
$$

hence establishes Item (iii). In addition, observe that (129), (131), and Corollary 3.7 establish Item (iiil). The proof of Theorem 3.8 is thus completed.

### 3.6 Existence, uniqueness, and regularity properties for solutions of certain stochastic fixed point equations

In this subsection we employ in Corollary 3.11below the Banach fixed point theorem to establish the existence of unique solutions of certain stochastic fixed point equations (cf. (124) above and (143) below). Our proof of Corollary 3.11 uses Lemma 3.9 and Lemma 3.10 below. Lemma 3.9 and Lemma 3.10 establish basic a priori estimates for such stochastic fixed point equations.

Lemma 3.9. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $T, p, L \in[0, \infty), d \in \mathbb{N}, f \in C([0, T] \times$ $\left.\mathbb{R}^{d} \times \mathbb{R}, \mathbb{R}\right), g \in C\left(\mathbb{R}^{d}, \mathbb{R}\right), u \in C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right)$ satisfy for all $t \in[0, T], x \in \mathbb{R}^{d}, v, w \in \mathbb{R}$ that $\max \{|f(t, x, 0)|,|g(x)|,|u(t, x)|\} \leq L\left(1+\|x\|_{\mathbb{R}^{d}}^{p}\right)$ and $|f(t, x, v)-f(t, x, w)| \leq L|v-w|$, and let $W:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}$ be a standard Brownian motion with continuous sample paths. Then it holds for all $t \in[0, T], x \in \mathbb{R}^{d}$ that

$$
\begin{align*}
& \mathbb{E}\left[\left|g\left(x+W_{T-t}\right)\right|+\int_{t}^{T}\left|f\left(s, x+W_{s-t}, u\left(s, x+W_{s-t}\right)\right)\right| d s\right] \\
& \leq 2^{\max \{p-1,0\}} L(L T+T+1)\left(1+\|x\|_{\mathbb{R}^{d}}^{p}+\mathbb{E}\left[\left\|W_{T}\right\|_{\mathbb{R}^{d}}^{p}\right]\right)  \tag{134}\\
& \leq\left(2^{\max \{p-1,0\}} L(L T+T+1)\left(1+\mathbb{E}\left[\left\|W_{T}\right\|_{\mathbb{R}^{d}}^{p}\right]\right)\right)\left(1+\|x\|_{\mathbb{R}^{d}}^{p}\right)<\infty .
\end{align*}
$$

Proof of Lemma 3.9. Observe that for all $t \in[0, T], x \in \mathbb{R}^{d}$ it holds that

$$
\begin{align*}
\mathbb{E}\left[\left|g\left(x+W_{T-t}\right)\right|\right] & \leq \mathbb{E}\left[L\left(1+\left\|x+W_{T-t}\right\|_{\mathbb{R}^{d}}^{p}\right)\right]=L\left(1+\mathbb{E}\left[\left\|x+W_{T-t}\right\|_{\mathbb{R}^{d}}^{p}\right]\right) \\
& \leq 2^{\max \{p-1,0\}} L\left(1+\|x\|_{\mathbb{R}^{d}}^{p}+\mathbb{E}\left[\left\|W_{T-t}\right\|_{\mathbb{R}^{d}}^{p}\right]\right)  \tag{135}\\
& \leq 2^{\max \{p-1,0\}} L\left(1+\|x\|_{\mathbb{R}^{d}}^{p}+\mathbb{E}\left[\left\|W_{T}\right\|_{\mathbb{R}^{d} d}^{p}\right]\right) .
\end{align*}
$$

Moreover, note that for all $t \in[0, T], x \in \mathbb{R}^{d}$ it holds that

$$
\begin{align*}
& \mathbb{E}\left[\int_{t}^{T}\left|f\left(s, x+W_{s-t}, u\left(s, x+W_{s-t}\right)\right)\right| d s\right]=\int_{t}^{T} \mathbb{E}\left[\left|f\left(s, x+W_{s-t}, u\left(s, x+W_{s-t}\right)\right)\right|\right] d s \\
& \leq \int_{t}^{T} \mathbb{E}\left[\left|f\left(s, x+W_{s-t}, u\left(s, x+W_{s-t}\right)\right)-f\left(s, x+W_{s-t}, 0\right)\right|+\left|f\left(s, x+W_{s-t}, 0\right)\right|\right] d s \\
& \leq \int_{t}^{T} \mathbb{E}\left[L\left|u\left(s, x+W_{s-t}\right)\right|+\left|f\left(s, x+W_{s-t}, 0\right)\right|\right] d s  \tag{136}\\
& \leq \int_{t}^{T} \mathbb{E}\left[L\left|u\left(s, x+W_{s-t}\right)\right|+L\left(1+\left\|x+W_{s-t}\right\|_{\mathbb{R}^{d}}^{p}\right)\right] d s .
\end{align*}
$$

Hence, we obtain that for all $t \in[0, T], x \in \mathbb{R}^{d}$ it holds that

$$
\begin{align*}
& \mathbb{E}\left[\int_{t}^{T}\left|f\left(s, x+W_{s-t}, u\left(s, x+W_{s-t}\right)\right)\right| d s\right] \\
& \leq L \int_{t}^{T} \mathbb{E}\left[\left|u\left(s, x+W_{s-t}\right)\right|+1+\left\|x+W_{s-t}\right\|_{\mathbb{R}^{d}}^{p}\right] d s \\
& \leq L \int_{t}^{T} \mathbb{E}\left[L\left(1+\left\|x+W_{s-t}\right\|_{\mathbb{R}^{d}}^{p}\right)+1+\left\|x+W_{s-t}\right\|_{\mathbb{R}^{d}}^{p}\right] d s  \tag{137}\\
& =L(L+1)\left[\int_{t}^{T} 1+\mathbb{E}\left[\left\|x+W_{s-t}\right\|_{\mathbb{R}^{d}}^{p}\right] d s\right] \\
& \leq 2^{\max \{p-1,0\}} L(L+1)\left[\int_{t}^{T} 1+\|x\|_{\mathbb{R}^{d}}^{p}+\mathbb{E}\left[\left\|W_{s-t}\right\|_{\mathbb{R}^{d}}^{p}\right] d s\right] .
\end{align*}
$$

Therefore, we obtain that for all $t \in[0, T], x \in \mathbb{R}^{d}$ it holds that

$$
\begin{align*}
& \mathbb{E}\left[\int_{t}^{T}\left|f\left(s, x+W_{s-t}, u\left(s, x+W_{s-t}\right)\right)\right| d s\right] \\
& \leq 2^{\max \{p-1,0\}} L(L+1)\left[\int_{t}^{T} 1+\|x\|_{\mathbb{R}^{d}}^{p}+\mathbb{E}\left[\left\|W_{s-t}\right\|_{\left.\mathbb{R}^{d}\right]}^{p}\right] d s\right]  \tag{138}\\
& \leq 2^{\max \{p-1,0\}} L T(L+1)\left(1+\|x\|_{\mathbb{R}^{d}}^{p}+\mathbb{E}\left[\left\|W_{T}\right\|_{\left.\mathbb{R}^{d}\right]}^{p}\right]\right) .
\end{align*}
$$

Combining this with (135) establishes (134). The proof of Lemma 3.9 is thus completed.
Lemma 3.10. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $T, p, L \in[0, \infty), d \in \mathbb{N}, u, v \in C([0, T] \times$ $\left.\mathbb{R}^{d}, \mathbb{R}\right), f \in C\left([0, T] \times \mathbb{R}^{d} \times \mathbb{R}, \mathbb{R}\right)$ satisfy for all $t \in[0, T], x \in \mathbb{R}^{d}, a, b \in \mathbb{R}$ that $\mid f(t, x, a)-$ $f(t, x, b)|\leq L| a-b \mid$, and let $W:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}$ be a standard Brownian motion with continuous sample paths. Then it holds for all $t \in[0, T], x \in \mathbb{R}^{d}, \lambda \in(0, \infty)$ that

$$
\begin{align*}
& e^{\lambda t} \mathbb{E}\left[\int_{t}^{T}\left|f\left(s, x+W_{s-t}, u\left(s, x+W_{s-t}\right)\right)-f\left(s, x+W_{s-t}, v\left(s, x+W_{s-t}\right)\right)\right| d s\right] \\
& \leq\left[\frac{2^{\max \{p-1,0\}} L\left(1+\|x\|_{\mathbb{R}^{d}}^{p}+\mathbb{E}\left[\left\|W_{T}\right\|_{\left.\mathbb{R}^{d}\right]}^{p}\right]\right)}{\lambda}\right]\left[\sup _{s \in[t, T]} \sup _{y \in \mathbb{R}^{d}}\left(\frac{e^{\lambda s}|u(s, y)-v(s, y)|}{\left(1+\|y\|_{\mathbb{R}^{d}}^{p}\right)}\right)\right]  \tag{139}\\
& \leq\left[\frac{2^{\max \{p-1,0\}} L\left(1+\mathbb{E}\left[\left\|W_{T}\right\|_{\left.\mathbb{R}^{d}\right]}^{p}\right]\right)}{\lambda}\right]\left[\sup _{s \in[t, T]} \sup _{y \in \mathbb{R}^{d}}\left(\frac{e^{\lambda s}|u(s, y)-v(s, y)|}{\left(1+\|y\|_{\mathbb{R}^{d}}^{p}\right)}\right)\right]\left(1+\|x\|_{\mathbb{R}^{d}}^{p}\right) .
\end{align*}
$$

Proof of Lemma 3.10. Observe that for all $t \in[0, T], x \in \mathbb{R}^{d}$ it holds that

$$
\begin{align*}
& \mathbb{E}\left[\int_{t}^{T}\left|f\left(s, x+W_{s-t}, u\left(s, x+W_{s-t}\right)\right)-f\left(s, x+W_{s-t}, v\left(s, x+W_{s-t}\right)\right)\right| d s\right] \\
& =\int_{t}^{T} \mathbb{E}\left[\left|f\left(s, x+W_{s-t}, u\left(s, x+W_{s-t}\right)\right)-f\left(s, x+W_{s-t}, v\left(s, x+W_{s-t}\right)\right)\right|\right] d s \\
& \leq L \int_{t}^{T} \mathbb{E}\left[\left|u\left(s, x+W_{s-t}\right)-v\left(s, x+W_{s-t}\right)\right|\right] d s  \tag{140}\\
& =L \int_{t}^{T} \mathbb{E}\left[\left(\frac{\left|u\left(s, x+W_{s-t}\right)-v\left(s, x+W_{s-t}\right)\right|}{1+\left\|x+W_{s-t}\right\|_{\mathbb{R}^{d}}^{p}}\right)\left(1+\left\|x+W_{s-t}\right\|_{\mathbb{R}^{d}}^{p}\right)\right] d s
\end{align*}
$$

Therefore, we obtain that for all $t \in[0, T], x \in \mathbb{R}^{d}, \lambda \in \mathbb{R}$ it holds that

$$
\begin{align*}
& \mathbb{E}\left[\int_{t}^{T}\left|f\left(s, x+W_{s-t}, u\left(s, x+W_{s-t}\right)\right)-f\left(s, x+W_{s-t}, v\left(s, x+W_{s-t}\right)\right)\right| d s\right] \\
& \leq L \int_{t}^{T} \mathbb{E}\left[\left(\sup _{y \in \mathbb{R}^{d}}\left[\frac{|u(s, y)-v(s, y)|}{1+\|y\|_{\mathbb{R}^{d}}^{p}}\right]\right)\left(1+\left\|x+W_{s-t}\right\|_{\mathbb{R}^{d}}^{p}\right)\right] d s \\
& \leq L\left[\int_{t}^{T} e^{-\lambda s} \mathbb{E}\left[\left(1+\left\|x+W_{s-t}\right\|_{\mathbb{R}^{d}}^{p}\right)\right] d s\right]\left[\sup _{s \in[t, T]} \sup _{y \in \mathbb{R}^{d}}\left(\frac{e^{\lambda s}|u(s, y)-v(s, y)|}{\left(1+\|y\|_{\mathbb{R}^{d}}^{p}\right)}\right)\right] \\
& \leq 2^{\max \{p-1,0\}} L\left[\int_{t}^{T} e^{-\lambda s}\left(1+\|x\|_{\mathbb{R}^{d}}^{p}+\mathbb{E}\left[\left\|W_{T}\right\|_{\mathbb{R}^{d}}^{p}\right]\right) d s\right]\left[\sup _{s \in[t, T]} \sup _{y \in \mathbb{R}^{d}}\left(\frac{e^{\lambda s}|u(s, y)-v(s, y)|}{\left(1+\|y\|_{\mathbb{R}^{d}}^{p}\right)}\right)\right] . \tag{141}
\end{align*}
$$

This shows that for all $t \in[0, T], x \in \mathbb{R}^{d} . \lambda \in(0, \infty)$ it holds that

$$
\begin{align*}
& e^{\lambda t} \mathbb{E}\left[\int_{t}^{T}\left|f\left(s, x+W_{s-t}, u\left(s, x+W_{s-t}\right)\right)-f\left(s, x+W_{s-t}, v\left(s, x+W_{s-t}\right)\right)\right| d s\right] \\
& \leq 2^{\max \{p-1,0\}} L\left[\int_{t}^{T} e^{\lambda(t-s)}\left(1+\|x\|_{\mathbb{R}^{d}}^{p}+\mathbb{E}\left[\left\|W_{T}\right\|_{\left.\mathbb{R}^{d}\right]}^{p}\right]\right) d s\right]\left[\sup _{s \in[t, T]} \sup _{y \in \mathbb{R}^{d}}\left(\frac{e^{\lambda s}|u(s, y)-v(s, y)|}{\left(1+\|y\|_{\mathbb{R}^{d}}^{p}\right)}\right)\right] \\
& =2^{\max \{p-1,0\}} L\left[\int_{0}^{T-t} e^{-\lambda s} d s\right]\left(1+\|x\|_{\mathbb{R}^{d}}^{p}+\mathbb{E}\left[\left\|W_{T}\right\|_{\mathbb{R}^{d}}^{p}\right]\right)\left[\sup _{s \in[t, T]} \sup _{y \in \mathbb{R}^{d}}\left(\frac{e^{\lambda s}|u(s, y)-v(s, y)|}{\left(1+\|y\|_{\mathbb{R}^{d}}^{p}\right)}\right)\right] \\
& \leq 2^{\max \{p-1,0\}} L\left[\int_{0}^{\infty} e^{-\lambda s} d s\right]\left(1+\|x\|_{\mathbb{R}^{d}}^{p}+\mathbb{E}\left[\left\|W_{T}\right\|_{\left.\mathbb{R}^{d}\right]}^{p}\right]\right)\left[\sup _{s \in[t, T]} \sup _{y \in \mathbb{R}^{d}}\left(\frac{e^{\lambda s}|u(s, y)-v(s, y)|}{\left(1+\|y\|_{\mathbb{R}^{d}}^{p}\right)}\right)\right] \\
& =\left[\frac{2^{\max \{p-1,0\}} L\left(1+\|x\|_{\mathbb{R}^{d}}^{p}+\mathbb{E}\left[\left\|W_{T}\right\|_{\left.\mathbb{R}^{d}\right]}^{p}\right]\right)}{\lambda}\right]\left[\sup _{s \in[t, T]} \sup _{y \in \mathbb{R}^{d}}\left(\frac{e^{\lambda s}|u(s, y)-v(s, y)|}{\left(1+\|y\|_{\mathbb{R}^{d}}^{p}\right)}\right)\right] . \tag{142}
\end{align*}
$$

This establishes (139). The proof of Lemma 3.10 is thus completed.
Corollary 3.11. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $T, p, L \in[0, \infty), d \in \mathbb{N}, f \in$ $C\left([0, T] \times \mathbb{R}^{d} \times \mathbb{R}, \mathbb{R}\right)$, $g \in C\left(\mathbb{R}^{d}, \mathbb{R}\right)$ satisfy for all $t \in[0, T]$, $x \in \mathbb{R}^{d}$, $v, w \in \mathbb{R}$ that $\max \{|g(x)|,|f(t, x, 0)|\} \leq L\left(1+\|x\|_{\mathbb{R}^{d}}^{p}\right)$ and $|f(t, x, v)-f(t, x, w)| \leq L|v-w|$, and let $W:[0, T] \times$ $\Omega \rightarrow \mathbb{R}^{d}$ be a standard Brownian motion with continuous sample paths. Then there exists a unique continuous function $u:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ such that for all $t \in[0, T], x \in \mathbb{R}^{d}$ it holds that $\sup _{s \in[0, T]} \sup _{y \in \mathbb{R}^{d}}\left(\frac{\| u(s, y) \mid}{1+\|y\|_{\mathbb{R}^{d}}^{p}}\right)<\infty$ and

$$
\begin{equation*}
u(t, x)=\mathbb{E}\left[g\left(x+W_{T-t}\right)+\int_{t}^{T} f\left(s, x+W_{s-t}, u\left(s, x+W_{s-t}\right)\right) d s\right] \tag{143}
\end{equation*}
$$

Proof of Corollary 3.11. Throughout this proof let $\mathcal{V}$ be the set given by

$$
\begin{equation*}
\mathcal{V}=\left\{u \in C\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}\right):\left[\sup _{t \in[0, T]} \sup _{x \in \mathbb{R}^{d}}\left(\frac{|u(t, x)|}{\left(1+\|x\|_{\mathbb{R}^{d}}^{p}\right)}\right)<\infty\right]\right\} \tag{144}
\end{equation*}
$$

and let $\|\cdot\|_{\lambda}: \mathcal{V} \rightarrow[0, \infty), \lambda \in \mathbb{R}$, be the functions which satisfy for all $\lambda \in \mathbb{R}, u \in \mathcal{V}$ that

$$
\begin{equation*}
\|u\|_{\lambda}=\sup _{t \in[0, T]} \sup _{x \in \mathbb{R}^{d}}\left(\frac{e^{\lambda t}|u(t, x)|}{\left(1+\|x\|_{\mathbb{R}^{d}}^{p}\right)}\right) . \tag{145}
\end{equation*}
$$

Observe that Lemma 3.9 ensures that there exists a unique function $\Phi: \mathcal{V} \rightarrow \mathcal{V}$ which satisfies for all $u \in \mathcal{V}, t \in[0, T], x \in \mathbb{R}^{d}$ that

$$
\begin{equation*}
(\Phi(u))(t, x)=\mathbb{E}\left[g\left(x+W_{T-t}\right)+\int_{t}^{T} f\left(s, x+W_{s-t}, u\left(s, x+W_{s-t}\right)\right) d s\right] \tag{146}
\end{equation*}
$$

Moreover, note that Lemma 3.10 proves that for all $\lambda \in(0, \infty), u, v \in \mathcal{V}$ it holds that

$$
\begin{equation*}
\|\Phi(u)-\Phi(v)\|_{\lambda} \leq\left[\frac{2^{\max \{p-1,0\}} L\left(1+\mathbb{E}\left[\left\|W_{T}\right\|_{\mathbb{R}^{d}}^{p}\right]\right)}{\lambda}\right]\|u-v\|_{\lambda} \tag{147}
\end{equation*}
$$

Combining this with Banach's fixed point theorem establishes (143). The proof of Corollary 3.11 is thus completed.
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