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Abstract

The aim of this paper is to provide and numerically test in the presence of measurement noise
a procedure for target classification in wave imaging based on comparing frequency-dependent
distribution descriptors with precomputed ones in a dictionary of learned distributions. Distri-
bution descriptors for inhomogeneous objects are obtained from the scattering coefficients. First,
we extract the scattering coefficients of the (inhomogeneous) target from the perturbation of the
echoes. Then, for a collection of inhomogeneous targets, we build a frequency-dependent dictio-
nary of distribution descriptors and use a matching algorithm in order to identify a target from
the dictionary up to some translation, rotation and scaling.

Keywords: Helmholtz equation, Scattering coefficients, Inhomogeneous objects, Asymptotic ex-
pansion, Neumann-to-Dirichlet map, Target classification
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1 Introduction

There are several geometric and physical quantities associated with target classification such as eigen-
values and capacities [16]. The concept of the scattering coefficients is one of them. The notion appears
naturally when we describe the perturbation of sounds emitted by animals such bats and dolphins due
to the presence of targets whose material parameters (permeability and permettivity) are different
from the ones of the background [12, 17, 18].

To mathematically introduce the concept of the scattering coefficients, we consider the Helmholtz
problem in R? for a given fixed frequency w > 0:

V- (x(B?\ B) + Lx(B))Vu + 0 (x(R?\ B) + ux(B)Ju=0 in R,
O(u—U)
O|x]

(1.1)

—iw(u—U)| < Izl\(% if |z| — oo.

Here, K is a positive constant, B is the target embedded in R? with Lipschitz boundary, x(B) (resp.
x(R?\ B)) is the characteristc function of B (resp. R?\ B), the positive constants ¢ and u are the
magnetic permeability and electric permettivity of the target, which are supposed to be different from
the background permettivity and permeability (the constant function 1), U is the background solution,

*This work was supported by the SNF grant 200021-172483.
TDepartment of Mathematics, ETH  Zirich, Réamistrasse 101, CH-8093  Ziirich, Switzerland
(lorenzo.baldassari@sam.math.ethz.ch).



i.e., a given solution to (A + w?)U = 0, and the solution u to (1.1) represents the perturbed wave.
The perturbation u — U due to the presence of the permettivity and permeability target B admits the
following asymptotic expansion as |z| — oo, see [12]:

u(:r) - U((E) = _i Z Hr(zl)(w‘xl)einew Z Wn,m[Ba Uaﬂvw]am(U)v (12)
neZ meZ

where HS" are the Hankel functions of the first kind of order n and am(U) are constants such that
Uz) =Y ez am(U)Jm (wl|z|)e™™% with J,, being the Bessel function of order m. The building blocks
Wim|B, o, u, w] for the asymptotic expansion (1.2) are called the scattering coefficients. Note that the
scattering coefficients W, ,,[B, 0, pi, w] can be reconstructed from the far-field measurements of u by a
least-squared method. A stability analysis of the reconstruction is provided in [12].

This paper extends the results of [12] to targets with inhomogeneous permettivities and perme-
abilities. The concept of inhomogeneous scattering coefficients were first introduced in [4] and used
later in [5] to prove resolution enhancement in high-contrast media. It is the purpose of this paper
to extend the notion of scattering coefficients to objects with inhomogeneous permittivities and per-
meabilities and show their application in target classification. First, we prove important properties
of the scattering coefficients such as translation, rotation and scaling formulas. Then, we construct
distribution descriptors for multiple frequencies based on scaling, rotation, and translation properties
of the scattering coefficients. Finally, we use a target identification algorithm in order to identify an
inhomogeneous target from a dictionary of precomputed frequency-dependent distribution descriptors
up to some translation, rotation and scaling. For the sake of simplicity, throughout this paper, we
focus on two-dimensional models. However, the results can be easily extended to three dimensions.

The paper is organized as follows. In Section 2 we introduce the scattering coefficients for inho-
mogeneous targets and prove that they are the building blocks of the far-field expansion of the wave
perturbation. Section 3 is devoted to the derivation of integral representations of the inhomogeneous
scattering coefficients. In Section 4 we prove important properties for the inhomogeneous scattering
coefficients, such as the exponential decay of the scattering coefficients. We also show translation,
rotation and scaling property for the scattering coefficients. In Section 5 we construct the translation-
and rotation-invariant distribution descriptor. We also observe that the inhomogeneous scattering
coefficients are nothing else but the Fourier coefficients of the far-field pattern. In Section 6 we present
numerical results in order to demonstrate the theoretical framework presented in previous sections. In
particular, we investigate the identification of a target by the reconstruction of scattering coefficients
from the measurements of the multistatic response matrix. A few concluding remarks are given in
Section 7. In Appendix A, we provide integral representations for the case of piecewise constant (in-
homogeneous) material parameters. In Appendix B, we present results of target identification using a
full-view setting with no noise (o = 0%).

2 Scattering coefficients and asymptotic expansions
Let % be a bounded measurable function in R? such that % — 1 is compactly supported and

1
0<A < =< Ay,
g

where A1, Ay are constants. Let p be a bounded measurable function in R? such that p— 1 is compactly
supported and
0 <3 <p <Ay,



where Az, Ay are constants. For a given fixed frequency w > 0, we consider the following Helmholtz
problem:

V'%Vu+w2uu:() in R?,
e —iw(u—U)| < K5 itla] > oc, @1)
x|2
where U is a given solution to
AU + w?U =0, (2.2)
and | - | denotes the Euclidean norm of R2. In this section, we derive a full far-field expansion of

(u—U)(x) as |z| = oo. In the course of doing so, the notion of inhomogeneous scattering coefficients
appears naturally.
Let B a bounded domain in R? with Lipschitz boundary. We assume that B is such that

1
supp <U — 1> C B,

supp(pn — 1) C B.
Suppose that B contains the origin. Note that (2.1) is equivalent to

V~§Vu+w2uu=0 in B,
Au+ w?u =0 in R?\ B,
uly —ul-=0 on 0B, (2.3)

v-Vuly —v-1iVul_ =0 on 0B,

0w=U) _jw(u—U)| < L5 if |z| = o0,
Ole] o 2

where v is the outward normal vector at some x € 0B and the subscripts £ indicate the limits from
outside and inside B, respectively.
In two dimensions, the fundamental solution I, (z) to the the Helmholtz equation

(A +w?)ly (@) = do(w)
subject to the Sommerfeld outgoing radiation condition is given by
L1
Lu() =~ Hg (wle]).

Assume that w? is not a Neumann eigenvalue of —ﬁv - ﬁv on B. Let N, , be the Neumann

function of problem

. pu =0 B
Yau" Ve ve (2.4)
that is, for each fixed z € B, N, ,(z,-) is solution to
Vy 5ty VelNow(2,9) + @ u(y) Nopu(z,y) = =0:(y) y € B, (25)
ﬁVmeu(z,y)z/y =0 y € 0B.

We can prove the following result.



Proposition 2.1. The function defined by
Nopuldl@) = | Nop@u)aw) dS,. « e B, (26)
B

is the solution to (2.4). Moreover, the Neumann-to-Dirichlet (NtD) map Ay, : H~2(0B) — Hz(0B)
1s well-defined, invertible and

Ao ul9](x) = NBoouldllyp (2) = ulop(x) for x € OB.

Proof. By (2.4), for each fixed x € B, we have

(vy : ﬁvzﬂl(y) + wQu(y)U(y)) Nopu(z,y) = 0.

By integrating over B and applying Green’s formula, we have

1
/@ 9N v0) dS, - /8 (1) 25V Nolan) v, dS,

+/BU(y) (VzwU(ly)VyNo,u(x,y)+w2u(y>No,u(fv>y)) dy = 0.

From (2.5), it follows that
u(z) =/ Nou(@,y)9(y) dSy.
aB

The second part of the proposition follows from the fact that w? is not a Neumann eigenvalue of —A
in B. ]

We can prove the following proposition.

Proposition 2.2. For each v € R%\ B, if u is the solution to (2.1) and U is such that (2.2) holds,
then
ar,,

vy . (x —y) dS,. (2.7)

(w-0)a) = [

gy)lu(z —y) dSy — / Ao ulg)(y)
oB OB

Proof. Observe that _
Alu—U)(y) +w?(u—U)(y) =0 for y € R*\ B.

Hence, for each fixed z € R?\ B,

[, [ 00+~ 0] Tl = dy =0



Let R > 0 be such that B C Br. By Green’s formula, we have
[ V-0 [ 2l
Br\B 8(Br\B) Vy

+-/BR\BQJ2(U—U)(y)Fw(x_y) dy:

olu—-U al',
- e -yas,- [ -0y s,
8(Br\B) Vy d(Br\B) Yy

+

(u—=U)y)[(A+w*)Ty(z —y)] dy =
Br\B

=0.

Given = € R?\ B, for R large enough,

/ (= DY (B)[(A + @) Tulz — )] dy = /
Br\B Br\

B
— (u—U)(a)
Then, we obtain
N | u-U) .
w0 == [ w0 G| et [ AED e -,
— [ w52 w-wds,+ [ SL@rue-y)ds,.
OB vy 4 oB Ovy

where the second equality holds from Green’s formula and AU = —w?U:

or,, oU
Uly) — —
/83 ) vy

. (x —y) ds, — /aB v, (y) T (z — ) ds, =
- /B U(y) AT, (z — ) — AU(y)Tu(x — y) dy =

- /B U(y) (6ol — y) — &’ Tus( — ) + PU@)Tule — y) dy =
~ [ VW -y dy =0,
B

Thus, from the transmission conditions, it follows that (2.9) can be rewritten as

or,

=00 = = | Aolaln) G

(x —y) dS, + / 9yl (z —y) dS,.
+ 0B

For # € R?\ B, we have



and hence
/ or',
OB al/y +

which is a consequence of the fact that A; ; is invertible and self-adjoint. The following result holds.

(x — 1) Ao ulgl(y) dS, = /8 Tula = DA A, lal() 45, (2.10)

Proposition 2.3. For each u,v € L*(0B) solutions of (2.1),

L] e\ jow (1o
TP leov|’ oov L2(aB)_ cov "o ov L2(aB)'

Proof. For the sake of simplicity, let us prove the case in which ¢ = p = 1. By subtracting Auv+w?uv =
0 to ATu + w?vu = 0, we get
Auv — Avu = 0.

WL R
Yo ov 2op) Jos OV
:/Aﬁu—Au6+/ 17%:
B o OV

<6u A [6v]>
=( 7M1 |5 .
ov o]/ 1208

By (2.10), for z € R?\ B, formula (2.7) becomes

By Green’s formula,

=V)@) = [ Tule =)A= Ar ) 45, (1)
For |z| > |y|, by Graf’s addition formula [1],
i L —in
Po(z —y) =~ > HD (wlz)e™ T (wly e,
nez

where = (|z|,0:), y = (|yl, 0y), HSY is the Hankel function of the first kind of order n and J, is the
Bessel function of the first kind of order n. In the following, we use C,, to denote the cylindrical wave
of index m € Z and of wave number w, which is defined by

Con () = Con () = ([ (2.12)
Hence, (2.11) becomes:
i - —
(= V)@) = = S D@l [ CHA M =AW S, (213)
nez

For each m € Z, let u, be the solution to (2.1) when C,, is the source term. For x € JB, let us define

1 Ou,y,
o Ov

gm () =

(@),



Since the family of cylindrical waves (Cy,())y, is complete [8], U admits the following expansion:

U(x) = Z am(U)Cm(:r),

mEZ

where a,,(U) are constants. By linearity of (2.1), we get

o@) == 5 @)= Y an(U)gm o)
meZ
Then, for |z| — oo,
-V == ¥ HODe @) [ CHA M= A s d)dS (21

n,me”
Now we can define the scattering coefficients associated with ¢ and u.

Definition 2.4. We define the scattering coeflicients associated with the inhomogeneous permittivity
p(z) and the permeability o(x) for a given fixed frequency w > 0 as follows:

Wil B, o 1, 0] = /8 CoAT (Ar — Ao p)lgm](9) S,
B

Then, for  — oo, (2.14) becomes

i in
(w=0)a)==7 > ZHél)(W\xl)e W[ B, 0, s wlam (U). (2.15)
n,me

From (2.15), we get the following theorem.

Theorem 2.5. Let u be the solution to (2.1). If U admits the following expansion:

= Zam(U Cn(z

meZ

then we have )
1 .
(w=0)2) == > HP @l Won[B, 0, pwlan (U). (2.16)

n,me”Z

which holds uniformly as |x| — oo.

3 Integral representation of the scattering coefficients

In this section, we provide another definition of scattering coefficients which is based on integral
formulations. In the following, we suppose that w? is not a Dirichlet eigenvalue of —A, unless stated
otherwise.

Formula (2.11) suggests that the solution u to (2.1) for a given fixed frequency w > 0 may be
represented as

(3.1)

u(z) = { V@ + S5ll@) @€ R?\ B,
N oult](x) x € B,



where the pair of densities (¢,1) € L?(0B) x L?(0B) satisfy the transmission conditions

{ () + S5[¢](x) =

= NB,O,H[w](SE) = Aa,n[ﬂ(l’),
V() = (31 + (K3)*) [0)(x) + G (),

x € 0B. (3.2)

Here, the single-layer potential and the trace operator are given by

5[0)(x) = /6 Tue =)o) dS,

and
or

(KB)"[0)(=)

oB 81/1

= “(z

—y)o(y) dSy,

and Np o, is defined by (2.6). We now prove that the integral equation (3.1) is uniquely solvable.

Lemma 3.1. The operator A : L?(0B) x L*(0B) — HY(0B) x L*(0B) defined by

A:|: 1_5E
- (3

1s invertible.

A 7“]
I+(Kg)*) I

As a consequence of Lemma 3.1, we get the following theorem.

Theorem 3.2. The solution u to (2.1) can be represented in the form (3.1), where the pair (¢,) €

L?(0B) x L*(0B) is the solution to

A[3] = ]

(3.3)

Proof of Lemma 3.1. Let (F,G) € H*(0B) x L?(0B). Proving that

(3.4)

is uniquely solvable is equivalent to prove existence and uniqueness of a solution in HlloC(RQ) to the

o] _ [F]
Al =le
problem
V-%Vu—i—wQ,uu:O
Au+w?u=0
u|+—u| =F
ol zml =
o ovl—
ﬂ
Olx| - m%

in B,

in R?\ B,
in 0B,

in 0B,

if |z| — oo.

To prove the injectivity of A, let us suppose that F' = G = 0. Using the fact that

[
oB 0OV |_

sf o
638y+

/ ou
OB ov +
we find that the solution u satisfies

u =

1
= [ SVl — Pl

0.



By applying Lemma 11.3 of [10] and the unique continuation property to (3.5), we readily get u = 0
in R2. Since
Sy R2\ B
u(a:) — B[d)](x) HAS \ ’
NBouldl(z) z€B,

we get
S8[¢(x) =0 z € R?\ B,
NBou¥](z) =0 z € B.

In particular, Ng o ,[¥](z) = Ay u[Y](z) = 0 on OB. Since A, , is invertible, ) = 0 on dB. On the
other hand, S%[¢](z) = 0 on B. Suppose that w? is not a Dirichlet eigenvalue for —A on B. Since
(A + w?)S4[8](z) = 0 in B, we have S%[¢](z) = 0 in B, and hence in R?. It then follows from [10]

that
5o 05316l _ 0531
ov ov

‘ =0 on dD.
+ —

This finishes the proof of the injectivity of A. Since u is solution to Au + w?u = 0 in R? \ B and
‘% - iwu‘ < £ as || — oo, then there exists ¢ € L?(9B) such that

| 2
u(w) = S3lél(a), @ cR2\B. (3.6)
If we set 1
o= > L: , (3.7)
then
Aa,uwj] = u|—'
By (3.6),
ou 1 Wy
2 - (57+x5)) 9l
and hence 19 9 1
u u W\ *
b= 5|~ w0 () pe

Thus, for xz € 0B,
6(e) =~ (31 + (K8)") o) + vlo)

and from the transmission condition

Fz) = Ao u[9](z) = SE[¢](2),

which shows that ¢ and ¢ = %%’_ solve (3.4).

We can now define the scattering coefficients associated with p and o using the operator A.



Definition 3.3. For m € Z, let (¢, ¥m) € L2(0B) x L*(0B) be the solution to

A [%] _ {ggn } on OB, (3.8)
Ym S

where C,, is the cylindrical wave. For n € Z, we define the scattering coefficients associated with the
permittivity distribution p(z) and permeability o(z) for a given fixed frequency w > 0 as follows:

Wn,m = Wn,m[B,O'a s W} = /(”)B C71(y)¢m(y) dSy~ (3'9)

4 Properties of the scattering coefficients

In this section, we prove important properties for the scattering coefficients.

4.1 Decay of the Scattering Coefficients

Like the homogeneous case, the coefficient W), ,,, decays exponentially as the orders m,n increase. We
can prove the following Proposition.

Proposition 4.1. For a given fized frequency w > 0, there is a constant K (depending on o, p and

w) such that
Knl+Iml

|[Wh.m[B, o, p,w] VYn,m € Z. (4.1)

| €

Proof. Recall that .
Con () = T (w]z]) ™

Since

[m|
1 et
In(t) ¥~ —— | ——
m () /27 |m| <2|m|>
as m — 0o, we have

KIml
< =
ICmllz2(0B) + IVCinllL2(8B) < il

Then, with the same arguments as those of 7], there exists another constant K such that

<
L2(0B)

< K ([Cnllrzom) + IVCmllL208)) -

0Cn,
9mlzzm) + ¥mlzzom) < K <||cm|L2<aB) +| %

Hence, for another constant K,
Kml
lémllr20m) < —7

ml

Im|”

Since
Klnl

< T
r2B) ~ |n|lnl

o)

by the definition of the scattering coefficients W, ,,,, we have (4.1).

10



4.2 Transformation formulas

We introduce the notation for translation, scaling, and rotation of a shape B as
B*:= B+ 2z, B®:=sB, B =¢“B,
and those of the material parameter o (resp. i) as

z 0

c”i=0(-—2z2), o°

=o(s71), 0¥ = o(e7).

We denote by ¢y s = év B, the solution to (3.3) given the domain B, the source term U, and the
frequency w. We can prove that there exist explicit relations between the inhomogeneous scattering
coefficients of B and B*, B*, BY. We prove the following Propositions.

Proposition 4.2 (Translation formula). For any z € R?, the following relation holds

Wn,m[BZ70-27MZ7w ZC n a,m— b[B o, i, w ] (42)

Proof. Let ¢, = ¢c,,.= and § =y + z with y € B. By the definition of the scattering coeflicients:

Wn,7rz[Bz7UZauzaw] = /BB Cn(g)(bm(g) dS’Q =

- ] (4.3)

— / Coly T 2)bmly + 2) dS,.
OB

From the identity [8],

= Z Citn (y)ma

LEZ
we have
y + Z Z Ca+n a )7
a€Z
and
Con(#) =C(x+2) = > _ Copm(2)Co(—2),
beZ

where & = x + z with € B. To find ¢~>m, let us consider

[%} () = [ — 5. (] (&) A e B )()
Ym I+ (K5)") [bml@) Il (@)

Recall that (¢, hm) € L2(OB*) x L2(8B?) is the solution to

i[Eo-[g3]

wm ovz

Let w = w + z for w € B. Let us prove that

11



is the solution. Since
Cn(T) _ Cm meb ()
[%i:@)}[aizwz] ZC - {Bi;;;bm ’

if we prove that

(bm T) = _S]U::Js’[(gm( -i:Z)](:L‘) AB,U,H[Q;m(' + Z)](LL')
me]( )= L(%fﬂL(KTé)*) (b +2))(@) I (- + 2)]() ] (4.6)

then by the linearity of operator A and the existence and uniqueness of a solution to system (4.4), we
have (4.5). Let us prove (4.6). We write

SHom) (&) = / Ly (& — §)bm(7) dS5 =

z

:/Brw<x+z—<y+z>><z3m<y+z) ds, =

= 53[bm (- + 2))(2),

(51 05 ) @) = = (31 (5" ) o+ 210,

N ] (3) = /8 Ko e (5. )n) Sy =

/ (2, ) (y + 2) dS, =
B
:NB,U,u[wm(' —|—Z)]($),

where No-z’uz (Z,9) = Ny u(x,y) follows from the existence and uniqueness of the Neumann function
result. In fact, for w € B* and by a change of variables, the Neumann problem

Vi w2y VilVor s (0, §) + 0?7 (§)No= = (0, 5) = —05(5) 5 € B, @
ON,= =/~ ~ ; .
ozl(yj) N(:),,ﬁ (wvy) =0 RS 0B s
can be rewritten as
Yy g(ly)V Nz = (w + 2,y + 2) + W u(y) No= = (w+ 2,y + 2) = —0u(y) v € B, s
e z(w+zvy+Z)=0 y € 9B. '

From the uniqueness of the Neumann function, Ngz’“z (w+z,y+ 2) = Nop(x,y) is the solution to
(4.8).
Then, (4.3) yields

Wn,m[BZaUznusz ZC Wita, m+b[B, 7, 1, W)

Since Co(—2) = C—4(2), (4.2) holds.

12



Proposition 4.3 (Scaling formula). For any s > 0, the following relation holds
Wn,m[Bsa Us,ﬂsaw] = Wn,m[BaUaNa Sw]- (4~9)
Proof. Let ng,w = ¢c,,.B*w and § = sy with y € B. Since (|g],605) = (s|yl,6,), by the definition of

the scattering coefficients:

Wom[B®, 0% 1i* w] = | Cowo(§)bmw(5) dS5 =
oB: (4.10)

= 8/33 Cn,sw(y)(bm,w(sy) dSy

We have
Cm,w(-(z) = Cm,w(sx) = Cm,sw(x)a

where T = sx with x € B. To find q@m,w, let us consider

7 sz,w 7) = _SES[&m,w](?) ABS,JS,ES,w[im,w](i)
A [wm,w] ) {— (31 + (E5:)") [omw](@) I[thm ) (&) '
Recall that (¢ ., Vm.w) € L2(B®) x L*(0B*) is the solution to
1 ng,w ~\ _Cm,w(j)
A |:/(Zm,w:| (z) = _822,"; (50)} . (4.11)
Let @ = sw for w € B. Let us prove that
%m,w(w) . 571 _¢m75w(w)
[wm,w(m] - _¢m,5w<w>} (.12
is the solution. Since e () Co (i) c (@)
{aﬁé’;;vw ) {5 ) {‘”’%’”()] |
if we prove that
A %m,w ) = _Ssgw[ém,w(f (@) SAB,U,quw[t/;m,w(s )l(@)
Al o= gt e it ) e

then by the linearity of operator A and the existence and uniqueness of a solution to system (4.11),
we have (4.12). Let us prove (4.13). We write

S]Ués [ém,w](j) = / Fw(j' - g)ém,w(g) dS?:/ =

s

= /BFW(S.’L‘ — Sy)ém,w<sy)8 dSy =

= szgw [(l;m,w (S )]($)7

(514 05 ) @ = = (514 (K5 ) loals o),

13



NBS,US,MS,w['JJm,w](j) = o5 Nas,us,w(:ﬁvg)l[}m,w(g) dSQ =

= S/ Na,u,sw(xay)/l;m,w(s ) dSy =
OB

= SNB’O',;,L,SLU [’J)m,w(s )] ($)7

where Ngsyﬂsyw(:i, ¥) = N sw(z,y) follows from existence and uniqueness of the Neumann function.
In fact, for w € B® and by a change of variables, the Neumann problem

Vi 5157 VaNow e (@:9) + w2t () Nov e o (@0,§) = =00(§) 5 € B,

4.14
sy 2 00) =0 jeop, M
can be rewritten as
Yy 5057 Vo lNow e w(sw, 5y) + 870 1(y) Nos e w (5w, 59) = —8u(y) y € B,
1 ONgs us o (4.15)

from the uniqueness of the Neumann function, Nas,us,w(sx, 5y) = Ny pu,sw(,y) is the solution to (4.15).
Then, (4.10) yields
Wn,m[Bsa 0-87 Msa w] = Wn,m[B7 o, U, SW].

Proposition 4.4 (Rotation formula). For any 0, the following relation holds
Wm[B,0% 1% w] = "W, (B, o, p, ). (4.16)

Proof. Let ¢y, = du, pe and § = ey with y € B. Since (|g],05) = (|yl, 0, + 6), by the definition of
the scattering coefficients:

Wn,m[BG7 a, [, OJ} = Cn(g)(bm(g) dS»g =
oB?

= Cn(y)eiinqum (eiOy) dSy
OB

(4.17)

We have _ _
Con (&) = Con (%) = Cp ()™,

where Z = ez with 2 € B. To find qgm, let us consider

i {%m] () = [_( ~S5u[0ml(@)  Apo g0 o[ (@)

Um 3+ (K0)") [0m](7) Ipm](Z)

Recall that (¢, hm) € L2(0B?) x L2(9B?) is the solution to

A [‘%’”} (#) = {accﬁ(g)} . (4.18)

wm ovg

14



Let @ = e%w for w € B. Let us prove that

?m(w) _ eim@ (bm(w)
[ww)] [wm@u)} (4.19)
is the solution. Since
[¢m<z7> ] I G N {me) }
@] T e (ey) Gy
if we prove that
1 (l;m ~N _Sw[ém(eie )](x) AB,U,#["ZJm(ew )](33)
Ao @=L a ey ) (4:20)

then by the linearity of operator A and the existence and uniqueness of a solution system (4.18), we
have (4.19). Let us prove identity (4.20). We write

3olbn)@) = [ Tl = )i (d) aS; -

= /B Tu(z — y)dm(ey)s dS, =

= S3[dm (e )](),

= (5T 050" ) (@) = = (574 (5 ) (e ),
NBG,&,ﬂ[ZZJm](j) = om0 N&ﬂ(i‘,@)lﬁm(ﬂ) dSy =

B / Nou(@,y)m (e ) dS, =
oB

= NB,G’,H[’lZ}m(eiG )](.’E),

where NU(a’ 10 (Z,9) = Ng u(x,y) follows from the existence and uniqueness of the Neumann function.
In fact, for @ € B? and by the change of variables, the Neumann problem

Vi 511y VilVor o (0,9) + @ () Noo 0 (0,5) = ~05(§) € BY,

oON o . (4.21)
=@ 52”9 (@,9) =0 yeoB,
can be rewritten as
Vy - ﬁvyﬁame (e%w, ey) + w?u(y) Nyo o (ew, e¥y) = —6,(y) y € B, 422
AN ) ) .
ﬁ J\/;;Ve,ue (ezéw’ ezﬁy) =0 s 9B.

By the uniqueness of the Neumann function, Nye 0 (ez, ?y) = N, ,(2,y) is the solution to (4.15).
Then, (4.17) yields

Wom[B%, 0%, 1 w] = "W, (B, o, w].
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5 Distribution descriptors and identification in a dictionary

In this section, we construct the distribution descriptors which are invariant to rigid transformations.
In the following, we proceed as in [12]. We denote by B a reference shape of size 1 centered at the
origin, so that the unknown target D is obtained from B by a rotation with angle 6, a scaling s > 0,
and a translation z € R? as

D =2z+4+sRyB.

5.1 Far-field pattern

To construct the distribution descriptors which are invariant to rigid transformations, we derive the
far-field pattern of the scattering field in terms of the inhomogeneous scattering coefficients. The result
is similar to the homogeneous case [11].

If U is given by a plane wave ¢ such that wé-wé = w?, then by the Jacobi-Anger decomposition,

we have
= Z emME 0 I (w|x|)e™0s = Z emE b, ().
meZ meZ
By the linearity of operator A and existence and uniqueness of a solution to system (4.11), we obtain

¢ = Ze **95 G-

meZ
Using (2.11),
iwé-x i im(5 —
u— e = (= U)(w) = = 3 e [P e~ yl)on(y) dS, (5.1)

4
mEZ

2 - x
Hy ol =) = [ 2 4 Ol ™) as o oo

Since |z — y| = |z| — |y| cos(0, — 0,) + O(|z|~1), (5.1) becomes

Recall that [11]

zw\w

im(5 —0¢)
\/87rw|:c Ze

wé-x . —

u—e = —1e

/ e—iw|y\cos(91—9y)¢m(y) dSy +O(|£L’|_1) (52)
oB

By Jacobi-Anger identity,

e—iw|y|cos(9z—0y) — eiw\y|cos(91—0y+7r) — § ian(w|y|)em(ew—ay+w)7

nez
(5.2) becomes

. etwlz|
u— eWET — _io—iE Z (5 —0¢) pin (0 7*)/ i T (wly|)e —in(0,—32 ¢m( )dSy+O(|x\71).

\% 87TW|$ mne” oB

(5.3)
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Since i"e'™2" = {"(—i)" = 1, we obtain

zw|az\
\/87Tw|x Z

where W, ,,, are the inhomogeneous scattering coefficients.
We define the far-field pattern (the scattering amplitude) when the incident field is the plane wave
U(z) = e |£] = 1, as the two-dimensional 27-periodic function

Ve O==2)W,, o + O(|z| 1), (5.4)

A (06,007 0.10) = 32 e E00 [ bl ooty (1) s,

meZ
From (5.4), we get the following proposition.

Proposition 5.1. Let (0¢,0,)T € [0,27]%. Then, we have

AOBO((G@QI)T;UJJ,UJ) _ Z eim(%_95)61‘"(91_%)Wn7m[3,J,,u,w]. (55)

m,n€EZ

5.2 Translation- and rotation-invariant distribution descriptors

A simple relation exists between far-field patterns of D = z 4+ sRyB and B. The following result
generalizes to the inhomogeneous case the result proved in [12] in the case of homegenous scattering
coefficients.

Proposition 5.2. Let D = z+ sRygB. We denote by 0, the angle of z in polar coordinates, and define
¢z((0§7 Qm)T) = eiw|z| cos(0570z)efiw|z| cos(01762).
Then, we have
AODO((G@ am)T; 0, s W) = ¢Z((0§7 QI)T)A?((QE —0,0, — G)Tv o, [y sw).

Proof. By transformation formulas (4.2), (4.9), and (4.16), we have

Wiml|D, o, p, w] = Z C Wi—am—b[sReB, 0o, p,w] =
a,beZ
= Z Cal Wi—a,m—b|ReB, 0, 1, sw| = (5.6)
a,beZ
= Z Ca(2)Cy(2)ei M= emiln—albyy W [B, o, u, sw).
a,beZ

Therefore, using the Jacobi-Anger identity,

eiw|z|cos(0g—6’z) — eiw\z\cos(ez—eg) — ZiaJa(w|z|)em(9z—9§) — Zja(w‘zDeia(%—(Og—Oz)) _
a€”Z a€Z

_ ZC za( —95

a€Z
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we obtain
AODO«H&,@I)T;O',/J,UJ) _ Z 6im(%—95)ein(91—%)Wn)m[D7U7M’w] —
m,n€ez
_ Z eim(%705)62'71(6357§)CG(Z)Cb(Z)ei(mfb)Gefi(nfa)GWn_a7m_b[B’ o, 1, sw] _
m,n,a,beZ
_ Z Ca(Z)efia(%7938)eia(g7035)Cb(z)(_zim(g795)61'11(617%)ei(mfb)9671'(nfa)OVVn_a,m_b[B7 e SOJ] —
m,n,a,beZ
_ Z Ca(Z)efia(%791)Cb(z)eim(§795)61'(77,7(1)(017g)ei(mfb)eefi(nfa)eWn_mm_b[B, o, sw] —
m,n,a,bEZ
_ Z Ca(z)efia(%791)Cb(z)efib(957§)ei(mfb)(%795)ei(nfa)(ez7%)ei(mfb)967i(nfa)0Wn_a m—b[B, o, 1, sw] _
m,n,a,bEZ
_ Z Ca(Z)efia(gfew)cb(z)efib(ésf%)eim’(g795)ein'(Bxfg)eim'eefin'ewn,’m/ [B,O’,‘LL,SOJ} _
m/,n’,a,bEZ
_ Z eiw\z\ cos(@gfez)efiw\z\ cos(@w792)eim'(%795)61‘7’/(0175)ei(m'7n')0Wnl,m, [B7 o, 1, sw] _
m/ ,n'€Z
_ Z ¢Z((9§7HE)T)eim/(%_af)ei”/(am_%)Wn/,m/ [BG,U7M,SW] —
m’ . n'€Z
= ¢:((0e. 02)")AF (0 — 0,0, — )", 0, p, sw).
O

Hereafter, we illustrate the descriptor construction based on the far-field pattern. We proceed
as in [12]. Given n = (¢, 0,)7, we define the frequency-dependent distribution descriptor of an
inhomogeneous object D as follows:

Sp(v; 0, ) = /[02 A 0501 AT (0 = i) . (5.7)

The distribution descriptor Sp is invariant to any translation and rotation. More precisely, we can
prove the following identity.

Proposition 5.3. Let D = z + sRyB. We have
Sp(v; o, p,w) = Sp(v; o, 1, sw).
PT’OOf, Given n= (7717772)7 0= (979)7 by ‘(bz()l =1land

/[02 AT =050, ) dy = /m . ST emEmmet) (==, (B, o, sw] dn =
e 2T m neZ

z/ Z MG =W, B, o, p, sw) dnf =
[—6,27—0]2

m,ne”

_ / M5 =) in (=W, (B, o, sw] dyf =
[0,27]2 m,neZ

- /[02 . AR (50,1, sw) d,
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we have

Sp(vio, p,w) = /[O - |AD (n; 0, p,w)AB (N — v; 0, p,w)| dn =

- /[ 80T (1 (,0), 0,1 31620~ VAT (1~ = (0,0)50, 1) d =
0,27]2

= /[ | A% (n — (0,0),0, p, sw)AF (n — (0,0) — v; 0, u, sw)| dn =
0,27]2

= /[0 -~ ‘A%O (77/7 T, [,y Sw)AOBO(n/ — U0, 1, Sw)| d77/ =

= SB(”) T, Ky SW)-

6 Numerical experiments

In this section, we present a variety of numerical results in order to demonstrate the applicability of
the theoretical framework presented in the previous sections. In particular, we investigate the iden-
tification of a target by reconstructing inhomogeneous scattering coefficients from the measurements
of the multistatic response (MSR) matrix. In the multistatic configuration, directions of incidence
and observations are sampled. For each incident direction, the scattered wave is measured in all the
observation directions [8]. The overall procedure is similar to the one of [12] for the homogeneous case.
In the following, we consider the case of piecewise constant (inhomogeneous) material parameters. For
a collection of (inhomogeneous) targets, based on the code developed in [19] for homogeneous targets,
we build a frequency dependent dictionary of distribution descriptors and use a target identification
algorithm like the one of [12] in order to identify an inhomogeneous target from the dictionary up to
some translation, rotation and scaling. Our dictionary will include three kinds of objects:

e Homogeneous targets, i.e. a disk, a triangle, etc.

e Inhomogeneous targets with one inclusion inside, i.e. a circular inclusion inside a circular target,
etc.

e Inhomogeneous targets with two (distinct) inclusions inside, i.e. a circular inclusion and a square
inside a circular target, etc.

Note that these inclusions have different material parameters than the ones of target and the back-
ground. In the following, we use the results of Section 4 for a suitable integral representation of the
solutions for the case of an inhomogeneous target with one inclusion inside and the case of an inho-
mogeneous object with two inclusions inside (see Appendix A). The case of a homogeneous target is
taken into account in [12]. Finally, we perform numerical experiments in order to test the performance
of the inhomogeneous scattering coefficients in inhomogeneous target identification.

Given a target D, the overall procedure of a numerical experiment can be summarized by the
following steps:

e Data simulation. The MSR matrix is simulated for a range of frequency [wmin, Wmax] by evaluating
the integral representation (3.1), where the densities are computed by solving (3.8). We adopt a
circular acquisition system (a full-view acquisition).
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e Reconstruction of scattering coefficients. For each frequency, we reconstruct the matrix W =
(Wan [D72]) s of scattering coefficients directly by the formula (3.32) of [12].

e Target identification. We calculate the distribution descriptors and use a target identification
algorithm, see [12].

6.1 Dictionary

The dictionary D that we consider is composed by 14 targets with different material parameters:

e 6 elements of the dictionary are homogeneous targets: a disk, an ellipse, a triangle, a square, a
rectangle, and the letter A (see Figure 1). All homogeneous targets share the same permittivity
© = 3 and permeability o = 3.

e 5 elements of the dictionary are inhomogeneous targets with a single inclusion inside: a disk
with a circular inclusion inside, a disk with an ellipse inside, a disk with a triangular inclusion
inside, a disk with a square inside, and a disk with a rectangular inclusion inside (see Figure 1).
Note that these 6 targets share the same permittivity (u. = 3) and permeability (o, = 3) for the
exterior domain, while all inclusions have permittivity p; = 6 and permeability o; = 6.

e 3 elements of the dictionary are (inhomogeneous) disks with two distinct inclusions inside: two
circular inclusions for the first disk, a circle and an ellipse for the second disk, and two distinct
ellipses for the third one (see Figure 1). These 3 targets share the same permittivity (g, = 3) and
permeability (o, = 3) for the exterior domain, while the two distinct inclusions have permittivity
w; = 6 and permeability o, =6, i = 1, 2.
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Figure 1: Dictionary of targets
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6.2 Acquisition system

We generate a circular acquisition system using plane waves, which refers to the situation where the
receivers x, are uniformly distributed on a circle of radius R and centered at zo (typically, zg can be
obtained using some localization algorithm [8]: here, we assume that zj is close to the center of the
target D) and the sources are plane waves with equally distributed wave direction. More specifically,
for the rth receiver we have |z, — 29| = R and the angle 0, := 0, __,, = 27r/N,, where the sth plane
wave source is given by

Uy(z) = eik065'17

with the unit vector &, satisfying 6, := 27s/Njs.

For this experiment, we generate a circular acquisition system with radius R = 3, and N, = 91
plane waves as sources and N,. = 91 receivers. For simplicity, we always choose the center zo = [0,0]7.
Figure 2 illustrates this acquisition system for the three different elements of the dictionary D.

6.3 Measurements

In each numerical experiment, the unknown target D is obtained from one of the elements of the
dictionary by a rotation with angle § = 7/3, a scaling s = 1.2 and a translation z = [-0.5,0.5]7.

Each element of the dictionary is approximated by 2% points. We reconstruct the matrix W =
(Win)mn of scattering coefficients at order 25. Figure 3 plots the relative error of the (analytical)
reconstruction |[W®' — W||r/||W|| as a function of K for the three kinds of targets in the dictionary
(|| - ||r denotes the Frobenius norm of matrices). It can be seen that in the full aperture case, the
reconstruction is robust. For example, in the case of a disk with a circular inclusion inside, with 20%
of noise, the error is less than 10% for an order K up to 45.

6.4 Scale estimation

Given an unknown target D,, = z+sRyB,, and a dictionary of (inhomogeneous) objects D = (B, )n, by
measurements we reconstruct the distribution descriptor Sp, (v;w) and build a frequency dependent
dictionary of distribution descriptors (Sg, (v;w))y.

Note that the distribution descriptor of the target Sp, is frequency dependent. As we proved in
the previous sections, since the frequency w is coupled with the scaling factor s, which is unknown
and arbitrary in (0,00), to adapt the distribution descriptor Sp, to target identification we assume
that the physical operating frequency is limited, that is 0 < wpin < w < Wmax < 00, and that
0 < Smin < 8 < Smax < 00, which means that the target we are interested in should not be too small
or too large. Then 5% can be estimated by solving

Wmax
(5}

st __ 1
S = arg mlnSG[Smin»SmaX] /
w-

2
(/ [Sp, (v;w) — Sg, (v; sw)] dv) dw . (6.1)
[0,27]2

min

Numerically, (6.1) can be solved approximately by sampling. Note that a wide range of frequencies
[Wimin, Wmax] brings more information and therefore improves the estimation (6.1).
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Figure 2: Circular acquisition systems for three kinds of targets. We adopt full aperture with Ns = 91 plane
wave sources (with the angular position marked by o) and Nr = 91 receivers (marked by x ). Figure (a) shows
a circular acquisition system for an homogeneous target (a disk); (b) shows a circular acquisition system for
an inhomogeneous target (a disk with a circular inclusion inside); (c) shows a circular acquisition system for
an inhomogeneous disk with two distinct inclusions inside.

6.5 Numerical implementation

Let Ngic, N,, N,, and N, be positive integers. We define:

. (wldic)z:o,...,Ngic uniformly distributed points on [wdi¢ wdic ] with

min’ *max

dic ._

Whin +— WminSmin;
dic ,__
max -— “maxSmax-

o (wk)g=0,...,N,, uniformly distributed points on [Wmin, Wmax-

e ((v},v7))ij=1...n, uniformly distributed points on [0, 27]?.

We sample the functions S, and Sp, at discrete positions as follows:

Sgg = SDn((vil,v?);wk), 5;‘ = SBn((vil,v?);wl).
For (st)i=o,....n, uniformly distributed in [Smin, Smax), We can discretize the functional inside the argmin
in (6.1):

2
N’U

N,
J(t§DnaBn):Z Z Z(Sgﬁ _ng) )

k=0 l€lx(st) \#J=1

with the index set Ix(s) := {1 <1 < N&i¢ such that wil¢ < swy, < wlic}. Finally, the scaling factor is
estimated through
€(Dp,By) = min_ J(t; Dy, By).

t=0,...,Ns
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Figure 3: Relative error of the reconstruction ||[W* — W/||g/||W||F for the systems (b) and (c) in Figures 2
at a different order K and fized frequency w = 0.757. The curves from bottom to top correspond to percentage
of noise oo = 20%, 40%, 60%, 80%, and 100%. The experiments have been repeated 100 times.

6.6 Frequency-dependent dictionary and matching algorithm

A frequency-dependent dictionary of distribution descriptors can be constructed as follows. For a

collection of standard elements of the dictionary (By,),, we precompute the discrete samples (ng)ijl

of the distribution descriptor Sp, (v;w), for v € [0,27]? and w € [wdit | wdic 1. (ng)ijl constitute our
frequency-dependent dictionary of distribution descriptors.

Suppose that our (inhomogeneous) target D is the realization of an element from the dictionary
(Bn)n, up to some unknown translation, rotation, and scaling. We assume that the scaling factor is such
that spmin < 8 < Smax, Where spin and spax are known. In order to identify D from the dictionary, we
compute the discrete samples (S})))ijx of the distribution descriptor Sp(v;w), and calculate (D, By,)
for all elements of the above mentioned dictionary. The true identified target is expected to give
the best estimation of scaling and to minimize the error (D, B,,) among all the dictionary elements.
Therefore, we take the minimizer of (e(D, B,)), as the identified target. This procedure is described
in detail in Algorithm 1, which was first introduced by Ammari et al. [12].

Algorithm 1 Target identification algorithm

Input: (Sgk)ijk of unknown target D; ((ng)ijl)n of the whole dictionary.
for B,, in the dictionary do
en < €(D, By);
n<+<n—+1;
end for
Output: The true dictionary element n* < arg min,, €,.
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6.7 Parameter settings for identification and scaling estimation

For this experiment, the frequency-dependent dictionary of distribution descriptors ((ng‘)ijk)n is

computed for the frequency range [wdi¢  wdi¢ | = [0.257, 1.57], with Ndi¢ = 78 and N, = 512. The
data are simulated for the operating frequency range [Wmin, Wmax] = [0.57, 7] with N,, = 52. The valid

scaling range i [Smin, Smax] = [0.5, 1.5] with N5 = 250.

6.8 Target identification in the full-view case

Here, we present results of target identification obtained using the full-view setting of Figure 2:

e We obtain the target D by transforming each element B,, of the dictionary of Figure 1 with the
parameters z = [—0.5,0.5]7, s = 1.2, and 6 = 7/3. The order K of the reconstructed matrix of
scattering coefficients is set to 25.

e It can be seen that the identification succeeded for all targets with noise oy up to 50%. In the
case of oy = 0% (see Appendix B), the error bars of each identified target have very different
numerical value compared to those of the other elements of the dictionary. This means that
recognition works well and a dictionary of large size can be used in practice.

e Figures 4 and 5 show the error bars for the dictionary of Figure 1 for all inhomogeneous targets
with noise o9 = 40%, 80%. The mth error bar in the nth group corresponds to the error €(D, B,y,)
of the matching experiment using the generating element of the dictionary B,,. The shortest bar
in each group is the identified target and is marked in green, while the true target is marked in
red when the identification fails. For oy = 40%, identification succeeded and s is also close to
the true value s = 1.2, see Figure 6. For og = 80%), it failed for two inhomogeneous targets.

40 — - - —

"I LELL LA O L

Circle ins. circle Ellipse ins. circle Triang. ins. circle Square ins. circle Rect. ins. circle 2 Circles ins. circle  Circle & Ellipse ins. circle 2 Ellipses ins. circle
Figure 4: Results of identification for all inhomogeneous objects in the full-view setting and oo = 40%.
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Figure 5: Results of identification for all inhomogeneous objects in the full-view setting and oo = 80%.
Identification failed for two targets
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Figure 6: Difference between the estimated scaling factor and the true one (s = 1.2) at oo = 40%.
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e Figure 7 shows the probability of recognition for the inhomogeneous targets of the dictionary at
different noise levels. Measurements have been repeated 1000 times.

100%6—4- % % 4 4 —p—o—o——t—4—t—p—o
~ ——

90% — X \\\ -

70% |- \ \ —

Probability of recognition

—e&—Circle inside circle \
|_|—Ellipse inside circle \
Triangle inside circle \
——Square inside circle \
-——Rectangle inside circle \
Two circles inside circle \

10% = ——Circle & Ellipse inside circle 7
—=—Two ellipses inside circle
0% I I I I I I I L —4
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Strength of noise

Figure 7: Probability of recognition for all inhomogeneous targets of the dictionary of Figure 1.

7 Concluding remarks

In this paper, we have presented a framework of target identification for inhomogeneous objects. We
have provided and numerically tested in the presence of measurement noise a procedure for target
classification in wave imaging based on matching on a dictionary of precomputed frequency-dependent
distribution descriptors. The construction of such frequency-dependent distribution descriptors is
based on the properties of the inhomogeneous scattering coefficients. For a collection of inhomogeneous
targets, we first extracted the scattering coefficients from the reflected waves and then used a target
identification algorithm in order to identify an inhomogeneous target from the dictionary up to some
translation, rotation and scaling. It can be seen that the identification succeeded for all targets with
noise og up to 50%.

A Piecewise constant distributions
In the appendix, we provide an integral representation of the solution to (2.1) for the special case of

a domain B with piecewise constant electric permittivity 4 and magnetic permeability ¢. This can be
seen as a particular case of (3.1).
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A.1 The case of an inhomogeneous object with one inclusion inside

We consider the case of a domain B with one inclusion B; inside. B is immerged in an homogeneous
medium. B; has different constant permeability and permittivity than the one of B and the background.
Let us consider the following Helmholtz problem

V- iVu+w?pu=0 in R2,
O(u—U)
Olx|

—iw(u—U)| < L5 if |2] — oo, (A1)

|| 2

where

{;m = Lx5.(2) + L x5.5, (@) + £ Xp\5, (@),

(@) = pixp, (%) + pexp 5, (%) + toxg\ 5, (T),

with B; C B, = B. Let us define ky = w, k. = w\/0cpte and k; = w,/o;11;. Solution to (A.1) should
satisfy

Au+w2k§u:0 in R?\ B,
Au+ w?k2u =0 in B\ B;,
Au+ w?kPu =0 in By, (A.2)
’8(5‘;|U) —iw(u — U)‘ < \II{Q if |z| = oo,
with the following transmission conditions
uly = ul- on 0B,,
ul4 = u|- on 0B;,
1 du 1 du A3
0705 N = 5 ED) B on 836, ( )
1 Ju 1 Ou
gl = L ou on 0B;.
oe OV n o; Ov |

Given the cylindrical wave C,, of index n € Z and of wave number kg, we look for a solution to
(A.1) of the form

Cu(w) + g [¢](2) in R?\ B,
un(@) = S5 (@) + SE () in B\ B, (A4)
S () in B;,
where the densities ¥, vn, 7 and ¢, are the solutions to

S5 [Wal(@) = S [yl (x) + S [0a] () on 9B;,

Sk hkn](x) + S [ () = Co(@) + S [bn](2) on dB,

e e R on 0B, (A5)

- + +
Las%z b | L@S%j | 4 oc, ;35%2 [én] on OB,
Oe v B Oe v 3 oo Ov | oo v N

As we have proved in (3.9), the scattering coefficient of order n, m associated to the target B with
(inhomogeneous) piecewise constant permittivity and permeability is

Wn,m[Baanuvw] = \/SB Cn(y)d)m(y)dsy



A.2 The case of an inhomogeneous object with two (distinct) inclusions
inside

Now we take into account the case of a domain B with two inclusions By and Bs inside. B is immerged

in a homogeneous medium. B; and By have different constant permeability and permittivity than the

one of B and the background.
Let us consider the following Helmholtz problem

V- ivVu+w?pu=0 in R?,

o(u=U) . :
(g\wl ) —iw(u—U)| < \a:[|(§’ if |z] — oo,

where

1 1 1 1
~(@) = el (z) + 73 XB: (z) + (TGXBC\M(%) T X E. (),

() = paxs, (%) + p2X B, (%) + HeX p\(BroE) () + HoXea\B, (%),

with By, Bo C B, = B. Let us define kg = w, ke = w\/0cte and k; = wy/o;u; for i = 1,2. The solution
to (A.6) should satisfy

Au+ w?kiu =0 in R?\ B,,
Au+ W?k2u =0 in B, \ By U By,
Au + w?k3u =0 in By, (A7)
Au + w?k?u =0 in By,
8(g|;|U) —iw(u—U)| < \:F% if |z] — oo,

with the following transmission conditions

uly = ul- on 0B,

uly =ul- on dBa,

Ul =ul- on dBi,

10u| _ 1w A8
og Ov i T oe 8u‘7 on aBe’ ( )
1 du _ 1 0u

E@T N = o5 v 3 on 3B2,

1 du 1 du

Em N = 0’71% B on 8B1

As in the previous case, we look for a solution to (A.6) of the form

Colo) +SEIO@ in &?\ B,
) S5 PI@) + Sk @) + SE @) BABRUB,
7 skl in B, )
S [El(@) in By,
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where the densities ¢y, Vo, Mn, Cn, ¥Wn and &, are the solutions to

S €nl(x) = SE [wnl(z) + Sk Il (z) + SE, [Gal(2) on 8B,
Sf%é[ nl(@) = S’“ [yl )+532[nn}( z) + 5% [ (x) on OB,

[ ]( )+S’“ (e ) + S [Ca](x) = Cu(x) + S 0] () on 0B.,

[ ] S®e [y, aS™e ] aSke [¢n)

o1 81/ - 0’15 % (7'i Bazl/n ULE IélV on aBl’ (A].O)

052 16,0| 4 ostepal| | 4 oSkeiml| | 4 oSk lc|
Uiz %211 - = Uie BaeuA/n ULC Bazy - JLE %ll, . on BBQ,
L oSk bl g 9k na] 1 955 Gnl ’ 1 ac, +1 85%0 (4,]

B Tn U n _ B, [Pn

Te ov oo ov Oe 81/ — oo Ov " o0 ov . on GBE.

Again, the scattering coefficient of order n,m associated to the target B with (inhomogeneous)
piecewise constant permittivity and permeability is given by

Wn,m[b7 O',/J/,(U] = /33 Cn(y)(bm(y)d‘s’y

B Target identification with oy = 0%

We present results of target identification obtained using the full-view setting of Figure 2 with no noise
(00 = 0%). The computation of the error e(D, B,,) is represented by error bars in Figure 8, where the
mth error bar in the nth figure corresponds to the error ¢(D, B,,) of the matching experiment using
the generating element of the dictionary B,,. The shortest bar in each group is the identified target
and is marked in green, while the true target is marked in red where the identification fails.
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Figure 8: Results of identification for all elements of the dictionary in the full-view and no noise.
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