
Space-time hp-approximation of parabolic

equations in H 1/2

D. Devaud

Research Report No. 2018-01
January 2018

Seminar für Angewandte Mathematik
Eidgenössische Technische Hochschule

CH-8092 Zürich
Switzerland

____________________________________________________________________________________________________



SPACE-TIME HP -APPROXIMATION OF PARABOLIC EQUATIONS IN H1/2

DENIS DEVAUD∗

Key words. Parabolic partial differential equations, space-time approximation, hp-refinements, exponential convergence,
a priori error estimates.

AMS subject classifications. 35K10,46B28,65M12,65M15,65M60

Abstract. We analyze a class of variational space-time discretizations for a broad class of initial boundary value problems
for linear, parabolic evolution equations.

The space-time variational formulation is based on fractional Sobolev spaces of order 1/2 and the Riemann-Liouville deriva-
tive of order 1/2 with respect to the temporal variable. It accomodates general, conforming space discretizations and naturally
accomodates discretization of infinite horizon evolution problems. We prove an inf-sup condition for hp-time semidiscretizations
with an explicit expression of stable testfunctions given in terms of Hilbert transforms of the corresponding trial functions; inf-
sup constants are independent of temporal order and the time-step sequences, allowing quasioptimal, high-order discretizations
on graded time step sequences, and also hp-time discretizations. For solutions exhibiting Gevrey regularity in time and taking
values in certain weighted Bochner spaces, we establish novel exponential convergence estimates in terms of Nt, the number
of (elliptic) spatial problems to be solved. The space-time variational setting allows general space discretizations, and, in
particular, for spatial hp-FEM discretizations.

We report numerical tests of the method for model problems in one space dimension with typical singular solutions in the
spatial and temporal variable. hp-discretizations in both, spatial and temporal variable, are used without any loss of stability,
resulting in overall exponential convergence of the space-time discretization.

1. Introduction. We consider linear, parabolic evolution problems which are set in a pair of separable
Hilbert spaces (V, (·, ·)V ) and (H, (·, ·)H) such that the embedding V ⊂ H is continuous, dense and compact
and assume without loss of generality that ‖·‖H ≤ ‖·‖V . Identifying H with its dual H∗, we have the Gelfand
triple V ⊆ H ⊆ V ∗. Given a linear self-adjoint operator A ∈ L(V, V ∗) and a time horizon 0 < T ≤ ∞, our
goal is to solve the initial-value parabolic problem

Bu := ∂tu+Au = f,(1.1a)

u(0) = 0,(1.1b)

in I = (0, T ). In (1.1a), A is meant as a linear, strongly elliptic operator of order 2m and V as a closed
subspace of the Sobolev space Hm(D) taking into account essential boundary conditions. Here D ⊆ R

d is
a bounded domain for d = 1, 2, 3. These equations can be used for instance to model heat conduction in a
possibly heterogeneous material or flow of an incompressible Newtonian fluid through the Stokes equations.

In order to approximate the solution of (1.1a)-(1.1b), the usual approach is to consider time stepping
schemes [25]. The idea is to first discretize the equations in space so as to obtain a system of ordinary
differential equations (ODEs). In a second step, a solver for ODEs is used. On the other hand, first
discretizing in space and then in time yields the so-called Rothe’s method. The algorithm that we introduce
is based on a different approach and belongs to the class of space-time methods. In that setting, the problem
is considered over the space-time cylinder Q = I × D and the solution is sought in a suitable Bochner
space. This approach has already been well-studied in different contexts. We mention among others the
parareal method which aims at time-parallel integration [10]. Closer to what we present, several methods
based on finite element (FEM) approximation have been derived. For instance, in [20, 21, 28], the authors
use discontinuous elements for the discretization of the temporal component. In particular, they show that
exponential convergence can be obtained in that setting. Another algorithm which was introduced by Schwab
and Stevenson in [23] considers adaptive wavelet methods. Based on this, it is possible to recover the optimal
convergence rate associated to the underlying elliptic problem for the fully space-time discrete problem. We
consider a discretization based on continuous FEM approximation for the time variable. Several algorithms
using this idea already exist [1, 2, 14, 23].

The first ingredient to derive a space-time approximation is to introduce a space-time weak formulation
associated to (1.1a)-(1.1b). In [23], the authors present a formulation whose solution belongs to L2(I;V ) ∩
H1(I;V ∗) and prove that the problem is well-posed. A different approach was presented by Langer, Moore
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and Neumüller in [14]. There, it is shown that the bilinear form associated to the problem is coercive and
continuous with respect to a mesh-dependent norm, yielding that it admits a unique solution. Our approach
is based on the weak formulation used in [15], which was first introduced by Fontes in [9]. Considering
(partial) integration by parts for the time derivative, we obtain a formulation containing derivatives of
fractional order (see Section 2). The main advantage of such approach is that it is possible to prove inf-sup
stability of the bilinear form using a continuous linear operator from the trial to the test space (Proposition
2.5). This important feature is then used to build inf-sup stable pairs of discrete spaces. A time regularity
result for the solution of (1.1a)-(1.1b) is also discussed. Considering a smooth forcing term, the associated
solution exhibits the same regularity in time except for a potential algebraic singularity at the initial time
due to an incompatibility between f and the initial condition. This lack of regularity does not allow us to
obtain a high-order method based on for instance p-FEM approximation. Instead, an hp-discretization has to
be considered and exponential convergence for the approximation of the temporal component can be proven
(Theorem 4.4). Combining this result with both low-order elements (Section 4.2.1) and hp-approximation
in the case of the two-dimensional heat equation (Section 4.2.2), it is possible to derive convergence rates
for the fully discrete scheme. In particular, we show that space-time hp-approximation allow for exponential
convergence (Theorem 4.10).

In the next section, well-posedness of the continuous problem is discussed. Then, continuous piecewise

polynomial approximation in the fractional order Sobolev space H
1/2
00 (I) is discussed in Section 3. Space-time

discretization of parabolic equations is described in the penultimate section and we conclude with numerical
results in Section 5.

Throughout the paper, the set of all positive integers 1, 2, . . . is denoted N and N0 = N∪{0}. For n ∈ N

and two vectors a, b ∈ R
n, we write a ≥ b (a > b) if ai ≥ bi (ai > bi) for all i = 1, . . . , n. Furthermore, for

k ∈ N, a+ k = (a1 + k, . . . , an + k). Given two Banach spaces (A, ‖·‖A) and (B, ‖·‖B), L(A,B) denotes the
space of continuous linear functionals from A to B and B(A,B) the space of bounded bilinear forms from
A × B to R. Finally, [A,B]θ refers to the complex interpolation space of order θ ∈ [0, 1] between A and B
[5, Chapter 4].

2. Linear parabolic evolution problems. The framework associated to the parabolic equations
(1.1a)-(1.1b) is presented in this section. This formulation was first introduced by Fontes in [9] and is based
on fractional order Bochner-Sobolev spaces [12, Section 2.5]. Definitions of these spaces and several different
characterizations are presented in Section 2.2. The main advantage of that setting is that it is possible to
show an inf-sup condition using a bounded linear operator between the trial and the test space (Proposition
2.5). This allows us then to build explicitly inf-sup stable pairs of discrete spaces as explained in Section 5.
The bilinear form associated to the weak formulation of (1.1a)-(1.1b) is obtained using fractional integration
by parts on the time variable. This is discussed in the following section.

2.1. Fractional calculus. The theory presented here is based on [9, 15, 19]. To obtain well-posedness
of our problem on R+, we relate it to the problem stated on R. However, the theory for parabolic equations
stated over the real axis is not discussed in this paper and we refer to [7, 8] for more details. For a Hilbert
space (W, (·, ·)W ), let us define

F(R;W ) :=
{
g ∈ C∞(R;W )

∣∣∣ ‖g‖Hs(R;W ) < ∞, ∀s ∈ R

}
,(2.1a)

F(R+;W ) :=
{
g ∈ C∞(R+;W )

∣∣∣ ∃g̃ ∈ F(R;W ) : g = g̃|
R+

}
,(2.1b)

where Hs(R;W ) denote the Bessel potential spaces for s ∈ R [12, Definition 5.6.2]. In order to treat initial
conditions, we also consider

F0(R+;W ) := {g ∈ C∞(R+;W ) | E0g ∈ F(R;W )} ,

where E0 denotes the extension by zero operator of functions defined on R+ to R. We also introduce the
restriction to R+ operator R>. Furthermore, the dual spaces of F(R+;W ) and F0(R+;W ) are denoted
F ′

0(R+;W ) := F(R+;W )∗ and F ′(R+;W ) := F0(R+;W )∗, respectively, where W has been identified with
its dual using Riesz representation theorem. The Riemann-Liouville fractional derivatives of order 0 < α < 1
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are then defined as

(Dα
+v)(t) :=

1

Γ(1− α)

d

dt

∫ t

0

(t− s)−αv(s)ds, ∀v ∈ F0(R+;W ),(2.2a)

(Dα
−v)(t) :=

1

Γ(1− α)

d

dt

∫ ∞

t

(s− t)−αv(s)ds, ∀v ∈ F(R+;W ).(2.2b)

Due to their convenient treatment of boundary conditions, Caputo fractional derivatives are more widely
used in the literature than the Riemann-Liouville ones. However, we point out that both derivatives coincide
in our context [13, (2.4.6) and (2.4.7)]. The following property holds for all 0 < α < 1, f ∈ F0(R+;W ) and
g ∈ F(R+;W )

∫

R+

(
Dα

+f, g
)
W

dt =

∫

R+

(
f,Dα

−g
)
W

dt.

Using this we can define the F ′
0(R+;W ) and F ′(R+;W ) distribution derivatives Dα

+ and Dα
− as

〈
Dα

+Φ, f
〉
F ′

0
(R+;W )

:=
〈
Φ, Dα

−f
〉
F ′

0
(R+;W )

, ∀Φ ∈ F ′
0(R+;W ), f ∈ F(R+;W ),

〈
Dα

−Ψ, g
〉
F ′(R+;W )

:=
〈
Ψ, Dα

+g
〉
F ′(R+;W )

, ∀Ψ ∈ F ′(R+;W ), g ∈ F0(R+;W ).

Hence we have that the following operators are continuous [9, (2.24)-(2.28)]

Dα
+ : F0(R+;W ) → F0(R+;W ), Dα

+ : F ′
0(R+;W ) → F ′

0(R+;W ),

Dα
− : F(R+;W ) → F(R+;W ), Dα

− : F ′(R+;W ) → F ′(R+;W ).

Furthermore, we will need the Hilbert transform defined for functions v ∈ F(R;W ) as

(2.3) (Hv)(t) :=
1

π
p. v.

∫ ∞

−∞

v(s)

t− s
ds :=

1

π
lim
ε→0

(∫ t−ε

−∞

v(s)

t− s
ds+

∫ ∞

t+ε

v(s)

t− s
ds

)
,

where p. v. denotes the Cauchy principal value. It holds that H ∈ L (F(R;W )) [7, Section 3.2.2].

2.2. The spaces H1/2(R+;W ) and H
1/2
00 (R+;W ). The weak formulation associated to (1.1a)-(1.1b)

is based on the Sobolev spaces of fractional order H1/2. The key property to link these spaces to the theory
developed in the previous section is that they can be defined equivalently using the Riemann-Liouville
fractional derivatives of order α = 1/2 (Proposition 2.4).

Definition 2.1 (Sobolev-Slobodeckij spaces). Let −∞ ≤ a < b ≤ ∞ and I = (a, b).
1. H1/2(I;W ) is the set of functions v ∈ L2(I;W ) for which the norm

(2.4) ‖v‖2H1/2(I;W ) := ‖v‖2L2(I;W ) +

∫

I

∫

I

‖v(s)− v(t)‖2W
|s− t|2

dsdt

is finite.

2. H
1/2
00 (I;W ) is the set of functions v ∈ L2(I;W ) for which the following norm is finite

(2.5) ‖v‖2
H

1/2
00

(I;W )
:= ‖v‖2H1/2(I;W ) +

∫

I

‖v(t)‖2W
t− a

dt+

∫

I

‖v(t)‖2W
b− t

dt,

with the convention that the boundary terms do not appear in the case a = ∞ and/or b = ∞.

Proposition 2.2. Let −∞ ≤ a < b ≤ ∞ and I = (a, b).

1. A function v belongs to the interpolation space H̃1/2(I;W ) := [L2(I;W ), H1(I;W )]1/2 if and only

if v ∈ H1/2(I;W ) and the norms ‖·‖H̃1/2(I;W ) and ‖·‖H1/2(I;W ) are equivalent.

2. A function v belongs to the interpolation space H̃
1/2
00 (I;W ) := [L2(I;W ), H1

0 (I;W )]1/2 if and only

if v ∈ H
1/2
00 (I;W ) and the norms ‖·‖

H̃
1/2
00

(I;W )
and ‖·‖

H
1/2
00

(I;W )
are equivalent.
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Proof. If we can prove 1, then 2 follows from [16, Théorème 11.7 p.72]. The case a = −∞ and
b = ∞ is treated in [12, Theorem 5.6.9 p.452]. In the other cases it is possible to find an operator

E ∈ L(H̃1/2(I;W ), H̃1/2(R;W )) [16, Théorème 8.1 p.42]. The result then follows from [17, Theorem 3.18
p.81].

An important remark is that the space H
1/2
00 (I;W ) is strictly included in the space H

1/2
0 (I;W ), i.e. the

closure of C∞
0 (R+;W ) in the H1/2(I;W ) norm. Moreover the embeddings F0(R+;W ) ⊂ H

1/2
00 (I;W ) and

F(R+;W ) ⊂ H1/2(I;W ) are dense [9, Lemma 3.7]. The following important integration by parts property
can be found in [15, Lemma 2.7].

Lemma 2.3. For v ∈ H
1/2
00 (R+;W ), it holds

(2.6) 〈Dv,w〉F ′

0
(R+;W ) =

∫

R+

(
D

1/2
+ v,D

1/2
− w

)

W
dt, ∀w ∈ F(R+;W ),

where the D
1/2
+ derivative has to be understood in the F ′

0(R+;W ) sense.

We also have the following characterizations of the spaces H
1/2
00 (R+;W ) and H1/2(R+;W ) [9, Lemmas

3.8 and 3.9]. Together with the previous lemma, it allows us to derive the weak formulation of our problem
and obtain that the associated bilinear form is continuous.

Proposition 2.4. The following properties hold:

1. A function v ∈ L2(R+;W ) belongs to H1/2(R+;W ) if and only if its F ′(R+;W )-derivative D
1/2
− v

belongs to L2(R+;W ). Moreover, the norm

‖v‖2
H

1/2
−

(R+;W )
:= ‖v‖2L2(R+;W ) +

∥∥∥D1/2
− v

∥∥∥
2

L2(R+;W )
, ∀v ∈ H1/2(R+;W ),

is equivalent to ‖·‖H1/2(R+;W ) defined in (2.4).

2. A function v ∈ L2(R+;W ) belongs to H
1/2
00 (R+;W ) if and only if its F ′

0(R+;W )-derivative D
1/2
+ v

belongs to L2(R+;W ). Moreover, the norm

‖v‖2
H

1/2
+

(R+;W )
:= ‖v‖2L2(R+;W ) +

∥∥∥D1/2
+ v

∥∥∥
2

L2(R+;W )
, ∀v ∈ H

1/2
00 (R+;W ),

is equivalent to ‖·‖
H

1/2
00

(R+;W )
defined in (2.5).

2.3. Initial-value problems. Associated to A, we define the bilinear form a ∈ B(V, V ) as a(v, w) :=
〈Av, w〉V ∗ for all v, w ∈ V and assume that there exist 0 < λ− ≤ λ+ < ∞ such that

a(v, w) ≤ λ+‖v‖V ‖w‖V , ∀v, w ∈ V,(2.7a)

a(v, v) ≥ λ−‖v‖2V , ∀v ∈ V,(2.7b)

i.e. a is continuous and coercive on V , respectively. We see that (2.7a) follows from the assumption that
A ∈ L(V, V ∗). Note that here λ− is chosen as the largest possible constant such that (2.7b) holds. We
introduce the normed vector spaces

X := H
1/2
00 (R+;H) ∩ L2(R+;V ), ‖v‖2X := ‖v‖2

H
1/2
00

(R+;H)
+ ‖v‖2L2(R+;V ) , ∀v ∈ X ,

Y := H1/2(R+;H) ∩ L2(R+;V ), ‖v‖2Y := ‖v‖2H1/2(R+;H) + ‖v‖2L2(R+;V ) , ∀v ∈ Y.

Note that X and Y are isomorphic to (H
1/2
00 (R+)⊗H)∩ (L2(R+)⊗V ) and (H1/2(R+)⊗H)∩ (L2(R+)⊗V ),

respectively [15, (3.1)]. This will be used later in the approximation theory to split the error estimation
between the spatial and the temporal components. The weak formulation of (1.1a)-(1.1b) is then: given
f ∈ Y∗, find u ∈ X such that

(2.8) b(u, v) :=

∫

R+

[(
D

1/2
+ u,D

1/2
− v

)

H
+ a(u, v)

]
dt = 〈f, v〉Y∗ , ∀v ∈ Y.
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This is justified by Lemma 2.3. Due to Proposition 2.4, it is clear that b is a continuous bilinear form. Let
us define for η ∈ R the operator

Hη := R> (cos(πη)Id + sin(πη)H)E0,

where H is defined in (2.3). Then Hη ∈ L(X ,Y) [7, Section 3.5] and we obtain the following important result.
The well-posedness of (2.8) has been shown in [9, Section 4.1], while the inf-sup property can be found in
[15, Section 2.9]. In [7] both results have been obtain using a different approach based on splitting the space
H1/2(R;H) into symmetric and antisymmetric functions. In particular, in [15] the inf-sup condition (2.9)
has been obtained only for small values of η. The general result can however be found in [7, Theorem 3.5.2].

Proposition 2.5. Assume that (2.7a)-(2.7b) hold. Then for all f ∈ Y∗, (2.8) admits a unique solution
u ∈ X . Furthermore for all η ∈

(
0, 12
)
, there exists β = β(η) > such that

(2.9) b(v,H−ηv) ≥ β(η) ‖v‖X
∥∥H−ηv

∥∥
Y
, ∀v ∈ X .

We point out that (2.9) is a stronger condition than the usual inf-sup inequality. It provides us with
an explicit way of defining inf-sup stable pairs of discrete spaces. Indeed, considering a discrete trial space,
an associated test space can be chosen as the image of the trial space by H−η for some η ∈

(
0, 1

2

)
. This is

explained in Section 4. It is also used in [7, Theorem 3.5.2] to prove that (2.8) is well-posed.

2.4. Regularity results. We present here some new regularity results for solutions of linear parabolic
equations. Since it is not the main focus of this paper, we refer to [7, Section 3.6] for the associated proofs.
The usual regularity theory for parabolic equations is based on the assumption that the right-hand side is
analytic with respect to its time variable [20]. In that case, it can be shown that the solution inherits this
regularity except for a potential algebraic singularity at the initial time due to an incompatibility between
f and the initial condition. We extend this theory to Gevrey classes. Such regularity allows for instance to
localize right-hand side functions since they can have compact supports, which is not the case of analytic
functions. The technique used to prove this result is the same as in [20], namely it is based on the spectral
decomposition of the operator A.

Definition 2.6 (Gevrey class). Let I = (a, b) ⊂ R be an interval for some −∞ < a < b ≤ ∞. For
δ ≥ 1 and θ ≥ 0, we say that v is of Gevrey type (δ, θ) and we write v ∈ G δ,θ(I;H) if v ∈ C(I;H) and there
exist Cv, dv > 0 such that

(2.10)
∥∥∥v(l)(t)

∥∥∥
H

≤ Cvd
l
vΓ(l + 1)δ(t− a)θ−l, ∀l ∈ N, t ∈ I,

where Γ(s) denotes the Gamma function for s > 0. Moreover we say that v is of Gevrey type δ and write
u ∈ G δ(I;H) if v ∈ C(I;H) and there exist Cv, dv > 0 such that

(2.11)
∥∥∥v(l)(t)

∥∥∥
H

≤ Cvd
l
vΓ(l + 1)δ, ∀l ∈ N0, t ∈ I.

If I is bounded, then G δ,θ̄(I;H) ⊂ G δ,θ(I;H) for all 0 ≤ θ ≤ θ̄ < ∞. We point out that the bound (2.10)
is assumed to hold only for l ∈ N. Hence we control the derivatives of the function but do not enforce that
v(a) = 0. This point is crucial since it allows us in principle to treat solutions of parabolic equations with
non-homogeneous initial value. In order to allow v(a) 6= 0, condition (2.10) could be equivalently replaced
by

∥∥∥v(l)(t)
∥∥∥
H

≤ Cvd
l
vΓ(l + 1)δ(t− a)min(0,θ−l), ∀l ∈ N0, t ∈ I.

Proposition 2.7. Let f ∈ L2(R+;H) satisfy ess supp f ⊂ I = [0, T ] and f ∈ G δ(I;H) for some
0 < T < ∞ and δ ≥ 1. Then for any T < T∞ ≤ ∞ we have for I∞ = (T, T∞)

u|I ∈ G
δ,1(I;H) ∩ G

δ,1/2(I;V ), u|I∞ ∈ G
1,1/2(I∞;H) ∩ G

1,0(I∞;V ),

where u ∈ X is the solution of (2.8) associated to f .
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Remark 2.8. The previous proposition implies that for every T∞, there exist Cu, du > 0 such that for
all l ∈ N it holds

∥∥∥u(l)(t)
∥∥∥
H

≤ Cud
l
uΓ(l + 1)(t− T )1/2−l,

∥∥∥u(l)(t)
∥∥∥
V
≤ Cud

l
uΓ(l + 1)(t− T )−l, ∀t ∈ I∞.

It is important to point out that in this case neither Cu nor du depend on T∞.

3. hp-approximation in H1/2(I;H). As we will see in Section 4, equation (2.9) allows us to build
explicitly inf-sup stable pairs of discrete spaces. Using this approach yields quasi-optimality of the discrete
solution of (2.8). Hence to obtain convergence rates for the discretization, it is sufficient to investigate
approximation properties of the space X . In particular, we define in the following an interpolation operator

and derive associated error estimates in the H
1/2
00 (I;H)-norm. In this section, (H, (·, ·)H) denotes a generic

Hilbert space.

3.1. Piecewise polynomial approximation of functions in H1/2(I;H). For a bounded interval

I = (a, b) and M ∈ N, let T = {In}Mn=1 be a partition of I, where In = (tn−1, tn) and a = t0 < t1 < · · · <
tM = b. Furthermore we denote hn = tn − tn−1 for n = 1, . . . ,M . Associated to T , we consider a vector

p = {pn}Mn=1 ∈ N
M of polynomial degrees and define for l ∈ N0

Sp,l(I, T ;H) :=
{
v ∈ H l(I;H)

∣∣ v|In ∈ Ppn(In;H), n = 1, . . . ,M
}
,

where Ppn(In;H) denotes the space of polynomials of degree at most pn over In taking values in H . In
order to analyze piecewise polynomial approximation of functions in H1/2(I;H), we define for kn ∈ N0 and
an interval In

|v|2Hkn
J (In;H) :=

∫

In

∥∥∥v(kn)(t)
∥∥∥
2

H
(t− tn−1)

kn−1/2(tn − t)kn−1/2dt.

This quantity is a seminorm for a so-called Jacobi-weighted Sobolev space, whence the subscript J . When
taken over the reference interval Î := (−1, 1), the weight in the integral is the one associated with the
orthogonal Jacobi polynomials for a specific choice of parameters. This idea is strongly used in the error
analysis and was originally introduced by Guo and Babuška [3, 4] and Guo and Heuer [11]. We then introduce
an interpolation operator over Î and using an affine mapping between every In and Î, it yields an operator
πpn

In
such that

(
πpn

In
v
)
(tn−1) = v(tn−1) and

(
πpn

In
v
)
(tn) = v(tn) for every v ∈ C(In;H) and n = 1, . . . ,M . A

global interpolation operator is then defined for v ∈ C(I;H) as πp

T v|In = πpn

In
v. The proofs of the following

results can be found in [7, Chapter 4].

Proposition 3.1. Let I, T and p ∈ N
M be as above. Let further v ∈ C

(
I;H

)
and assume that for

every n ∈ {1, . . . ,M} there exists kn ∈ N such that pn + 1 ≥ kn and |v|Hkn
J (In;H) < ∞. Then it holds

‖v − πp

T v‖
2

H
1/2
00

(I;H) ≤ C

M∑

n=1

Γ(pn − kn + 2)

Γ(pn + kn + 1)
|v|2Hkn

J (In;H) ,(3.1a)

‖v − πp

T v‖
2

L2(I;H) ≤ C

M∑

n=1

(
hn

2

)
Γ(pn − kn + 2)Γ(pn + 1)

Γ(pn + kn + 1)Γ(pn + 2)
|v|2Hkn

J (In;H) ,(3.1b)

for a constant C > 0. Moreover v(tn) = (πp

T v) (tn) for all n = 0, . . . ,M .

Corollary 3.2. Let I, T and p ∈ N
M be as above. Furthermore let v ∈ C

(
I;H

)
and assume that for

every n ∈ {1, . . . ,M} there exists kn ∈ N such that pn + 1 ≥ kn and v|In ∈ Hkn(In;H). Then it holds

‖v − πp

T v‖
2

H
1/2
00

(I;H)
≤ C

M∑

n=1

(
hn

2

)2kn−1
Γ(pn − kn + 2)

Γ(pn + kn + 1)
|v|2Hkn (In;H) ,(3.2a)

‖v − πp

T v‖
2

L2(I;H) ≤ C

M∑

n=1

(
hn

2

)2kn Γ(pn − kn + 2)Γ(pn + 1)

Γ(pn + kn + 1)Γ(pn + 2)
|v|2Hkn (In;H) ,(3.2b)
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for a constant C > 0. Moreover v(tn) = (πp

T v) (tn) for all n = 0, . . . ,M .

Proof. It follows from the previous proposition and maxt∈In(t−tn−1)
kn−1/2(tn−t)kn−1/2 =

(
hn

2

)2kn−1
.

Remark 3.3. Using a similar argument we obtain

‖u− πp

T u‖
2

H
1/2
00

(I;H)
≤ C

(
|u|2H1

J (I1;H) +

M∑

n=2

(
hn

2

)2kn+1
Γ(pn − kn + 1)

Γ(pn + kn + 2)
|u|2Hkn+1(In;H)

)
,

‖u− πp

T u‖
2

L2(I;H) ≤ C

(
h1

2
|u|2H1

J (I1;H) +

M∑

n=2

(
hn

2

)2kn+2
Γ(pn − kn + 1)Γ(pn + 1)

Γ(pn + kn + 2)Γ(pn + 2)
|u|2Hkn+1(In;H)

)
,

with pn ≥ max (kn, 1) ∈ N0 for n = 1, . . . ,M . This estimate is particularly useful if u contains a singularity
at the endpoint a so that u|I1 6∈ H1(I1;H).

Remark 3.4. Using the bounds [7, (A.1.4)] on the Gamma function, if v ∈ Hk(I;H) for some k ∈ N

and choosing hn = h and pn = p ≥ k− 1 for all n ∈ {1, . . . ,M}, we obtain that there exists C > 0 such that

‖v − πp

T v‖H1/2
00

(I;H)
≤ C

(
he

2p

)k−1/2

|v|Hk(I;H) ,

‖v − πp

T v‖L2(I;H) ≤ C

(
he

2p

)k

|v|Hk(I;H) .

This allows us to derive convergence rates for h- and p-refinements in time; see Remark 4.5.

Using Remark 3.3, it is possible to derive high-order convergence for the approximation of the solution
of (2.8). As discussed in Section 2.4, assuming that the right-hand side is smooth in time, then the asso-
ciated solution will also be smooth except for a potential algebraic singularity at the initial time due to an
incompatibility between f and the initial condition. The weighted seminorm allows us then to treat this
singularity.

3.2. Exponential convergence of Gevrey functions. As Proposition 2.7 suggests, solutions of
parabolic equations typically contain an algebraic singularity at the initial time. To circumvent the lack of
regularity of functions in G δ,θ(I;H), a graded mesh towards the singularity is considered. More specifically,
for σ ∈ (0, 1) and M ∈ N, we define

(3.3) tσ,0 = a, tσ,m = a+ (b− a)σM−m, m = 1, . . . ,M,

and Tσ := {Iσ,m}Mm=1, where Iσ,m := (tσ,m−1, tσ,m) for m = 1, . . . ,M . It yields that for κ = σ−1 − 1

(3.4) hσ,m = tσ,m − tσ,m−1 = κ(b− a)σM−m+1.

Furthermore, given µ > 0 and δ ≥ 1, we consider the vector of polynomial degrees pµ,δ := {pµ,δ,m}Mm=1
defined through

(3.5) pµ,δ,1 = 1, pµ,δ,m = max
(
1,
⌊
µmδ

⌋)
, m = 2, . . . ,M.

We then denote N = dim (Spµ,δ (I, Tσ)). Since G δ,θ(I;H) ⊂ C
(
Iσ,1;H

)
, the interpolation operator π

pµ,δ

Tσ

is well-defined for functions in this space. In order to simplify the notations, we write πµ,σ,δ = π
pµ,δ

Tσ
. We

will need the following lemma in order to prove exponential convergence of the hp-approximation of Gevrey
functions.

Lemma 3.5. Let α > 0. Then there exists µ0 ≥ 1 such that for any M ∈ N and defining pn =
⌊
µnδ

⌋
for

some µ > µ0 and n = 1, . . . ,M , it holds

M∑

n=1

α2nΓ(pn − n+ 1)

Γ(pn + n+ 2)
Γ(n+ 2)2δ ≤ C,

for a constant C = C(α, µ, δ) > 0 independent of M .
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Proof. From [7, (A.1.3),(A.1.4)], it holds for µ ≥ 1 and n ∈ N

Γ(n+ 2) <
√
2πe33/2nn+3/2e−n,

Γ(pn − n+ 1)

Γ(pn + n+ 2)
≤ Γ(µnδ − n+ 1)

Γ(µnδ + n+ 1)
≤ e

(
µnδ

e

)−2n

.

It follows that there exists C > 0 such that for all n = 1, . . . ,M

α2nΓ(pn − n+ 1)

Γ(pn + n+ 2)
Γ(n+ 2)2δ ≤ Cn3δ

(
α

µeδ−1

)2n

.

Defining

(3.6) µ0 = max
(
1,

α

eδ−1

)
,

it follows that for any µ > µ0, we have

α

µeδ−1
=: ζ ∈ (0, 1).

Hence we get

M∑

n=1

α2nΓ(pn − n+ 1)

Γ(pn + n+ 2)
Γ(n+ 2)2δ ≤ C

M∑

n=1

n3δζn ≤ C
∞∑

n=1

n3δζn,

and it can be shown using for instance a ratio test that the last series converges.

Proposition 3.6. Let u ∈ G δ,θ(I;H) for some θ > 1/4, δ ≥ 1 and assume that the constants Cu and
du in (2.10) are independent of |I|. For σ ∈ (0, 1) and M ∈ N, define Tσ through (3.3). Then there exists
µ0 ≥ 1 such that defining pµ,δ through (3.5) for any µ > µ0, it holds

(3.7) ‖u− πµ,σ,δu‖H1/2
00

(I;H)
≤ C |I|θ exp

(
−βN

1
δ+1

)
,

for some constants C, β > 0 independent of |I|.
Proof. On Iσ,1, we have the following bound [7, Lemma 4.3.1]

|u|2H1
J (Iσ,1;H) ≤ C(b − a)2θσ2θ(M−1),

for a constant C > 0. Furthermore, from [7, Lemma 4.3.3], we have that there exist C, d > 0 such that for
all l ∈ N and m ∈ {2, . . . ,M} it holds

|u|2Hl(Iσ,m;H) ≤ C(b− a)2θ+1

(
d

b− a

)2l

Γ(l + 1)2δσ(M−m+1)(2(θ−l)+1).

From (3.4), we then have

(
hσ,n

2

)2kn+1

|u|2Hkn+1(Iσ,n;H) ≤ C(θ, σ)d(b − a)2θ
(
κd

2

)2kn+1

Γ(kn + 2)2δσ2θ(M−n+1),

so that Remark 3.3 yields

‖u− πµ,σ,δu‖2H1/2
00

(I;H)
≤ C(b − a)2θσ2θM

(
1 +

M∑

n=2

(
κd

2

)2kn Γ(pn − kn + 1)

Γ(pn + kn + 2)
Γ(kn + 2)2δσ−2θn

)
.
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We then choose kn = n and apply Lemma 3.5 with α = κd
2σθ . Hence there exists a constant C(θ, σ, δ, µ) > 0

such that

‖u− πµ,σ,δu‖2H1/2
00

(I;H)
≤ C(b− a)2θσ2θM = C(b − a)2θ exp (−2θ |log(σ)|M) .

The result then follows with

(3.8) β =
θ |log(σ)|
µ

1
δ+1

,

since

N = 1 +

M∑

n=2

⌊
µnδ

⌋
≤ µ

(
M∑

n=1

nδ

)
≤ µM δ+1.

Proposition 3.7. Let u ∈ G δ,θ(I;H) for some θ ≥ 0, δ ≥ 1 and assume that the constants Cu and
du in (2.10) are independent of |I|. For σ ∈ (0, 1) and M ∈ N, define Tσ through (3.3). Then there exists
µ0 ≥ 1 such that defining pµ,δ through (3.5) for any µ > µ0, it holds

(3.9) ‖u− πµ,σ,δu‖L2(I;H) ≤ C |I|1/2 max
(
|I|θ , 1

)
exp

(
−βN

1
δ+1

)
,

for some constants C, β > 0.

Proof. The argument is the same as for the proof of Proposition 3.6 except that the estimate of
|u|H1

J (Iσ,1;H) is replaced by [7, Lemma 4.3.2]

‖u− πµ,σ,δu‖2L2(Iσ,1;H) ≤ C(b − a)σM−1.

Propositions 3.6 and 3.7 are very similar and since ‖v‖L2(I;H) ≤ ‖v‖
H

1/2
00

(I;H)
for all v ∈ H

1/2
00 (I;H),

the second is a consequence of the first one. However, we point out that Proposition 3.6 does not allow for
values θ ∈ [0, 1/4] while Proposition 3.7 does. Furthermore the reason for making the constant explicit in
|I| in (3.7) and (3.9) is that we will use these results for the approximation of the solution of (2.8) which is
defined on the unbounded domain R+.

4. Space-time Petrov-Galerkin approximation. In this section, we introduce a space-time dis-

cretization for the solution of (2.8) and derive associated convergence rates. Let
(
Θl

X

)
l∈N

⊂ H
1/2
00 (R+) and(

Σm
V

)
m∈N

⊂ V be two sequences of finite dimensional dense spaces. Based on this, we define for l ∈ N and

η ∈
(
0, 12
)

X l := Θl
X ⊗ Σl

V , Y l := Θl
Y ⊗ Σl

V ,

where Θl
Y := H−η

(
Θl

X

)
=
{
H−η

(
vl
) ∣∣ vl ∈ Θl

X

}
. Then the sequence

(
X l
)
l∈N

is dense in X [27, Theorem

3.12]. Furthermore, we have the following result which is a direct consequence of Proposition 2.5. We point
out that the choice of η is arbitrary and only influences the inf-sup constant associated to the bilinear form
b [7, Remark 3.4.2].

Proposition 4.1. Assume that (2.7a)-(2.7b) hold and let X l be as above, η ∈
(
0, 12
)
and Θl

Y :=

H−η
(
Θl

X

)
. Then for any f ∈ Y∗ and l ∈ N, there exists a unique ul ∈ X l such that

(4.1) b(ul, vl) = 〈f, vl〉Y∗ , ∀vl ∈ Y l.

Moreover, there exists C = C(η) > 0 such that

(4.2)
∥∥u− ul

∥∥
X
≤ C inf

wl∈X l

∥∥u− wl
∥∥
X
,

where u ∈ X is the unique solution of (2.8) associated to f .
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Proof. We already know that the bilinear form b : X l × Y l → R is continuous. Furthermore, (2.9) and
the construction of Y l yield that

inf
06=vl∈X l

sup
06=wl∈Yl

b
(
vl, wl

)

‖vl‖X ‖wl‖Y
≥ inf

06=vl∈X l

b
(
vl,H−η

(
vl
))

‖vl‖X ‖H−η (vl)‖Y
≥ β(η).

This condition implies that the operator associated to b(·, ·) defined on the discrete spaces is injective. Since
dim

(
X l
)
= dim

(
Y l
)
< ∞, we obtain that it is surjective which is equivalent to say that it is non-degenerate.

Hence it follows from [6, Theorem 3.6] that (4.1) admits a unique solution for any f ∈
(
Y l
)∗

and in particular
for any f ∈ Y∗.

It remains to show (4.2). Note that we have the Galerkin orthogonality b
(
u− ul, vl

)
= 0 for all vl ∈ Y l

since Y l ⊂ Y. It follows from the inf-sup condition that for any wl ∈ X l, there exists vl ∈ Y l such that

β(η)
∥∥ul − wl

∥∥
X

∥∥vl
∥∥
Y
≤ b

(
ul − wl, vl

)
= b

(
u− wl, vl

)
≤ ‖b‖B(X ,Y)

∥∥u− wl
∥∥
X

∥∥vl
∥∥
Y
.

Hence, for all wl ∈ X l it holds

∥∥u− ul
∥∥
X

≤
∥∥u− wl

∥∥
X
+
∥∥ul − wl

∥∥
X

≤
(
1 +

‖b‖B(X ,Y)

β(η)

)
∥∥u− wl

∥∥
X
.

Using the tensor structure of X , if we can define two operators ΠΘl
X

∈ L(L2(R+),Θ
l
X ) and ΠΣl

V
∈

L(H,Σl
V ), then we can estimate the error bound of the full operator Πl

X := ΠΘl
X

⊗ΠΣl
V
: X → X l from the

relation

(Id⊗ Id)− (ΠΘl
X

⊗ΠΣl
V
) =

((
Id−ΠΘl

X

)
⊗ΠΣl

V

)
+
(
Id⊗

(
Id−ΠΣl

V

))
.

Indeed, using a triangular inequality and the continuity of ΠΘl
X

and ΠΣl
V
, we obtain

(4.3)
∥∥u−Πl

Xu
∥∥
X
≤ C

(∥∥∥u−
(
ΠΘl

X

⊗ Id
)
u
∥∥∥
X
+
∥∥∥u−

(
Id⊗ΠΣl

V

)
u
∥∥∥
X

)
.

It follows that in order to obtain convergence rates for the discrete solution ul ∈ X l, we only need to derive

approximation properties for the spaces V and H
1/2
00 (R+).

Remark 4.2. We see that the construction of a basis of Θl
Y necessitates to apply the operator H−η

to elements in Θl
X . In principle, this needs to be done using numerical integration, which can lead to

approximation errors. However, in [7, Chapter 6], explicit formulas to build the matrices associated to Θl
X

and Θl
Y in the case of continuous piecewise polynomial basis functions are presented.

4.1. hp-approximation for the time variable. In this section, we discuss approximation for the time

variable in the H
1/2
00 (R+)-norm. This is essentially the same theory as the one developed in Section 3 except

that we approximate functions on the unbounded domain R+. Let us assume that f satisfies the assumption
of Proposition 2.7, i.e. there exist 0 < T < ∞ and δ ≥ 1 such that f ∈ L2(R+;H), ess supp f ⊂ [0, T ] and
f ∈ G δ((0, T );H). We split R+ in three subintervals for the analysis, namely (0, T ), (T, T∞) and (T∞,∞)
for a T∞ to be defined later.

Given two grading factors σ1, σ2 ∈ (0, 1) and M ∈ N, we consider a mesh Tσ = {Iσ,n}2M+1
n=1 , where

Iσ,n = (tσ,n−1, tσ,n) for

(4.4) tσ,0 = 0, tσ,m = TσM−m
1 , tσ,M+m = T +MσM−m

2 , m = 1, . . . ,M,

where σ = (σ1, σ2). Moreover we choose tσ,2M+1 = T +M + σ2 and T∞ = T +M . The choice of tσ,2M+1

is arbitrary and any constant instead of σ2 will lead to the result presented below. Furthermore, for slope
parameters µ1, µ2 > 0 and δ ≥ 1, we choose for m = 2, . . . ,M

(4.5) pµ,δ,1 = pµ,δ,M+1 = pµ,δ,2M+1 = 1, pµ,δ,m = max
(
1,
⌊
µ1m

δ
⌋)

, pµ,δ,M+m = max (1, ⌊µ2m⌋) ,
10



and denote pµ,δ := {pµ,δ,m}2M+1
m=1 for µ := (µ1, µ2). Let Nt := dim

(
S
pµ,δ,1
0 (R+, Tσ)

)
, where

S
pµ,δ,1
0 (R+, Tσ) :=

{
v ∈ H1

0 (R+)
∣∣∣ v|Iσ,n

∈ Ppµ,δ,n(Iσ,n), n = 1, . . . , 2M + 1, v|(tσ,2M+1,∞) = 0
}
.

We then define

(4.6)
(
πσ,µ,δ
Nt

u
)
(t) :=





(
π
pµ,δ,n

Iσ,n
u
)
(t) t ∈ Iσ,n, n ∈ {1, . . . , 2M},(

tσ,2M+1−t
hσ,2M+1

)
u(T∞) t ∈ Iσ,2M+1,

0 t > tσ,2M+1,

where π
pµ,δ,n

Iσ,n
is the interpolation operator defined in Section 3.1 for n ∈ {1, . . . , 2M}. In other words, we

use the interpolation operator built in Section 3.1 on the intervals (0, T ) and (T, T∞) while on (T∞, tσ,2M+1)
we consider a linear interpolation of the function. The reason for choosing a linear approximation on the
last interval and not a constant approximation is to ensure that we obtain a continuous element. On the
remaining of the interval, since the solution u associated to f decays exponentially, we approximate the
function by zero. In particular, we have the following lemma. The proof is omitted and we refer the reader
to [7, Lemma 5.2.1].

Lemma 4.3. Let f ∈ L2(R+;H) satisfy ess supp f ⊂ [0, T ] for some 0 < T < ∞. Then there exist
C, b > 0 such that for any T < T∞ < ∞ it holds

∥∥∥u− πσ,µ,δ
Nt

u
∥∥∥
L2((T∞,∞);V )

≤ Ce−b(T∞−T ),

∥∥∥u− πσ,µ,δ
Nt

u
∥∥∥
H

1/2
00

((T∞,∞);H)
≤ Ce−b(T∞−T ).

We point out that this result is independent of the choice of the parameters σ, µ and δ. In fact, it
only depends on T∞ and tσ,2M+1. It can hence also be used in the case of h- or p-approximation to obtain
convergence results. We then obtain the following important result.

Theorem 4.4. Let f ∈ L2(R+;H) satisfy ess supp f ⊂ [0, T ] and f ∈ G
δ([0, T ];H) for some δ ≥ 1 and

0 < T < ∞. Furthermore let Tσ be defined according to (4.4) for given M ∈ N and σ1, σ2 ∈ (0, 1). Then
there exists µ0 = (µ1,0, µ2,0) > 0 such that defining pµ,δ as (4.5) for any µ > µ0, there exist C, b > 0 with

∥∥∥u− πσ,µ,δ
Nt

u
∥∥∥
X

≤ C exp

(
−bN

1
δ+1

t

)
.

Proof. To simplify the notations, we write I1 = (0, T ), I2 = (T, T∞) and I3 = (T∞,∞). From [7, Remark
A.2.5], there exists C > 0 such that

∥∥∥u− πσ,µ,δ
Nt

u
∥∥∥
2

X
≤ C

(∥∥∥u− πσ,µ,δ
Nt

u
∥∥∥
2

L2(I1;V )
+
∥∥∥u− πσ,µ,δ

Nt
u
∥∥∥
2

L2(I2;V )
+
∥∥∥u− πσ,µ,δ

Nt
u
∥∥∥
2

L2(I3;V )

+
∥∥∥u− πσ,µ,δ

Nt
u
∥∥∥
2

H
1/2
00

(I1;H)
+
∥∥∥u− πσ,µ,δ

Nt
u
∥∥∥
2

H
1/2
00

(I2;H)
+
∥∥∥u− πσ,µ,δ

Nt
u
∥∥∥
2

H
1/2
00

(I3;H)

)
.

Note that

Nt = 2 +

M∑

m=2

(⌊
µ1m

δ
⌋
+ ⌊µ2m⌋

)
≤ 2max (1, µ1, µ2)

M∑

m=1

mδ ≤ 2max (1, µ1, µ2)M
δ+1.

From Lemma 4.3 and since T∞ = T +M , there exists b̃3 > 0 such that

∥∥∥u− πσ,µ,δ
Nt

u
∥∥∥
L2(I3;V )

≤ C3 exp
(
−b̃3(T∞ − T )

)
= C3 exp

(
−b̃3M

)
≤ C3 exp

(
−b3N

1
δ+1

t

)
,

∥∥∥u− πσ,µ,δ
Nt

u
∥∥∥
H

1/2
00

(I3;H)
≤ C3 exp

(
−b̃3(T∞ − T )

)
= C3 exp

(
−b̃3M

)
≤ C3 exp

(
−b3N

1
δ+1

t

)
,
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where b3 = b̃3 (2max (1, µ1, µ2))
− 1

δ+1 . From Proposition 2.7, it holds

u|I1 ∈ G
δ,1(I1;H) ∩ G

δ,1/2(I1;V ), u|I2 ∈ G
1,1/2(I2;H) ∩ G

1,0(I2;V ),

and Remark 2.8 yields that the constants Cu and du in (2.10) on the interval I2 are independent of T∞.
From Propositions 3.6 and 3.7, there exist µ1,H , µ1,V > 0 such that for µ1 > max (µ1,H , µ1,V ) =: µ1,0 it
holds

∥∥∥u− πσ,µ,δ
Nt

u
∥∥∥
L2(I1;V )

≤ C1 exp

(
−b1N

1
δ+1

t

)
,

∥∥∥u− πσ,µ,δ
Nt

u
∥∥∥
H

1/2
00

(I1;H)
≤ C1 exp

(
−b1N

1
δ+1

t

)
.

Using the same argument together with the explicit dependence on |I2| in (3.7) and (3.9), there exist
µ2,H , µ2,V > 0 such that for µ2 > max (µ2,H , µ2,V ) =: µ2,0 it holds

∥∥∥u− πσ,µ,δ
Nt

u
∥∥∥
L2(I2;V )

≤ C2 exp
(
−b2

√
Nt

)
≤ C2 exp

(
−b2N

1
δ+1

t

)
,

∥∥∥u− πσ,µ,δ
Nt

u
∥∥∥
H

1/2
00

(I2;H)
≤ C2 exp

(
−b2

√
Nt

)
≤ C2 exp

(
−b2N

1
δ+1

t

)
.

Wrapping up everything, we obtain the desired result.

Remark 4.5. Using Remark 3.4, we can also obtain convergence results for h- and p-refinements con-
sidering a quasi-uniform mesh and a fixed polynomial degree. However in the case of h-approximation, due
to the fact that the solution is approximated over an unbounded domain, the convergence rate is decreased
by a logarithmic factor. More precisely, assume that f ∈ L2(R+;H) satisfy ess supp f ⊂= [0, T ] for some
0 < T < ∞ and that there exists r ≥ 0 such that

(4.7) u|I ∈ Hr+1((0, T );H) ∩Hr+1/2((0, T );V ) and u|(T,∞) ∈ Hr+1((T,∞);H) ∩Hr+1/2((T,∞);V ).

Then for p,M ∈ N, h1 = T
M and h2 = 2min(p,r)+1

2M , we define

(4.8) t0 = 0, tj = jh1, tj+M = T + jh2, pj = p, j = 1, . . . ,M.

It is then possible to show that [7, Remark 5.2.5]

(4.9)
∥∥u− πp

Nt
u
∥∥
X
≤ C

(
log(Nt)

Nt

)min(p,r)+1/2

,

where Nt = Mp and πp
Nt

is the interpolation operator defined in (4.6) associated to the mesh defined through
(4.8) and the vector of fixed polynomial degrees equal to p.

Turning to the p-refinement case, let f be as above and assume that there exist C, d > 0 such that

|u|Hr((0,T );V ) ≤ CdrΓ(r + 1), |u|Hr((T,∞);V ) ≤ Cdr , r ∈ N0.

For p,M ∈ N, h1 = T
M and h2 = p

M , the underlying fixed mesh and the vector of polynomial degrees are
defined as in (4.8). It is then possible to show that [7, Remark 5.2.6]

∥∥u− πp
Nt

u
∥∥
X

≤ Ce−bp,

for some constants C, b > 0.

4.2. Space-time approximation. So far, we only derived error estimates for the approximation of
the temporal variable. We now turn to the full space-time discretization. First, we derive error estimates in
an abstract setting and apply this theory to space-time h-refinement. In a second step, the two-dimensional
heat equation in a polygonal domain is considered. We show that using an hp-approximation in both time
and space it is possible to obtain exponential convergence with respect to the total number of degrees of
freedom. Since we consider in this section both space and time approximations, we use t and x as subscripts
associated to the temporal and spatial component, respectively.
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4.2.1. An abstract result. Let us consider a sequence of Hilbert spaces {Xs}s≥0 such that X0 = H ,
Xε = V for some ε ≥ 0 and Xs2 ⊂ Xs1 for all 0 ≤ s1 ≤ s2 < ∞. We also assume that the norm on Xs is
equivalent to the interpolation norm on [Xs1 , Xs2 ]θ for any ε ≤ s1 < s < s2 < ∞ and θ = s−s1

s2−s1
. The spaces

Xs are then called smoothness spaces associated to (H,V ).

Definition 4.6 (Approximation of order s). Let {Xs}s≥0 be a sequence of smoothness spaces associ-
ated to (H,V ) and ε ≤ s < ∞. Then a sequence of finite dimensional spaces {VNx}Nx∈N ⊂ V is said to be
an approximation of order s of the pair (H,V ) (or equivalently (X0, Xε)) if for every Nx ∈ N there exists
an operator ΠNx : V → VNx such that for ε ≤ s ≤ s and v ∈ Xs it holds

‖v −ΠNxv‖V ≤ CsN
−(s−ε)
x ‖v‖Xs

,

‖v −ΠNxv‖H ≤ CsN
−s
x ‖v‖Xs

,

for a constant Cs > 0.

Based on this, we derive convergence rates for the h-approximation discussed in Remark 4.5. The mesh
defined through (4.8) will be denoted Tt,h. Furthermore, we write pt for the vector of fixed polynomial
degrees.

Proposition 4.7. Let {VNx}Nx∈N ⊂ V be an approximation of order s of the pair (H,V ) = (X0, Xε)
and f ∈ L2(R+;H) satisfy ess supp f ⊂= [0, T ] for some 0 < T < ∞. Given pt, Nt, Nx ∈ N such that
Nt

pt
∈ N, we denote u

(Nt,Nx)
h the unique solution of (4.1) in the discrete space

X (Nt,Nx)
h := Spt,1

0 (R+, Tt,h)⊗ VNx .

Let us assume that

u|(0,T ) ∈ Hr+1((0, T );H) ∩Hr+1/2((0, T );V ) and u|(T,∞) ∈ Hr+1((T,∞);H) ∩Hr+1/2((T,∞);V )

for some r ≥ 0 and

u ∈ H
1/2
00 (R+;Xs) and u ∈ L2(R+;Xs+ε)

for some ε ≤ s ≤ s− ε. Then there exists C > 0 such that

∥∥∥u− u
(Nt,Nx)
h

∥∥∥
X
≤ C

(
N−s

x +

(
Nt

log(Nt)

)−(min(pt,r)+1/2)
)
.

Proof. From (4.2) and (4.3), we have

∥∥∥u− u
(Nt,Nx)
h

∥∥∥
X

≤ C
(∥∥u−

(
πpt

Nt
⊗ Id

)
u
∥∥
X
+ ‖u− (Id⊗ΠNx)u‖X

)
.

From (4.9), we have

∥∥u−
(
πpt

Nt
⊗ Id

)
u
∥∥
X
≤ C

(
Nt

log(Nt)

)−(min(pt,r)+1/2)

.

Since {VNx}Nx∈N is an approximation of order s of (H,V ), we have

‖IdV −ΠNx‖L(Xs+ε,V ) ≤ CsN
−s
x , ‖IdH −ΠNx‖L(Xs,H) ≤ CsN

−s
x .

Since H
1/2
00 (R+;H) and L2(R+;V ) are isomorphic to H

1/2
00 (R+)⊗H and L2(R+)⊗V , respectively, the result

follows by interpolation [27, Theorem 8.32(b)].

Example 4.8. Let D ⊂ R
d with d = 1, 2 be an interval or a bounded polygonal domain in the case d = 2

and define H = L2(D) and V = H1
0 (D). Then for every s ≥ 0, we define Xs = Hds(D)∩H1

0 (D) and choose
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ε = 1/d. In that case, the interpolation property follows from [26, Theorem 2 p.317]. Let us consider a
quasi-uniform mesh Tx,h of D with meshwidth hx. Given a polynomial degree px ∈ N, we consider the space
of continuous, piecewise polynomial functions

VNx := Spx,1
0 (D, Tx,h) :=

{
v ∈ H1

0 (D)
∣∣ v|T ∈ Ppx(T ), ∀T ∈ Tx,h

}
.

Then, there exist c1, c2 > 0 such that c1N
−1/d
x ≤ hx ≤ c2N

−1/d
x . From [24] (for d = 2) and [22] (for d = 1),

we can define for every VNx an interpolation operator ΠNx such that for any 1 ≤ l ≤ px + 1 it holds

‖v −ΠNxv‖L2(D) ≤ Chl ‖v‖Hl(D) ≤ CN−s
x ‖v‖Xs

, ∀v ∈ H l(D) ∩H1
0 (D),

‖v −ΠNxv‖H1(D) ≤ Chl−1 ‖v‖Hl(D) ≤ CN
−(s− 1

d)
x ‖v‖Xs

, ∀v ∈ H l(D) ∩H1
0 (D),

where s = l/d. It follows that the sequence of spaces {VNx}Nx∈N is an approximation of order px+1
d of the

pair (L2(D), H1
0 (D)). Hence if

u|(0,T ) ∈ Hpt+1((0, T );L2(D)) ∩Hpt+1/2((0, T );H1
0 (D)),

u|(T,∞) ∈ Hpt+1((T,∞);L2(D)) ∩Hpt+1/2((T,∞);H1
0 (D)),

and

u ∈ H
1/2
00 (R+;H

px(D) ∩H1
0 (D)) and u ∈ L2(R+;H

px+1(D) ∩H1
0 (D)),

then

(4.10)
∥∥∥u− u

(Nt,Nx)
h

∥∥∥
X
≤ C

(
N−px/d

x +

(
Nt

log(Nt)

)−(pt+1/2)
)
.

Moreover if u has support in (0, T ), the above estimate reduces to

(4.11)
∥∥∥u− u

(Nt,Nx)
h

∥∥∥
X
≤ C

(
N−px/d

x +N
−(pt+1/2)
t

)
.

4.2.2. Space-time hp-approximation of the two-dimensional heat equation. Let D ⊂ R
2 be

a (possibly non-convex) bounded polygonal domain and Av := − divx (τ∇xv) for some τ ∈
(
W 2,∞(D)

)2×2

such that there exists λ− > 0 satisfying

2∑

i,j=1

τi,j(x)ξiξj ≥ λ− |ξ|2 , ∀ξ ∈ R
2, x ∈ D.

In that case H = L2(D), V = H1
0 (D) and a(v, w) =

∫
D
(τ∇xv) · ∇xw. The problem in the weak form then

becomes: given f ∈ Y∗, find u ∈ X such that

(4.12)

∫

R+

∫

D

[
∂
1/2
t,+u(t, x)∂

1/2
t,− v(t, x) + (τ(x)∇xu(t, x)) · ∇xv(t, x)

]
dxdt = 〈f, v〉Y∗ , ∀v ∈ Y,

where ∂
1/2
t,+ and ∂

1/2
t,− denote the operators D

1/2
+ and D

1/2
− with respect to the temporal variable, respectively.

In order to account for the spatial regularity, we introduce weighted Sobolev spaces which are used in
the regularity theory of elliptic equations. We follow here [22, Chapter 4]. Let A1, . . . , AL denote the vertices
of D, γ = (γ1, . . . , γL) ∈ [0, 1)L and

(4.13) Φγ(x) :=

L∏

j=1

(rj(x))
γj , ri(x) := min (1, |x−Ai|) , ∀x ∈ D, i = 1, . . . , L.
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Then for a Hilbert space (H, (·, ·)H) and m ≥ l ≥ 1, we define the weighted Bochner-Sobolev space
Hm,l

γ (D;H) as the space of functions v ∈ L2(D;H) for which

‖v‖2Hm,l
γ (D;H) := ‖v‖2Hl−1(D;H) + |v|2Hm,l

γ (D;H) < ∞,

where

|v|2Hm,l
γ (D;H) :=

m∑

k=l

∑

|α|=k

‖Φγ+k−l∂
α
x v‖2L2(D;H) .

Definition 4.9. Let D ⊂ R
2 be a bounded polygonal domain, (H, (·, ·)H) a Hilbert space and γ =

(γ1, . . . , γL) ∈ [0, 1)L. For l ≥ 1, v ∈ Bl
γ(D;H) if v ∈ Hm,l

γ (D;H) for all m ≥ l and there exist Cv > 0 and
dv ≥ 1 such that for all k ≥ l it holds

∑

|α|=k

‖Φγ+k−l∂
α
x v‖L2(D;H) ≤ Cvd

k−l
v Γ(k − l + 1),

where Φγ is defined in (4.13).

Functions in B2
γ(D;H) are globally continuous, analytic inside D and contain potential algebraic singu-

larities at the vertices A1, . . . , AL.
For δ ≥ 1, σt,1, σt,2 ∈ (0, 1) and µt,1, µt,2 > 0, let Tσt and pµt,δ be defined through (4.4) and (4.5),

respectively. Here we have used the notation σt = (σt,1, σt,2) and µt = (µt,1, µt,2). Furthermore, let Tσx be
a proper graded mesh of D for a grading factor σx ∈ (0, 1). Given a slope parameter µx > 0, pµx denotes
a polynomial distribution associated to Tσx whose elements are increasing linearly away from the vertices
A1, . . . , AL. We refer the reader to [22, Chapter 4] for the construction of Tσx and pµx . Let then

XN
σ,µ,δ := S

pµt,δ,1
0 (R+, Tσt)⊗ S

pµx ,1
0 (D, Tσx ),

where σ = (σt,1, σt,2, σx), µ = (µt,1, µt,2, µx) and

S
pµx ,1
0 (D, Tσx) :=

{
v ∈ H1

0 (D)
∣∣ v|T ∈ Ppµx,T (T ), ∀T ∈ Tσx

}
⊂ C(D).

In the following theorem, Nx := dim
(
S
pµx ,1
0 (D, Tσx)

)
and Nt = dim

(
S
pµt,δ,1
0 (R+, Tσt)

)
denote the number

of degrees of freedom associated to the spatial and temporal approximations, respectively. Furthermore,
N = NxNt.

Theorem 4.10. Let f ∈ L2(R+;L
2(D)) satisfy ess supp f ⊂ [0, T ] and f ∈ G δ((0, T );L2(D)) for some

0 < T < ∞ and δ ≥ 1. Furthermore assume that u ∈ H
1/2
00 (R+;B2

γ(D) ∩H1
0 (D)). Then for grading factors

σ1, σ2, σx ∈ (0, 1), there exist µ0 = (µt,1,0, µt,2,0, µx,0) > 0 such that for all µ > µ0, there exist C, b > 0
satisfying

‖u− uN‖X ≤ C

(
exp

(
−bN

1
δ+1

t

)
+ exp

(
−bN

1
3
x

))
,

where uN denotes the solution of (4.12) in XN
σ,µ,δ.

Proof. In [22, Chapter 4], an operator πσx,µx

Nx
: B2

γ(D) ∩ H1
0 (D) → S

pµx ,1
0 (D, Tσx) is introduced. It

is shown that there exists µx,0 > 0 such that for all µx > µx,0, there exist C, b > 0 satisfying for all
v ∈ B2

γ(D) ∩H1
0 (D)

∥∥v − πσx,µx

Nx
v
∥∥
H1(D)

≤ C exp
(
−bN

1
3
x

)
.

We point out that this result remains valid for functions taking values in a Hilbert space. It follows that for

u ∈ H
1/2
00 (R+;B2

γ(D) ∩H1
0 (D)), we have

∥∥u−
(
Id⊗ πσx,µx

Nx

)
u
∥∥
X
≤ C exp

(
−bN

1
3
x

)
.
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The result then follows from (4.3) and Theorem 4.4.

Remark 4.11. The argument used above can be simplified in the one-dimensional case in order to obtain
similar results. Indeed, a theory can be developed based on [22, Chapter 3] for the spatial hp-refinement. In
that setting, using graded meshes and linearly increasing polynomial degrees in a similar fashion as for the
temporal discretization, we obtain

‖u− uN‖X ≤ C

(
exp

(
−bN

1
δ+1

t

)
+ exp

(
−bN

1
2
x

))
,

assuming that f satisfies the assumption of Theorem 4.10 and that u exhibits more regularity in space.

5. Numerical results. In order to provide numerical evidence of the results obtained in the previous
section, we consider the one-dimensional heat equation with D = (0, 1) and τ = 1. We present convergence
results for h- and hp-refinements. Similar results for p-refinement can also be obtained [7, Section 6.4]. In
all cases, the grading method considered is the same for the spatial and the temporal discretization. All the
computations have been performed using the Python programming language.

5.1. h-refinement. Let us consider the solutions

u1(t, x) = sin(πt) sin(πx)χ(0,1)(t), u2(t, x) = cos

(
5π

2
t

)
sin(πx)χ(0,1)(t).

We use the same mesh in time and space with M = Mx = Mt elements, so that N = NxNt ≈ N2
t .

Furthermore the functions are piecewise analytic and have compact support in time, so that estimate (4.11)
yields

‖ui − ui,N‖X ≤ CN− 1
2
min(px,pt+1/2), i = 1, 2.

We consider p = pt = px in the case i = 1 and p = pt = px − 1 for i = 2 in order to see that the exponents
are sharp. It gives

‖u1 − u1,N‖2X ≤ CN−p, ‖u2 − u2,N‖2X ≤ CN−(p+1/2).

The experimental convergence rates for the error in the X -norm with respect to
√
N for both cases and

different values of p are presented in the following table. The estimated slopes are based on the last 5
points of the experiment. Convergence plots associated to the experimental rates obtained for u1 and u2 are
depicted in Figure 5.1. We see that the expected convergence rates are indeed obtained.

p u1 - Expected u1 - Observed u2 - Expected u2 - Observed

1 1 0.996 1.5 1.517
2 2 1.994 2.5 2.442
3 3 2.987 3.5 3.517
4 4 3.928 4.5 4.493

5.2. hp-refinement. Given α > −2 and β > 0, we consider

f(t, x) = xα(1− x)e−βt.

The solution of (4.12) associated to f contains a singularity at t = x = 0 and can be computed using a
Fourier expansion based on the one-dimensional Laplace operator. The singularity at x = 0 is due to the
x-dependence of f while the one at t = 0 follows from an incompatibility between the t-dependence of f and
the initial condition. Assuming that β 6= πk for all k ∈ N, the solution is then given by

(5.1) u(t, x) = 2

∞∑

k=1

(fα,k − fα+1,k) sin(πkx)

(
e−βt − e−π2k2t

πk − β

)
,
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Figure 5.1: Convergence of the h-approximation in time and space with respect to
√
N for several polynomial

degrees. The results for u1 are presented in (a) while (b) corresponds to u2.

where

fα,k :=

∫ 1

0

xα sin(πkx)dx =
πk

α+ 2
1F2

(
α

2
+ 1;

3

2
,
α

2
+ 2;− (πk)2

4

)
, ∀k ∈ N,

and 1F2 denotes a generalized hypergeometric function [18, Section 16.2]. For our experiments, we choose
α = 3/4 and β = 5. We consider geometric meshes in time and space and use the same grading factors and
slope parameters for the spatial and the temporal discretization. Let us denote σ = σx = σt ∈ (0, 1) and
µ = µx = µt > 0 the grading factors and slope parameters, respectively. Considering Remark 4.11, we have

‖u− uN‖X ≤ C
(
exp

(
−b
√
Nt

)
+ exp

(
−b
√
Nx

))
,

which corresponds to the case δ = 1. Since M = Mx = Mt, we have N = NxNt ≈ N2
x ≈ N2

t , so that

‖u− uN‖X ≤ C exp
(
−bN

1
4

)
.

In Figure 5.2, we present convergence results for hp-discretization in time and space for different values of
σ and µ. We see that that for smaller values of σ, larger values of µ need to be considered. Exponential
convergence can indeed be observed.
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