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#### Abstract

A new space-time finite elements methods (FEM) approximation for the solution of parabolic partial differential equations (PDE) is introduced. Considering a mesh-dependent norm, it is first shown that the discrete bilinear form is coercive and continuous, yielding existence and uniqueness of the associated solution. In a second step, error estimates in this norm are derived. In particular, we show that combining low-order elements for the space variable together with an $h p$-approximation of the problem with respect to the temporal variable allows us to decrease the optimal convergence rates for the approximation of elliptic problems only by a logarithmic factor. For simultaneous space-time hp-discretization in both, the spatial as well as the temporal variable, overall exponential convergence in mesh-degree dependent norms on the space-time cylinder is proved, under analytic regularity assumptions on the solution with respect to the spatial variable. Numerical results for linear model problems confirming exponential convergence are presented.
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## 1 Introduction

Let $D \subset \mathbb{R}^{d}(d=1,2,3)$ be a bounded convex polyhedral domain, $0<T<\infty$ and $f \in L^{2}(Q)$, where $Q:=D \times I:=D \times(0, T)$. Furthermore, let $\mathcal{A} \in\left(W^{2, \infty}(D)\right)^{2 \times 2}$

[^0]be symmetric and such that there exist bounds $0<\lambda_{-} \leq \lambda_{+}<\infty$ satisfying
\[

$$
\begin{align*}
\sum_{i, j=1}^{d} \mathcal{A}_{i, j}(x) \xi_{i} \xi_{j} \geq \lambda_{-}|\xi|^{2}, & \forall \xi \in \mathbb{R}^{d}, x \in D  \tag{1a}\\
\sup _{x \in D}\left|\mathcal{A}_{i, j}(x)\right| \leq \lambda_{+}, & \forall i, j \in\{1, \ldots, d\} \tag{1b}
\end{align*}
$$
\]

i.e. $\mathcal{A}$ is continuous and uniformly positive definite.

We are then interested in solving the following problem: find $u: Q \rightarrow \mathbb{R}$ such that

$$
\begin{align*}
\partial_{t} u(x, t)-\operatorname{div}\left(\mathcal{A}(x) \nabla_{x} u(x, t)\right) & =f(x, t), & & (x, t) \in Q,  \tag{2a}\\
u(x, t) & =0, & & (x, t) \in \Gamma \cup \Gamma_{0}, \tag{2b}
\end{align*}
$$

where $\Gamma:=\partial D \times I$ and $\Gamma_{0}:=D \times\{0\}$. The system (2a)-(2b) is used to model for instance heat diffusion in an material. We point out that the matrix $\mathcal{A}$ allows for heterogeneous material properties.

Standard approximation techniques to solve these equations are based on time stepping or time marching schemes, such as the method of lines where the evolution equation is first discretized in space, yielding a system of ordinary differential equations (ODE). The resulting system is then approximated using an ODE solver such as Runge-Kutta methods or backward differentiation formulas [6,21]. Time marching schemes are "oblivious" in the sense that they only track the current state and, possibly (in multistep methods), the state of a few previous time steps. In many applications, however, the solution of the evolution problem over the entire time horizon is of interest. We mention only optimal control problems, data assimilation and uncertainty quantification. Space-time methods, on the contrary, interpret the evolution problem as an operator equation on suitable Bochner spaces. We refer to $[18,19,10]$ and the references there for such formulations, for linear and certain nonlinear parabolic evolution and control problems. The numerical solution of such operator equation formulations results in iterative schemes which approximate the solution of the evolution problem on the entire space-time cylinder. At first sight, this produces massively larger volumes of data. However, parabolic regularity and multiresolution space-times data compression can result in competitive schemes. In recent years, several algorithms based on these ideas have emerged. We mention the parareal method, which aims at improved computational efficiency by time-parallel integration. Here, no data compression of the space-time solution is foreseen. Space-time adaptive, compressive discretization based on suitable multiresolution representation of approximate solutions achieves compression at runtime, and produces optimally compressed, approximate solutions, with optimality with respect to best $n$-term approximation rates. We refer the reader to [7] for a survey on such algorithms. More related to our method, $h p$-FEM time-discretizations based on discontinuous Galerkin (dG) approximation were proposed in $[15,16,22]$. There, it was proved that parabolic (analytic) regularity allows exponential convergence of $h p$-time (semi) discretizations. Several algorithms based on a continuous approximation (cG) in time were also analyzed, based on saddle-point formulations of the evolution equations with respect to the time variable. We mention $[1,2,14,18,13]$. In particular, in [18] the authors prove that it is possible to adaptively compute approximate wavelet solutions of
parabolic equations with a rate depending only on the spatial discretization. Our goal in the present paper is to derive a similar result based on non-adaptive FEM solutions. To this end, we develop a coercive space-time variational formulation. Due to the saddle point nature of the continuous problem which is due to the non self-adjointness of the parabolic operator, in [12], Langer, Moore and Neumüller present a method based on a space-time isogeometric analysis in mesh-dependent norms for the approximation of (2a)-(2b). In the present paper, we present an $h p$-error analysis of coercive space-time formulations which are similar to the one used in this reference, and in [20]. In particular, it is based on a coercive space-time variational formulation in a mesh-degree dependent family of norms.

Assuming that the right-hand side $f$ of $(2 \mathrm{a})$ is smooth in time, we obtain that the associated solution exhibits the same regularity except for a potential algebraic singularity at the initial time due an incompatibility between $f$ and the initial condition. As discussed in [5], this lack of regularity can be overcome by considering a continuous $h p$-approximation for the time variable. Considering such technique in time together with a standard low order $h$-FEM for the spatial component, we show that solutions of the heat equation can be approximated with the same rate as elliptic equations up to a logarithmic factor with respect to the total number of degrees of freedom. This is a consequence of the exponential convergence of the time $h p$-approximation. Furthermore, we also discuss higher order approximation for the spatial variable in a two dimensional polygonal domain. In particular, considering an $h p$-approximation for both the time and space discretization, we show that it is possible to obtain exponential convergence with respect to the total number of degrees of freedom.

The paper is organized as follows. In the following section, we present a weak formulation associated to the heat equation (2a)-(2b). Well-posedness of the variational problem and a regularity result are discussed. In Section 3, our space-time discretization is introduced and we provide convergence rates for the discrete solution. Finally, a numerical example is presented in Section 4.

Throughout this manuscript, we use the notation $A \approx B$ if there exist two constants $c_{1}, c_{2}>0$ independent of $A$ and $B$ such that $c_{1} A \leq B \leq c_{2} A$. In integrals over space-time domains, we omit the differential $d x d t$ to lighten notation. Furthermore, for two vector spaces $A$ and $B, A \otimes B$ refers to either the algebraic tensor product space in the case of finite dimensional spaces or to the Hilbertian tensor product space if $A$ and $B$ are separable Hilbert spaces. Given normed vector spaces $A$ and $B, \mathcal{L}(A, B)$ denotes the space of linear continuous functionals from $A$ to $B$. In the case $A=B$, we simply write $\mathcal{L}(A)$ and $A^{*}:=\mathcal{L}(A, \mathbb{R})$.

## 2 Space-time weak formulation

### 2.1 Problem formulation

For $l, k \in \mathbb{N}_{0}$, let

$$
\begin{aligned}
H^{l, k}(Q) & :=\left\{v \in L^{2}(Q)\left|\partial_{x}^{\alpha} v \in L^{2}(Q), 0 \leq|\alpha| \leq l, \partial_{t}^{i} v \in L^{2}(Q), 0 \leq i \leq k\right\},\right. \\
H_{\otimes}^{l, k}(Q) & :=\left\{v \in L^{2}(Q)\left|\partial_{x}^{\alpha} \partial_{t}^{i} v \in L^{2}(Q), 0 \leq|\alpha| \leq l, 0 \leq i \leq k\right\} .\right.
\end{aligned}
$$

Here $L^{2}(Q)$ is the usual space of square integrable functions over $Q$ and for a multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right),|\alpha|:=\alpha_{1}+\cdots+\alpha_{d}$ and $\partial_{x}^{\alpha}:=\frac{\partial^{|\alpha|}}{\partial_{x_{1} \ldots}^{\alpha_{1}} \partial_{x_{d}}^{\alpha_{d}}}$. We equip $H^{l, k}(Q)$ and $H_{\otimes}^{l, k}(Q)$ with the norms

$$
\|v\|_{H^{l, k}(Q)}^{2}:=\sum_{0 \leq j \leq l}|v|_{j, 0, Q}^{2}+\sum_{0 \leq i \leq k}|v|_{0, i, Q}^{2}, \quad\|v\|_{H_{\otimes}^{l, k}(Q)}^{2}:=\sum_{\substack{0 \leq j \leq l \\ 0 \leq i \leq k}}|v|_{j, i, Q}^{2}
$$

where $|v|_{j, i, Q}^{2}:=\sum_{|\alpha|=j}\left\|\partial_{x}^{\alpha} \partial_{t}^{i} v\right\|_{L^{2}(Q)}^{2}$. Furthermore, for $\Gamma_{T}:=D \times\{T\}$, let

$$
\begin{aligned}
H_{0}^{1,0}(Q) & :=\left\{v \in H^{1,0}(Q)|v|_{\Gamma}=0\right\} \\
H_{0,0}^{1,1}(Q) & :=\left\{v \in H_{0}^{1,0}(Q) \cap H^{0,1}(Q)|v|_{\Gamma \cup \Gamma_{T}}=0\right\} \\
H_{0,0}^{1,1}(Q) & :=\left\{v \in H_{0}^{1,0}(Q) \cap H^{0,1}(Q)|v|_{\Gamma \cup \Gamma_{0}}=0\right\} .
\end{aligned}
$$

We point out that $H^{l, k}(Q)=H^{l}(D) \otimes L^{2}(I) \cap L^{2}(D) \otimes H^{k}(I)$ and $H_{\otimes}^{l, k}(Q)=H^{l}(D) \otimes$ $H^{k}(I)$. Moreover, the embeddings $H_{\otimes}^{l, l}(Q) \subset H^{l}(Q) \subset H^{l, l}(Q)$ are continuous for all $l \in \mathbb{N}_{0}$, where $H^{l}(Q)$ denotes the classical Sobolev spaces over $Q$. The first inclusion is strict if $l \geq 1$ while the second one is strict in the case $l \geq 2$. The spaces $H^{l, k}(Q)$ and $H_{\otimes}^{l, k}(Q)$ are usually called mixed Sobolev spaces in the literature. The weak formulation of $(2 \mathrm{a})-(2 \mathrm{~b})$ is then: find $u \in H_{0}^{1,0}(Q) \cap L^{2}(D ; \mathcal{C}(\bar{I}))$ such that

$$
\begin{equation*}
a(u, v)=l(v), \quad \forall v \in H_{0, \overline{0}}^{1,1}(Q) \tag{3}
\end{equation*}
$$

where

$$
a(u, v):=-\int_{Q} u \partial_{t} v+\int_{Q} \mathcal{A} \nabla_{x} u \cdot \nabla_{x} v, \quad l(v):=\int_{Q} f v .
$$

It was shown in [11, Theorem 2.3 p .115 ] that (3) is well posed, i.e. it admits a unique solution which depends continuously on the data $f$. Furthermore under the assumption that $u \in H_{0, \underline{0}}^{1,1}(Q) \cap H^{2,0}(Q)$, we obtain using integration by parts in (3) that for all $v \in \mathcal{C}_{0}^{\infty}(Q) \subset H_{0, \overline{0}}^{1,1}(Q)$

$$
\int_{Q} f v=l(v)=\mathfrak{a}(u, v)=-\int_{Q} u \partial_{t} v+\int_{Q} \mathcal{A} \nabla_{x} u \cdot \nabla_{x} v=\int_{Q}\left(\partial_{t} u-\operatorname{div}\left(\mathcal{A} \nabla_{x} u\right)\right) v
$$

Since $\mathcal{C}_{0}^{\infty}(Q)$ is dense in $L^{2}(Q)$, we obtain that (2a) holds in $L^{2}(Q)$ under theses assumptions.

### 2.2 A regularity result

In this section, we derive a regularity result with respect to the time variable. To treat the time regularity, we consider the following classes of functions. We point out that the usual regularity theory for solutions of parabolic equations deals with analytic right-hand side functions. This is a special case of the following result for $\delta=1$. The motivation for developing a theory for more general forcing terms comes from other PDEs. Indeed, in [4], it has been shown that solutions of Euler
equations for incompressible fluids fulfill such type of regularity for some $\delta>1$ even in the case of analytic right-hand side. Furthermore, for $\delta>1$ it is possible to construct functions of Gevrey type with compact support, allowing then to localize any global forcing function while keeping smoothness properties.

Definition 1 (Gevrey class) Let $I=(a, b)$ be a bounded interval. Then for $k \in$ $\mathbb{N}_{0}, \delta \geq 1$ and $\theta \geq 0$, we say that $f$ is of Gevrey type $(k, \delta, \theta)$ and we write $f \in$ $H^{k}\left(D ; \mathscr{G}^{\delta, \theta}(I)\right)$ if $f \in H^{k}(D ; \mathcal{C}(\bar{I}))$ and if there exist $C_{f}, d_{f}>0$ such that

$$
\begin{equation*}
\left(\sum_{0 \leq|\alpha| \leq k}\left\|\partial_{x}^{\alpha} \partial_{t}^{l} f(t)\right\|_{L^{2}(D)}^{2}\right)^{1 / 2} \leq C_{f} d_{f}^{l} \Gamma(l+1)^{\delta}(t-a)^{\theta-l}, \quad l \in \mathbb{N}, t \in I \tag{4}
\end{equation*}
$$

where $\Gamma(s)$ denotes the Gamma function for $s>0$. We also define $H_{0}^{1}\left(D ; \mathscr{G}^{\delta, \theta}(I)\right)$ as the space of functions $f \in H^{1}\left(D ; \mathscr{G}^{\delta, \theta}(I)\right)$ such that $\left.f\right|_{\partial D}=0$ in $\mathcal{C}(\bar{I})$. Moreover we say that $f$ is of Geurey type $(k, \delta)$ and write $f \in H^{k}\left(D ; \mathscr{G}^{\delta}(I)\right)$ if there exist $C_{f}, d_{f}>0$ such that

$$
\begin{equation*}
\left(\sum_{0 \leq|\alpha| \leq k}\left\|\partial_{x}^{\alpha} \partial_{t}^{l} f(t)\right\|_{L^{2}(D)}^{2}\right)^{1 / 2} \leq C_{f} d_{f}^{l} \Gamma(l+1)^{\delta}, \quad l \in \mathbb{N}_{0}, t \in \bar{I} \tag{5}
\end{equation*}
$$

Proposition 1 Let $f \in L^{2}\left(D ; \mathscr{G}^{\delta}(I)\right)$ for some $\delta \geq 1$ and $\mathcal{A} \in\left(W^{2, \infty}(D)\right)^{2 \times 2}$ satisfy (1a)-(1b). Then

$$
u \in L^{2}\left(D ; \mathscr{G}^{\delta, 1}(I)\right) \cap H_{0}^{1}\left(D ; \mathscr{G}^{\delta, 1 / 2}(I)\right) \cap H_{\otimes}^{2,1}(Q),
$$

where $u$ denotes the solution of (2a)-(2b) associated to $f$.
Proof The proof of $u \in L^{2}\left(D ; \mathscr{G}^{\delta, 1}(I)\right) \cap H_{0}^{1}\left(D ; \mathscr{G}^{\delta, 1 / 2}(I)\right)$ can be found in [5, Proposition 3.6.7]. To obtain that $u \in H_{\otimes}^{2,1}(Q)$, we have used that $u \in H^{1}(I ; D(A))$, where $D(A)$ denotes the domain of the operator $A v:=-\operatorname{div}\left(\mathcal{A} \nabla_{x} v\right)$ for all $v \in$ $H_{0}^{1}(D)$. Indeed this follows the same lines as the proof of Proposition 3.6.7 in [5]. Then, from [9, Theorem 3.2.1.2], we have that $D(A)=H^{2}(D) \cap H_{0}^{1}(D)$ and the result follows since $H^{1}\left(I ; H^{2}(D)\right)$ is isomorphic to $H_{\otimes}^{2,1}(Q)$.

## 3 Space-time discretization

### 3.1 The discrete problem

In the following, we present a full space-time discretization of (3). It is based on the idea that the continuous space has a specific tensor structure. We show that the bilinear form is coercive (Lemma 1) and continuous (Lemma 2) with respect to a mesh-dependent norm. Using these results, we obtain the best approximation property (10) in this norm. The ideas used in the following are based on the development presented in [12], where a space-time isogeometric analysis approximation is considered.

For $M_{t} \in \mathbb{N}$, let $\mathcal{T}_{M_{t}}^{t}:=\left\{I_{n}\right\}_{n=1}^{M_{t}}$ and $Q_{n}:=D \times I_{n}$ for $n \in\left\{1, \ldots, M_{t}\right\}$, where

$$
0=: t_{0}<t_{1}<\cdots<t_{M_{t}}:=T, \quad I_{n}:=\left(t_{n-1}, t_{n}\right), \quad n=1, \ldots, M_{t} .
$$

We assume that $h_{t}^{n}:=t_{n}-t_{n-1} \leq 2$ and that there exists $C_{t} \geq 1$ such that

$$
\begin{equation*}
h_{t}^{n} \leq h_{t}^{n+1} \leq C_{t} h_{t}^{n}, \quad n=1, \ldots, M_{t}-1 \tag{6}
\end{equation*}
$$

This assumption is fulfilled for uniform as well as for geometric meshes. Given $p_{t}, p_{x} \in \mathbb{N}$ and a mesh $\mathcal{T}^{x}$ of $D$, let

$$
\begin{aligned}
\mathcal{S}_{0}^{p_{x}}\left(D, \mathcal{T}^{x}\right) & :=\left\{v \in H_{0}^{1}(D)|v|_{K} \in \mathcal{P}^{p_{x}}(K), \forall K \in \mathcal{T}^{x}\right\} \\
\mathcal{S}^{p_{t}}\left(I, \mathcal{T}_{M_{t}}^{t}\right) & :=\left\{v \in H^{1}(I)|v|_{I_{n}} \in \mathcal{P}^{p_{t}}\left(I_{n}\right), n=1, \ldots, M_{t}\right\},
\end{aligned}
$$

where $\mathcal{P}^{p_{x}}(K)$ denotes the set of polynomials of degree at most $p_{x}$ over $K \in \mathcal{T}^{x}$ and $\mathcal{P}^{p_{t}}\left(I_{n}\right)$ the set of polynomials of degree at most $p_{t}$ over $I_{n}, n=1, \ldots, M_{t}$. Moreover, $\mathcal{S}_{\underline{0}}^{p_{t}}\left(I, \mathcal{T}_{M_{t}}^{t}\right):=\left\{v \in \mathcal{S}^{p_{t}}\left(I, \mathcal{T}_{M_{t}}^{t}\right) \mid v(0)=0\right\}$. We point out that the polynomial degrees $p_{t}$ and $p_{x}$ are fixed over the whole partition. In the following, we will consider $p_{x}=1$. The case $p_{x}>1$ as well as non-constant polynomial degrees over the mesh $\mathcal{T}^{x}$ are discussed in Section 3.3. We then define the mesh function $\mathfrak{h}_{t} \in \mathcal{S}^{1}\left(I, \mathcal{T}_{M_{t}}^{t}\right)$ through

$$
\mathfrak{h}_{t}\left(t_{n}\right)=h_{t}^{n}+h_{t}^{n+1}, \quad n=0, \ldots, M_{t},
$$

where $h_{t}^{0}=h_{t}^{M_{t}+1}=0$. For $t \in I_{n}$, we then have

$$
\begin{align*}
\mathfrak{h}_{t}(t) & =\frac{1}{h_{t}^{n}}\left(\mathfrak{h}_{t}\left(t_{n-1}\right)\left(t_{n}-t\right)+\mathfrak{h}_{t}\left(t_{n}\right)\left(t-t_{n-1}\right)\right) \\
& =\frac{1}{h_{t}^{n}}\left(\left(h_{t}^{n}\right)^{2}+h_{t}^{n-1} t_{n}-h_{t}^{n+1} t_{n-1}+t\left(h_{t}^{n+1}-h_{t}^{n-1}\right)\right), \tag{7}
\end{align*}
$$

so that

$$
\begin{equation*}
h_{t}^{n} \leq \mathfrak{h}_{t}(t) \leq 2 C_{t} h_{t}^{n}, \quad \forall t \in I_{n}, n=1, \ldots, M_{t} \tag{8}
\end{equation*}
$$

On the space $\mathcal{V}_{h p}:=\mathcal{S}_{0}^{p_{x}}\left(D, \mathcal{T}^{x}\right) \otimes \mathcal{S}_{\underline{0}}^{p_{t}}\left(I, \mathcal{T}_{M_{t}}^{t}\right)$, we define for $0<\theta<\frac{2 \lambda_{-}}{C_{t} \lambda_{+}}$and $v_{h p} \in \mathcal{V}_{h p}$ the norm

$$
\begin{aligned}
\left\|v_{h p}\right\|_{h p}^{2} & :=\left(\lambda_{-}-\frac{C_{t} \theta \lambda_{+}}{2 p_{t}^{2}}\right)\left\|\nabla_{x} v_{h p}\right\|_{L^{2}(Q)}^{2}+\frac{\theta}{p_{t}^{2}}\left\|\left(\mathfrak{h}_{t}\right)^{1 / 2} \partial_{t} v_{h p}\right\|_{L^{2}(Q)}^{2} \\
& +\frac{1}{2} \int_{D}\left|v_{h p}(x, T)\right|^{2} d x .
\end{aligned}
$$

If $\|v\|_{h p}=0$ for some $v \in H_{0, \underline{0}}^{1,1}(Q)$, it means that $v$ is constant over $Q$. Due to the initial and boundary conditions, it holds $v=0$ in $Q$. Since the other properties can be obtained easily, we have that $\|\cdot\|_{h p}$ defines a norm on $H_{0, \underline{0}}^{1,1}(Q)$ and in particular it is a norm on $\mathcal{V}_{h p}$. Furthermore, it can be shown that it is equivalent
to the $\|\cdot\|_{H^{1,1}(Q)}$ norm on $H_{0, \underline{0}}^{1,1}(Q)$. We then introduce the bilinear and linear forms $\mathfrak{a}_{h p}: \mathcal{V}_{h p} \times \mathcal{V}_{h p} \rightarrow \mathbb{R}$ and $l_{h p}: \mathcal{V}_{h p} \rightarrow \mathbb{R}$ defined as

$$
\begin{array}{rlrl}
\mathfrak{a}_{h p}\left(v_{h p}, w_{h p}\right) & :=\int_{Q}\left[\partial_{t} v_{h p} w_{h p}+\left(\mathcal{A} \nabla_{x} v_{h p}\right) \cdot \nabla_{x} w_{h p}\right] & & \forall v_{h p}, w_{h p} \in \\
& +\frac{\theta}{p_{t}^{2}} \int_{Q} \mathfrak{h}_{t}\left[\partial_{t} v_{h p} \partial_{t} w_{h p}+\left(\mathcal{A} \nabla_{x} v_{h p}\right) \cdot \nabla_{x} \partial_{t} w_{h p}\right], & & \\
l_{h p}\left(w_{h p}\right) & :=\int_{Q} f\left[w_{h p}+\frac{\theta}{p_{t}^{2}} \mathfrak{h}_{t} \partial_{t} w_{h p}\right], & \forall w_{h p} \in \mathcal{V}_{h p} .
\end{array}
$$

On the space $\mathcal{V}_{h p, *}:=H_{0, \underline{0}}^{1,1}(Q)+\mathcal{V}_{h p}$, we define the norm

$$
\|v\|_{h p, *}^{2}:=\|v\|_{h p}^{2}+\frac{p_{t}^{2}}{\theta}\left\|\left(\mathfrak{h}_{t}\right)^{-1 / 2} v\right\|_{L^{2}(Q)}^{2}, \quad \forall v \in \mathcal{V}_{h p, *} .
$$

Using the same argument as above, we obtain that $\|\cdot\|_{h p, *}$ indeed defines a norm on $\mathcal{V}_{h p, *}$. We then have the following important lemmas.

## Lemma 1 It holds

$$
\mathfrak{a}_{h p}\left(v_{h p}, v_{h p}\right) \geq\left\|v_{h p}\right\|_{h p}^{2}, \quad \forall v_{h p} \in \mathcal{V}_{h p}
$$

Proof For $v_{h p} \in \mathcal{V}_{h p}$, it holds using integration by parts in time and the boundary conditions

$$
\begin{aligned}
\mathfrak{a}_{h p}\left(v_{h p}, v_{h p}\right) & =\frac{1}{2} \int_{Q} \partial_{t}\left|v_{h p}\right|^{2}+\int_{Q}\left(\mathcal{A} \nabla_{x} v_{h p}\right) \cdot \nabla_{x} v_{h p} \\
& +\frac{\theta}{p_{t}^{2}}\left\|\left(\mathfrak{h}_{t}\right)^{1 / 2} \partial_{t} v_{h p}\right\|_{L^{2}(Q)}^{2}+\frac{\theta}{2 p_{t}^{2}} \int_{Q} \mathfrak{h}_{t} \partial_{t}\left(\mathcal{A} \nabla_{x} v_{h p}\right) \cdot \nabla_{x} v_{h p} \\
& =\frac{1}{2} \int_{D}\left|v_{h p}(x, T)\right|^{2} d x+\int_{Q}\left(\mathcal{A} \nabla_{x} v_{h p}\right) \cdot \nabla_{x} v_{h p} \\
& +\frac{\theta}{2 p_{t}^{2}} \int_{D} \mathfrak{h}_{t}(T)\left(\mathcal{A}(x) \nabla_{x} v_{h p}(x, T)\right) \cdot \nabla_{x} v_{h p}(x, T) d x \\
& -\frac{\theta}{2 p_{t}^{2}} \int_{Q}\left(\mathfrak{h}_{t}\right)^{\prime}\left(\mathcal{A} \nabla_{x} v_{h p}\right) \cdot \nabla_{x} v_{h p}+\frac{\theta}{p_{t}^{2}}\left\|\left(\mathfrak{h}_{t}\right)^{1 / 2} \partial_{t} v_{h p}\right\|_{L^{2}(Q)}^{2} \\
& \geq \frac{1}{2} \int_{D}\left|v_{h p}(x, T)\right|^{2} d x+\lambda-\left\|\nabla_{x} v_{h p}\right\|_{L^{2}(Q)}^{2} \\
& +\frac{\theta}{p_{t}^{2}}\left\|\left(\mathfrak{h}_{t}\right)^{1 / 2} \partial_{t} v_{h p}\right\|_{L^{2}(Q)}^{2}-\frac{\theta}{2 p_{t}^{2}} \int_{Q}\left(\mathfrak{h}_{t}\right)^{\prime}\left(\mathcal{A} \nabla_{x} v_{h p}\right) \cdot \nabla_{x} v_{h p} .
\end{aligned}
$$

Using (1b), (6) and (7), we have

$$
\begin{aligned}
\int_{Q}\left(\mathfrak{h}_{t}\right)^{\prime}\left(\mathcal{A} \nabla_{x} v_{h p}\right) \cdot \nabla_{x} v_{h p} & =\sum_{n=1}^{M_{t}}\left(\frac{h_{t}^{n+1}-h_{t}^{n-1}}{h_{t}^{n}}\right) \int_{Q_{n}}\left(\mathcal{A} \nabla_{x} v_{h p}\right) \cdot \nabla_{x} v_{h p} \\
& \leq C_{t} \lambda_{+} \sum_{n=1}^{M_{t}} \int_{Q_{n}}\left|\nabla_{x} v_{h p}\right|^{2}=C_{t} \lambda_{+}\left\|\nabla_{x} v_{h p}\right\|_{L^{2}(Q)}^{2}
\end{aligned}
$$

and the result follows from

$$
-\frac{\theta}{2 p_{t}^{2}} \int_{Q}\left(\mathfrak{h}_{t}\right)^{\prime}\left(\mathcal{A} \nabla_{x} v_{h p}\right) \cdot \nabla_{x} v_{h p} \geq-\frac{C_{t} \theta \lambda_{+}}{2 p_{t}^{2}}\left\|\nabla_{x} v_{h p}\right\|_{L^{2}(Q)}^{2} .
$$

Lemma 2 There exists $\gamma>0$ such that

$$
\mathfrak{a}_{h p}\left(v, w_{h p}\right) \leq \gamma\|v\|_{h p, *}\left\|w_{h p}\right\|_{h p}, \quad \forall v \in \mathcal{V}_{h p, *}, w_{h p} \in \mathcal{V}_{h p}
$$

Proof For $v \in \mathcal{V}_{h p, *}$ and $w_{h p} \in \mathcal{V}_{h p}$, it holds

$$
\begin{aligned}
\mathfrak{a}_{h p}\left(v, w_{h p}\right) & =-\int_{Q} v \partial_{t} w_{h p}+\int_{D} v(x, T) w_{h p}(x, T) d x+\int_{Q}\left(\mathcal{A} \nabla_{x} v\right) \cdot \nabla_{x} w_{h p} \\
& +\frac{\theta}{p_{t}^{2}} \int_{Q} \mathfrak{h}_{t} \partial_{t} v \partial_{t} w_{h p}+\frac{\theta}{p_{t}^{2}} \int_{Q} \mathfrak{h}_{t}\left(\mathcal{A} \nabla_{x} v\right) \cdot \nabla_{x} \partial_{t} w_{h p} \\
& \leq\left(\frac{p_{t}^{2}}{\theta}\left\|\left(\mathfrak{h}_{t}\right)^{-1 / 2} v\right\|_{L^{2}(Q)}\right)^{1 / 2}\left(\frac{\theta}{p_{t}^{2}}\left\|\left(\mathfrak{h}_{t}\right)^{1 / 2} \partial_{t} w_{h p}\right\|_{L^{2}(Q)}^{2}\right)^{1 / 2} \\
& +2\left(\frac{1}{2} \int_{D}|v(x, T)|^{2} d x\right)^{1 / 2}\left(\frac{1}{2} \int_{D}\left|w_{h p}(x, T)\right|^{2} d x\right)^{1 / 2} \\
& +\lambda+\left\|\nabla_{x} v\right\|_{L^{2}(Q)}\left\|\nabla_{x} w_{h p}\right\|_{L^{2}(Q)} \\
& +\left(\frac{\theta}{p_{t}^{2}}\left\|\left(\mathfrak{h}_{t}\right)^{1 / 2} \partial_{t} v\right\|_{L^{2}(Q)}^{2}\right)^{1 / 2}\left(\frac{\theta}{p_{t}^{2}}\left\|\left(\mathfrak{h}_{t}\right)^{1 / 2} \partial_{t} w_{h p}\right\|_{L^{2}(Q)}^{2}\right)^{1 / 2} \\
& +\lambda_{+}\left\|\nabla_{x} v\right\|_{L^{2}(Q)}\left(\frac{\theta}{p_{t}^{2}}\left\|\mathfrak{h}_{t} \partial_{t} \nabla_{x} w_{h p}\right\|_{L^{2}(Q)}\right) .
\end{aligned}
$$

We then need to estimate the last term. From the inverse estimate [17, Theorem 3.91 p.148], it holds

$$
\left\|v_{p}^{\prime}\right\|_{L^{2}\left(I_{n}\right)}^{2} \leq \frac{12 p_{t}^{4}}{\left(h_{t}^{n}\right)^{2}}\left\|v_{p}\right\|_{L^{2}\left(I_{n}\right)}^{2}, \quad \forall v_{p} \in \mathcal{S}^{p_{t}}\left(I, \mathcal{T}_{M_{t}}^{t}\right), n=1, \ldots, M_{t}
$$

Since this result remains valid for functions taking values in a Hilbert space, we obtain

$$
\begin{aligned}
\frac{1}{p_{t}^{4}}\left\|\mathfrak{h}_{t} \partial_{t} \nabla_{x} w_{h p}\right\|_{L^{2}(Q)}^{2} & =\sum_{n=1}^{M_{t}} \frac{1}{p_{t}^{4}} \int_{Q_{n}}\left(\mathfrak{h}_{t}\right)^{2}\left|\partial_{t} \nabla_{x} w_{h p}\right|^{2} \\
& \leq \sum_{n=1}^{M_{t}} \frac{4 C_{t}^{2}\left(h_{t}^{n}\right)^{2}}{p_{t}^{4}} \int_{Q_{n}}\left|\partial_{t} \nabla_{x} w_{h p}\right|^{2} \leq 48 C_{t}^{2}\left\|\nabla_{x} w_{h p}\right\|_{L^{2}(Q)}^{2}
\end{aligned}
$$

Hence

$$
\begin{aligned}
\mathfrak{a}_{h p}\left(v, w_{h p}\right) & \leq\left(\frac{p_{t}^{2}}{\theta}\left\|\left(\mathfrak{h}_{t}\right)^{-1 / 2} v\right\|_{L^{2}(Q)}\right)^{1 / 2}\left(\frac{\theta}{p_{t}^{2}}\left\|\left(\mathfrak{h}_{t}\right)^{1 / 2} \partial_{t} w_{h p}\right\|_{L^{2}(Q)}^{2}\right)^{1 / 2} \\
& +2\left(\frac{1}{2} \int_{D}|v(x, T)|^{2} d x\right)^{1 / 2}\left(\frac{1}{2} \int_{D}\left|w_{h p}(x, T)\right|^{2} d x\right)^{1 / 2} \\
& +\lambda_{+}\left\|\nabla_{x} v\right\|_{L^{2}(Q)}\left\|\nabla_{x} w_{h p}\right\|_{L^{2}(Q)} \\
& +\left(\frac{\theta}{p_{t}^{2}}\left\|\left(\mathfrak{h}_{t}\right)^{1 / 2} \partial_{t} v\right\|_{L^{2}(Q)}^{2}\right)^{1 / 2}\left(\frac{\theta}{p_{t}^{2}}\left\|\left(\mathfrak{h}_{t}\right)^{1 / 2} \partial_{t} w_{h p}\right\|_{L^{2}(Q)}^{2}\right)^{1 / 2} \\
& +\lambda_{+}\left\|\nabla_{x} v\right\|_{L^{2}(Q)}\left(4 \sqrt{3} C_{t} \theta\left\|\nabla_{x} w_{h p}\right\|_{L^{2}(Q)}\right) \\
& \leq \frac{2 \max \left(1, \lambda_{+}\left(1+4 \sqrt{3} C_{t} \theta\right)\right)}{\min \left(1, \lambda_{-}-\frac{C_{t} \lambda_{t} \theta}{2 p_{t}^{2}}\right)}\|v\|_{h p, *}\left\|w_{h p}\right\|_{h p}=: \gamma\|v\|_{h p, *}\left\|w_{h p}\right\|_{h p} .
\end{aligned}
$$

The definition of $l_{h p}$ yields for $f \in L^{2}(Q)$ and $w_{h p} \in \mathcal{V}_{h p}$

$$
l_{h p}\left(w_{h p}\right) \leq 2 \max \left(1, \max _{t \in \bar{I}} \sqrt{\frac{\theta \mathfrak{h}_{t}(t)}{p_{t}^{2}}}\right)\|f\|_{L^{2}(Q)}\left(\left\|w_{h p}\right\|_{h p}^{2}+\left\|w_{h p}\right\|_{L^{2}(Q)}^{2}\right)^{1 / 2}
$$

Since $\mathcal{V}_{h p}$ is finite dimensional, all the norms are equivalent on this space and so $l_{h p} \in \mathcal{V}_{h p}{ }^{*}$. Hence it follows from Lax-Milgram's Theorem [3, 2.5 p .38 ] that, assuming $f \in L^{2}(Q)$, there exists a unique $u_{h p} \in \mathcal{V}_{h p}$ satisfying

$$
\begin{equation*}
\mathfrak{a}_{h p}\left(u_{h p}, v_{h p}\right)=l_{h p}\left(v_{h p}\right), \quad \forall v_{h p} \in \mathcal{V}_{h p} . \tag{9}
\end{equation*}
$$

Lemma 3 Let $u \in H_{0}^{1,0}(Q)$ be the unique solution of (3) and assume that $u \in$ $H_{0, \underline{0}}^{1,1}(Q) \cap H^{2,0}(Q)$. Then

$$
\mathfrak{a}_{h p}\left(u, v_{h p}\right)=l_{h p}\left(v_{h p}\right), \quad \forall v_{h p} \in \mathcal{V}_{h p}
$$

Proof We know that if $u \in H_{0, \underline{0}}^{1,1}(Q) \cap H^{2,0}(Q)$, then (2a) holds in $L^{2}(Q)$. Hence multiplying this equation by $v_{h p}+\frac{\theta}{p_{t}^{2}} \mathfrak{h}_{t} \partial_{t} v_{h p}$ for some $v_{h p} \in \mathcal{V}_{h p}$, integrating over $Q$ and performing integration by parts with respect to $x$ yields the desired result.

It follows from the previous lemma that the following Galerkin orthogonality holds if $u \in H_{0, \underline{0}}^{1,1}(Q) \cap H^{2,0}(Q)$

$$
\mathfrak{a}_{h p}\left(u-u_{h p}, v_{h p}\right)=0, \quad \forall v_{h p} \in \mathcal{V}_{h p}
$$

so that for any $w_{h p} \in \mathcal{V}_{h p}$ it holds

$$
\begin{aligned}
\left\|w_{h p}-u_{h p}\right\|_{h p}^{2} & \leq \mathfrak{a}_{h p}\left(w_{h p}-u_{h p}, w_{h p}-u_{h p}\right)=\mathfrak{a}_{h p}\left(w_{h p}-u, w_{h p}-u_{h p}\right) \\
& \leq \gamma\left\|w_{h p}-u\right\|_{h p, *}\left\|w_{h p}-u_{h p}\right\|_{h p} .
\end{aligned}
$$

Hence we obtain the following best approximation property for all $w_{h p} \in \mathcal{V}_{h p}$

$$
\begin{equation*}
\left\|u-u_{h p}\right\|_{h p} \leq\left\|u-w_{h p}\right\|_{h p}+\left\|u_{h p}-w_{h p}\right\|_{h p} \leq(1+\gamma)\left\|u-w_{h p}\right\|_{h p, *} . \tag{10}
\end{equation*}
$$

3.2 Error estimates in the $\|\cdot\|_{h p, *}$ norm

As a consequence of (10), we need to derive error estimates in the $\|\cdot\|_{h p, *}$ norm in order to obtain convergence rates for the discrete solution in the $\|\cdot\|_{h p}^{p, *}$ norm. Using that for a.e. $x \in D$

$$
v(x, T)=\int_{0}^{T} \partial_{t} v(x, s) d s \leq T^{1 / 2}\left(\int_{0}^{T}\left|\partial_{t} v(x, s)\right|^{2} d s\right)^{1 / 2}, \quad \forall v \in H_{\cdot, \underline{0}}^{0,1}(Q)
$$

we have

$$
\int_{D}|v(x, T)|^{2} d x \leq T\left\|\partial_{t} v\right\|_{L^{2}(Q)}^{2}
$$

where $H_{\cdot, \underline{0}}^{0,1}(Q):=\left\{v \in H^{0,1}(Q) \mid v(x, 0)=0\right.$, for a.e. $\left.x \in D\right\}$. Hence for all $v \in$ $H_{0, \underline{0}}^{1,1}(Q)$ it holds

$$
\begin{aligned}
\|v\|_{h p, *}^{2} & \leq \lambda_{-}\left\|\nabla_{x} v\right\|_{L^{2}(Q)}^{2}+T\left\|\partial_{t} v\right\|_{L^{2}(Q)}^{2} \\
& +\frac{\theta}{p_{t}^{2}}\left\|\left(\mathfrak{h}_{t}\right)^{1 / 2} \partial_{t} v\right\|_{L^{2}(Q)}^{2}+\frac{p_{t}^{2}}{\theta}\left\|\left(\mathfrak{h}_{t}\right)^{-1 / 2} v\right\|_{L^{2}(Q)}^{2} .
\end{aligned}
$$

Let us consider the weighted mixed norm

$$
\|v\|_{H_{\otimes, \mathfrak{h}_{t}, p_{t}}^{l, 1}(Q)}^{2}:=\sum_{0 \leq|\alpha| \leq l}\left(\frac{1}{p_{t}^{2}}\left\|\left(\mathfrak{h}_{t}\right)^{1 / 2} \partial_{x}^{\alpha} \partial_{t} v\right\|_{L^{2}(Q)}^{2}+p_{t}^{2}\left\|\left(\mathfrak{h}_{t}\right)^{-1 / 2} \partial_{x}^{\alpha} v\right\|_{L^{2}(Q)}^{2}\right)
$$

From (6) and (8), $\|\cdot\|_{H_{\otimes, \mathfrak{b} t, p_{t}}^{l, 1}(Q)}$ is a norm on $H_{\otimes}^{l, 1}$ equivalent to $\|\cdot\|_{H_{\otimes}^{l, 1}(Q)}$. Then there exists $C>0$ such that $\|v\|_{h p, *} \leq C\|v\|_{h p, * *}$, where

$$
\|v\|_{h p, * *}^{2}:=\left\|\nabla_{x} v\right\|_{L^{2}(Q)}^{2}+\left\|\partial_{t} v\right\|_{L^{2}(Q)}^{2}+\|v\|_{H_{\otimes, \mathfrak{b} t, p_{t}}^{0,1}(Q)}^{2}, \quad \forall v \in H_{0, \underline{0}}^{1,1}(Q) .
$$

We then only need to derive error estimates in the $\|\cdot\|_{h p, * *}$ norm. Let $\pi_{\mathcal{T}^{x}}^{1}$ : $H^{2}(D) \cap H_{0}^{1}(D) \rightarrow \mathcal{S}_{0}^{1}\left(D, \mathcal{T}^{x}\right)$ and $\pi_{\mathcal{T}_{M_{t}}^{t}}^{p_{t}}: H_{\underline{0}}^{1}(I) \rightarrow \mathcal{S}_{\underline{\underline{0}}}^{p_{t}}\left(I, \mathcal{T}_{M_{t}}^{t}\right)$ be the interpolation operators defined in [6, Corollary 1.109 p .61$]$ and [17, Theorem 3.17 p.76], respectively, where $H_{\underline{0}}^{1}(I):=\left\{v \in H^{1}(I) \mid v(0)=0\right\}$. Then for $\Pi_{\mathcal{T}^{x}, \mathcal{T}_{M_{t}}^{t}}^{1, p_{t}}:=\pi_{\mathcal{T}^{x}}^{1} \otimes \pi_{\mathcal{T}_{M_{t}}^{t}}^{p_{t}}$ : $H_{0, \underline{0}}^{1,1}(Q) \cap H_{\otimes}^{2,1}(Q) \rightarrow \mathcal{V}_{h p}$, we write

$$
\mathrm{Id}-\Pi_{\mathcal{T}^{x}, \mathcal{T}_{M_{t}}^{t}}^{1, p_{t}}=\left(\operatorname{Id}-\pi_{\mathcal{T}^{x}}^{1}\right) \otimes \mathrm{Id}+\pi_{\mathcal{T}^{x}}^{1} \otimes\left(\operatorname{Id}-\pi_{\mathcal{T}_{M_{t}}^{t}}^{p_{t}}\right) .
$$

Using the tensor structure of the continuous space, it is possible to estimate the errors for the space and the time approximations separately. Indeed, since $\pi_{\mathcal{T}^{x}}^{1} \in$ $\mathcal{L}\left(L^{2}(D)\right) \cap \mathcal{L}\left(H_{0}^{1}(D)\right)$, we obtain that there exists $C>0$ such that for all $v \in$ $H_{0, \underline{0}}^{1,1}(Q) \cap H_{\otimes}^{2,1}(Q)$

$$
\begin{equation*}
\left\|v-\Pi_{\mathcal{T}^{x}, \mathcal{T}_{M_{t}}^{t}}^{1, p_{t}} v\right\|_{h p, * *} \leq\left\|v-\left(\pi_{\mathcal{T}^{x}}^{1} \otimes \mathrm{Id}\right) v\right\|_{h p, * *}+C\left\|v-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}^{t}}^{p_{t}}\right) v\right\|_{h p, * *} . \tag{11}
\end{equation*}
$$

Lemma 4 Let $D \subset \mathbb{R}^{d}(d=1,2,3)$ be a bounded convex polyhedral domain and $\mathcal{T}^{x}$ be a quasi-uniform mesh of $D$ with meshsize $h_{x}$. Then there exists $C>0$ such that for all $v \in H_{0, \underline{0}}^{1,1}(Q) \cap H_{\otimes}^{2,1}(Q)$ it holds

$$
\left\|v-\left(\pi_{\mathcal{T}^{x}}^{1} \otimes \mathrm{Id}\right) v\right\|_{h p, * *} \leq C h_{x}\left(\|v\|_{H^{2,0}(Q)}+h_{x}\left(\|v\|_{H_{\otimes}^{2,1}(Q)}+\|v\|_{H_{\otimes, \mathfrak{b}, p_{t}}^{2,1}(Q)}\right)\right) .
$$

Proof In [6, Example 1.111 (i)], it has been shown that

$$
\left\|\tilde{v}-\pi_{\mathcal{T}^{x}}^{1} \tilde{v}\right\|_{L^{2}(D)}+h_{x}\left|\tilde{v}-\pi_{\mathcal{T}^{x}}^{1} \tilde{v}\right|_{H^{1}(D)} \leq C h_{x}^{2}|\tilde{v}|_{H^{2}(D)}, \quad \forall \tilde{v} \in H^{2}(D) .
$$

Following the lines of the proof of this result, we see that the above norms can be replaced by Bochner-Sobolev norms with values in a Hilbert space. Hence for every $v \in H_{0, \underline{0}}^{1,1}(Q) \cap H_{\otimes}^{2,1}(Q)$ it holds

$$
\begin{array}{r}
\left|v-\left(\pi_{\mathcal{T}^{x}}^{1} \otimes \mathrm{Id}\right) v\right|_{1,0, Q} \leq C h_{x}|v|_{2,0, Q} \\
\left\|v-\left(\pi_{\mathcal{T}^{x}}^{1} \otimes \mathrm{Id}\right) v\right\|_{0,1, Q} \leq C h_{x}^{2}|v|_{2,1, Q}
\end{array}
$$

Denoting

$$
\|v\|_{H_{h}, p_{t}(I)}^{2}:=\frac{1}{p_{t}^{2}}\left\|\left(\mathfrak{h}_{t}\right)^{1 / 2} \partial_{t} v\right\|_{L^{2}(I)}^{2}+p_{t}^{2}\left\|\left(\mathfrak{h}_{t}\right)^{-1 / 2} v\right\|_{L^{2}(I)}^{2},
$$

we have from (6) and (8) that $\|\cdot\|_{H_{b_{t}, p_{t}}^{1}(I)}$ is a norm on $H^{1}(I)$ equivalent to $\|\cdot\|_{H^{1}(I)}$. The result then follows from

$$
\left\|v-\left(\pi_{\mathcal{T}}^{1} \otimes \operatorname{Id}\right) v\right\|_{H_{\otimes, \mathfrak{h}_{t}, p_{t}}^{0,1}(Q)} \leq C h_{x}^{2}\|v\|_{H_{\otimes, \mathfrak{b}_{t}, p_{t}}^{2,1}(Q)}
$$

Lemma 5 Let $v \in H_{0, \underline{,}}^{1,1}(Q) \cap H_{\otimes}^{2,1}(Q)$ such that for all $n \in\left\{2, \ldots, M_{t}\right\}$, there exists $s_{n} \in \mathbb{N}_{0}$ satisfying $v \in H_{\otimes}^{1, s_{n}+1}\left(Q_{n}\right)$ and $v \in H^{0, s_{1}+1}\left(Q_{1}\right)$ for some $s_{1} \in \mathbb{N}_{0}$. Then

$$
\begin{aligned}
\left\|v-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}}^{p_{t}}\right) v\right\|_{h p, * *}^{2} & \leq\left|v-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}}^{p_{t}}\right) v\right|_{1,0, Q_{1}}^{2} \\
& +\sum_{n=2}^{M_{t}}\left(\frac{h_{t}^{n}}{2}\right)^{2\left(s_{n}+1\right)} \frac{\Gamma\left(p_{t}-s_{n}+1\right)}{p_{t}\left(p_{t}+1\right) \Gamma\left(p_{t}+s_{n}+1\right)}|v|_{1, s_{n}+1, Q_{n}}^{2} \\
& +\left(4 C_{t}+1\right) \sum_{n=1}^{M_{t}}\left(\frac{h_{t}^{n}}{2}\right)^{2 s_{n}} \frac{\Gamma\left(p_{t}-s_{n}+1\right)}{\Gamma\left(p_{t}+s_{n}+1\right)}|v|_{0, s_{n}+1, Q_{n}}^{2}
\end{aligned}
$$

where $C_{t}$ is defined in (6).
Proof We consider a similar argument to the one used in the proof of the previous lemma. Following the lines of the proof of Theorem 3.17 in [17], we see that for $j=0,1$ and $n=1, \ldots, M_{t}$

$$
\begin{aligned}
& \left|v-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}^{t}}^{p_{t}}\right) v\right|_{j, 0, Q_{n}}^{2} \leq\left(\frac{h_{t}^{n}}{2}\right)^{2\left(s_{n}+1\right)} \frac{\Gamma\left(p_{t}-s_{n}+1\right)}{p_{t}\left(p_{t}+1\right) \Gamma\left(p_{t}+s_{n}+1\right)}|v|_{j, s_{n}+1, Q_{n}}^{2} \\
& \left|v-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}}^{p_{t}}\right) v\right|_{j, 1, Q_{n}}^{2} \leq\left(\frac{h_{t}^{n}}{2}\right)^{2 s_{n}} \frac{\Gamma\left(p_{t}-s_{n}+1\right)}{\Gamma\left(p_{t}+s_{n}+1\right)}|v|_{j, s_{n}+1, Q_{n}}^{2}
\end{aligned}
$$

Hence

$$
\begin{aligned}
\left|v-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}^{t}}^{p_{t}}\right) v\right|_{1,0, Q}^{2} & \leq\left|v-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}}^{p_{t}}\right) v\right|_{1,0, Q_{1}}^{2} \\
& +\sum_{n=2}^{M_{t}}\left(\frac{h_{t}^{n}}{2}\right)^{2\left(s_{n}+1\right)} \frac{\Gamma\left(p_{t}-s_{n}+1\right)}{p_{t}\left(p_{t}+1\right) \Gamma\left(p_{t}+s_{n}+1\right)}|v|_{1, s_{n}+1, Q_{n}}^{2} \\
\left|v-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}^{t}}^{p_{t}}\right) v\right|_{0,1, Q}^{2} & \leq \sum_{n=1}^{M_{t}}\left(\frac{h_{t}^{n}}{2}\right)^{2 s_{n}} \frac{\Gamma\left(p_{t}-s_{n}+1\right)}{\Gamma\left(p_{t}+s_{n}+1\right)}|v|_{0, s_{n}+1, Q_{n}}^{2}
\end{aligned}
$$

Turning to the $\|\cdot\|_{H_{\otimes, \mathfrak{b}, p_{t}}^{0,1}(Q)}$ part of the norm, we have from (8)

$$
\|v\|_{H_{\otimes, \mathfrak{h}_{t}, p_{t}}^{0,1}(Q)}^{2} \leq 2 C_{t} \sum_{n=1}^{M_{t}}\left(\frac{h_{t}^{n}}{p_{t}^{2}}|v|_{0,1, Q_{n}}^{2}+\frac{p_{t}^{2}}{h_{t}^{n}}|v|_{0,0, Q_{n}}^{2}\right), \quad \forall v \in H^{0,1}(Q)
$$

so that

$$
\left\|v-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}^{t}}^{p_{t}}\right) v\right\|_{H_{\otimes, \mathfrak{h}_{t}, p_{t}}^{0,1}(Q)}^{2} \leq 4 C_{t} \sum_{n=1}^{M_{t}}\left(\frac{h_{t}^{n}}{2}\right)^{2 s_{n}+1} \frac{\Gamma\left(p_{t}-s_{n}+1\right)}{\Gamma\left(p_{t}+s_{n}+1\right)}|v|_{0, s_{n}+1, Q_{n}}^{2} .
$$

### 3.2.1 hp-approximation in time

Using the previous results, we consider an approximation of the space-time solution over geometric meshes for the time variable. More precisely, let $\sigma_{t} \in(0,1)$ be a grading factor and for $M_{t} \in \mathbb{N}$, define

$$
\begin{equation*}
t_{0}^{\sigma_{t}}=0, \quad t_{n}^{\sigma_{t}}=T \sigma_{t}^{M_{t}-n}, \quad n=1, \ldots, M_{t}, \tag{12}
\end{equation*}
$$

and $\mathcal{T}_{\sigma_{t}, M_{t}}^{t}:=\left\{I_{n}^{\sigma_{t}}\right\}_{n=1}^{M_{t}}$, where $I_{n}^{\sigma_{t}}:=\left(t_{n-1}^{\sigma_{t}}, t_{n}^{\sigma_{t}}\right)$ for $n=1, \ldots, M_{t}$. Furthermore, we write $Q_{n}^{\sigma_{t}}:=D \times I_{n}^{\sigma_{t}}$ for $n=1, \ldots, M_{t}$. Note that for $\kappa:=\left(\sigma_{t}^{-1}-1\right)$, it holds

$$
\begin{equation*}
h_{t, \sigma_{t}}^{n}=\kappa T \sigma_{t}^{M_{t}-(n-1)}, \quad n=1, \ldots, M_{t} . \tag{13}
\end{equation*}
$$

Combining Proposition 1 and Lemma 4.3.3 in [5], we obtain the following result.
Lemma 6 Let $f \in L^{2}\left(D ; \mathscr{G}^{\delta}(I)\right)$ for some $\delta \geq 1$. Then there exists $C=C\left(\sigma_{t}\right)>0$ such that for all $l \in \mathbb{N}$ and $n \in\left\{2, \ldots, M_{t}\right\}$, it holds

$$
\begin{aligned}
|u|_{0,1, Q_{1}^{\sigma_{t}}}^{2} & \leq C T d^{2} \sigma_{t}^{M_{t}}, \\
|u|_{0, l, Q_{n}^{\sigma_{t}}}^{2} & \leq C T^{3}\left(\frac{d}{T}\right)^{2 l} \Gamma(l+1)^{2 \delta} \sigma_{t}^{\left(M_{t}-n+1\right)(3-2 l),} \\
|u|_{1, l, Q_{n}^{\sigma_{t}}}^{2} & \leq C T^{2}\left(\frac{d}{T}\right)^{2 l} \Gamma(l+1)^{2 \delta} \sigma_{t}^{2\left(M_{t}-n+1\right)(1-l)},
\end{aligned}
$$

where $u$ is the solution of (3), $d:=\max \left(1, d_{f} T\right)$ and $d_{f}$ is the constant in the bound (4) associated to $f$.

Lemma 7 Let $f \in L^{2}\left(D ; \mathscr{G}^{\delta}(I)\right)$ for some $\delta \geq 1$. Then there exists $C>0$ such that

$$
\left|u-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}^{t}}^{p_{t}}\right) u\right|_{1,0, Q_{1}}^{2} \leq C t_{1}
$$

where $u$ is the solution of (3).

Proof By construction of $\pi_{\mathcal{T}_{M_{t} t}^{t}}^{p_{t}}$, it holds [17, Theorem 3.14]

$$
\left|u-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}^{t}}^{p_{t}}\right) u\right|_{1,0, Q_{1}} \leq\left|u-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}^{t}}^{1}\right) u\right|_{1,0, Q_{1}} .
$$

Moreover $u \in H^{1}\left(D ; \mathscr{G}^{\delta, 1 / 2}(I)\right)$ by Lemma 4.3.3 in [5]. Since the operator $\pi_{\mathcal{T}_{M_{t}}^{t}}^{1}$ maps to $\mathcal{S}^{1}\left(I, \mathcal{T}_{M_{t}}^{t}\right)$ and using the initial condition, we obtain that for a.e. $x \in D$

$$
\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}^{t}}^{1}\right) u(x, t)=\frac{t}{t_{1}} u\left(x, t_{1}\right), \quad \forall t \in I_{1}
$$

Hence

$$
\begin{aligned}
\left|u-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}^{t}}^{p_{t}}\right) u\right|_{1,0, Q_{1}}^{2} & \leq 2\left(|u|_{1,0, Q_{1}}^{2}+\left|\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{M_{t}}^{t}}^{1}\right) u\right|_{1,0, Q_{1}}^{2}\right) \\
& \leq C\left(\int_{0}^{t_{1}} d t+\frac{1}{t_{1}^{2}} \int_{0}^{t_{1}} t^{2} d t\right) \leq C t_{1}
\end{aligned}
$$

where we have used that $u \in \mathcal{C}(\bar{Q})$ since $u \in H^{1}\left(D ; \mathscr{G}^{\delta, 1 / 2}(I)\right) \subset H^{1}(D ; \mathcal{C}(\bar{I}))$.
Proposition 2 Let us assume that $f \in L^{2}\left(D ; \mathscr{G}^{\delta}(I)\right)$ for some $\delta \geq 1$. For $\sigma_{t} \in(0,1)$ and $M_{t} \in \mathbb{N}$, let further $\mathcal{T}_{\sigma_{t}, M_{t}}^{t}$ be defined through (12). Then there exists $\mu_{t, 0} \geq 1$ such that choosing the vector of temporal polynomial orders to depends polynomially on the time step, i.e., $p_{t}=\left\lfloor\mu_{t} M_{t}^{\delta}\right\rfloor$ for any sufficiently large slope $\mu_{t}>\mu_{t, 0}$, there exists $C>0$ satisfying

$$
\left\|u-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{\sigma_{t}, M_{t}}^{t}}^{p_{t}}\right) u\right\|_{h p, * *} \leq C \sigma_{t}^{\frac{M_{t}}{2}} .
$$

Proof Let us denote $I:=\left\|u-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{\sigma_{t}, M_{t}}}^{p_{t}}\right) u\right\|_{h p, * *}^{2}$. Then, from Lemmas 5, 6 and 7 , taking $s_{1}=0$, we have

$$
\begin{aligned}
I & \leq\left|u-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{\sigma_{t}, M_{t}}^{p_{t}}}^{p_{t}}\right) u\right|_{1,0, Q_{1}}^{2}+\left(4 C_{t}+1\right)|u|_{0,1, Q_{1}^{\sigma_{t}}}^{\sigma_{t}} \\
& +\sum_{n=2}^{M_{t}}\left(\frac{h_{t, \sigma_{t}}^{n}}{2}\right)^{2\left(s_{n}+1\right)} \frac{\Gamma\left(p_{t}-s_{n}+1\right)}{p_{t}\left(p_{t}+1\right) \Gamma\left(p_{t}+s_{n}+1\right)}|u|_{1, s_{n}+1, Q_{n}}^{2} \\
& +\left(4 C_{t}+1\right) \sum_{n=2}^{M_{t}}\left(\frac{h_{t, \sigma_{t}}^{n}}{2}\right)^{2 s_{n}} \frac{\Gamma\left(p_{t}-s_{n}+1\right)}{\Gamma\left(p_{t}+s_{n}+1\right)}|u|_{0, s_{n}+1, Q_{n}}^{2} \\
& \leq C t_{1}^{\sigma_{t}}+C \sigma_{t}^{M_{t}} \\
& +C \sum_{n=2}^{M_{t}}\left(\frac{d h_{t, \sigma_{t}}^{n}}{2 T}\right)^{2\left(s_{n}+1\right)} \frac{\Gamma\left(p_{t}-s_{n}+1\right) \Gamma\left(s_{n}+2\right)^{2 \delta}}{p_{t}\left(p_{t}+1\right) \Gamma\left(p_{t}+s_{n}+1\right)} \sigma_{t}^{-2\left(M_{t}-n+1\right) s_{n}} \\
& +C \sum_{n=2}^{M_{t}}\left(\frac{d h_{t, \sigma_{t}}^{n}}{2 T}\right)^{2 s_{n}}\left(\frac{d}{T}\right)^{2} \frac{\Gamma\left(p_{t}-s_{n}+1\right) \Gamma\left(s_{n}+2\right)^{2 \delta}}{\Gamma\left(p_{t}+s_{n}+1\right)} \sigma_{t}^{\left(M_{t}-n+1\right)\left(1-2 s_{n}\right)} .
\end{aligned}
$$

From (13), we have

$$
\begin{aligned}
\left(\frac{d h_{t, \sigma_{t}}^{n}}{2 T}\right)^{2\left(s_{n}+1\right)} \sigma_{t}^{-2\left(M_{t}-n+1\right) s_{n}} & =\left(\frac{\kappa d}{2}\right)^{2\left(s_{n}+1\right)} \sigma_{t}^{2\left(M_{t}-n+1\right)}, \\
\left(\frac{d h_{t, \sigma_{t}}^{n}}{2 T}\right)^{2 s_{n}}\left(\frac{d}{T}\right)^{2} \sigma_{t}^{\left(M_{t}-n+1\right)\left(1-2 s_{n}\right)} & =\left(\frac{2}{\kappa T}\right)^{2}\left(\frac{\kappa d}{2}\right)^{2\left(s_{n}+1\right)} \sigma_{t}^{\left(M_{t}-n+1\right)} .
\end{aligned}
$$

Choosing $s_{n}=n+1$ for all $n \in\left\{1, \ldots, M_{t}\right\}$, there exists $C>0$ satisfying

$$
\begin{aligned}
\left\|u-\left(\operatorname{Id} \otimes \pi_{\mathcal{T}_{\sigma_{t}, M_{t}}^{t}}^{p_{t}}\right) u\right\|_{h p, * *}^{2} & \leq C \sigma_{t}^{M_{t}}\left(1+\sum_{n=2}^{M_{t}}\left(\frac{\kappa d}{2 \sqrt{\sigma_{t}}}\right)^{2 n} \frac{\Gamma\left(p_{t}-n\right) \Gamma(n+3)^{2 \delta}}{\Gamma\left(p_{t}+n+2\right)}\right) \\
& =C \sigma_{t}^{M_{t}}\left(1+\sum_{n=1}^{M_{t}} \alpha^{2 n} \frac{\Gamma\left(p_{t}-n\right)}{\Gamma\left(p_{t}+n+2\right)} \Gamma(n+3)^{2 \delta}\right)
\end{aligned}
$$

where $\alpha:=\frac{\kappa d}{2 \sqrt{\sigma_{t}}}$. From [5, (A.1.3),(A.1.4)], it holds for $p_{t}=\left\lfloor\mu_{t} M_{t}^{\delta}\right\rfloor$

$$
\begin{aligned}
\Gamma(n+3) & \leq C n^{5 / 2}\left(\frac{n}{e}\right)^{n} \leq C n^{5 / 2}\left(\frac{M_{t}}{e}\right)^{n}, \\
\frac{\Gamma\left(p_{t}-n\right)}{\Gamma\left(p_{t}+n+2\right)} & =\frac{\Gamma\left(\left\lfloor\mu_{t} M_{t}^{\delta}\right\rfloor-n\right)}{\Gamma\left(\left\lfloor\mu_{t} M_{t}^{\delta}\right\rfloor+n+2\right)} \\
& \leq e\left(\frac{\left\lfloor\mu_{t} M_{t}^{\delta}\right\rfloor}{e}\right)^{-2(1+n)} \leq e\left(\frac{\mu_{t} M_{t}^{\delta}}{2 e}\right)^{-2(1+n)},
\end{aligned}
$$

where we have used $\left\lfloor\mu_{t} M_{t}^{\delta}\right\rfloor \geq \frac{\mu_{t} M_{t}^{\delta}}{2}$. Hence for every

$$
\mu_{t}>\mu_{t, 0}:=\frac{2 \alpha}{e^{\delta-1}},
$$

it holds

$$
\begin{aligned}
\sum_{n=1}^{M_{t}} \alpha^{2 n} \frac{\Gamma\left(\left\lfloor\mu_{t} M_{t}^{\delta}\right\rfloor-n+2\right)}{\Gamma\left(\left\lfloor\mu_{t} M_{t}^{\delta}\right\rfloor+n\right)} \Gamma(n+1)^{2 \delta} & \leq C\left(\mu_{t} M_{t}^{\delta}\right)^{-2} \sum_{n=1}^{M_{t}} \alpha^{2 n}\left(\frac{2 e}{\mu_{t} M_{t}^{\delta}} \frac{M_{t}^{\delta}}{e^{\delta}}\right)^{2 n} n^{5 \delta} \\
& \leq C\left(\mu_{t} M_{t}^{\delta}\right)^{-2} \sum_{n=1}^{\infty} n^{5 \delta}\left(\frac{2 \alpha}{\mu_{t} e^{\delta-1}}\right)^{2 n}
\end{aligned}
$$

and it can be shown using for instance a ratio test that the series converges. Wrapping up everything, we obtain the desired result.
Theorem 1 Let us assume that $f \in L^{2}\left(D ; \mathscr{G}^{\delta}(I)\right)$ for some $\delta \geq 1$. For $\sigma_{t} \in(0,1)$ and $M_{t} \in \mathbb{N}$, let further $\mathcal{T}_{\sigma_{t}, M_{t}}^{t}$ be defined through (12) and choose $h_{x} \approx \sigma_{t}^{\frac{M_{t}}{2}}$. Then there exists $\mu_{t, 0} \geq 1$ such that choosing $p_{t}=\left\lfloor\mu_{t} M_{t}^{\delta}\right\rfloor$ for any $\mu_{t}>\mu_{t, 0}$, there exists $C>0$ satisfying

$$
\begin{equation*}
\left\|u-u_{h p}\right\|_{h p} \leq C \log (N)^{\frac{\delta(d+1)+1}{d}} N^{-\frac{1}{d}} \tag{14}
\end{equation*}
$$

where $N=\operatorname{dim}\left(\mathcal{V}_{h p}\right)$.

Proof Let $\mu_{t, 0}>0$ be defined in Proposition 2. From $h_{x} \approx \sigma_{t}^{\frac{M_{t}}{2}}$, (10), (11), Lemma 4 and Proposition 2, there exists $C>0$ such that

$$
\begin{aligned}
\left\|u-u_{h p}\right\|_{h p} & \leq C\left(h_{x}\left(\|u\|_{H^{2,0}(Q)}+h_{x}\left(\|u\|_{H_{\otimes}^{2,1}(Q)}+\|u\|_{H_{\otimes, \mathfrak{b}_{t}, p_{t}}^{2,1}(Q)}\right)\right)+\sigma_{t}^{\frac{M_{t}}{2}}\right) \\
& \leq C h_{x}\left(\max \left(1,\|u\|_{H_{\otimes}^{2,1}(Q)}\right)+h_{x}\|u\|_{H_{\otimes, \mathfrak{b} t, p_{t}}^{2,1}(Q)}\right) .
\end{aligned}
$$

Furthermore

$$
\begin{aligned}
h_{x}^{2}\|u\|_{H_{\otimes, \mathfrak{h}_{t}, p_{t}}^{2,1}(Q)}^{2} & =h_{x}^{2} \sum_{0 \leq|\alpha| \leq 2}\left(\frac{1}{p_{t}^{2}}\left\|\mathfrak{h}_{t}^{1 / 2} \partial_{x}^{\alpha} \partial_{t} u\right\|_{L^{2}(Q)}^{2}+p_{t}^{2}\left\|\mathfrak{h}_{t}^{-1 / 2} \partial_{x}^{\alpha} u\right\|_{L^{2}(Q)}^{2}\right) \\
& \leq h_{x}^{2}\left(\frac{h_{t, \sigma_{t}}^{M_{t}}}{p_{t}^{2}}+\frac{p_{t}^{2}}{h_{t, \sigma_{t}}^{1}}\right) \sum_{0 \leq|\alpha| \leq 2}\left(\left\|\partial_{x}^{\alpha} \partial_{t} u\right\|_{L^{2}(Q)}^{2}+\left\|\partial_{x}^{\alpha} u\right\|_{L^{2}(Q)}^{2}\right) \\
& \leq C \sigma_{t}^{M_{t}}\left(\frac{1}{M_{t}^{2 \delta}}+\frac{M_{t}^{2 \delta}}{\sigma_{t}^{M_{t}}}\right)\|u\|_{H_{\otimes}^{2,1}(Q)}^{2} \leq C M_{t}^{2 \delta}\|u\|_{H_{\otimes}^{2,1}(Q)}^{2},
\end{aligned}
$$

so that

$$
\left\|u-u_{h p}\right\|_{h p} \leq C M_{t}^{\delta} h_{x} \max \left(1,\|u\|_{H^{2,1}(Q)}\right)
$$

From $N_{x}:=\operatorname{dim}\left(\mathcal{S}_{0}^{1}\left(D, \mathcal{T}^{x}\right)\right) \approx\left(h_{x}\right)^{-d}, N_{t} \approx M_{t}^{\delta+1}$ and $h_{x} \approx \sigma_{t}^{\frac{M_{t}}{2}}$, we have

$$
N:=N_{x} N_{t} \approx\left(h_{x}\right)^{-d} N_{t} \approx \sigma_{t}^{-\frac{d M_{t}}{2}} M_{t}^{\delta+1}
$$

so that $N^{-\frac{1}{d}} \approx \sigma_{t}^{\frac{M_{t}}{2}} M_{t}^{-\frac{\delta+1}{d}}$ and $\log (N) \approx M_{t}$, whence

$$
M_{t}^{\delta} h_{x} \leq C \sigma_{t}^{\frac{M_{t}}{2}} M_{t}^{\delta}=C M_{t}^{\frac{\delta+1}{d}+\delta} \sigma_{t}^{\frac{M_{t}}{2}} M_{t}^{-\frac{\delta+1}{d}} \approx\left(\frac{\log (N)^{\delta+1}}{N}\right)^{\frac{1}{d}} \log (N)^{\delta}
$$

Remark 1 Following the lines of the proof, we see that a sufficient condition for (14) to hold is that $u \in L^{2}\left(D ; \mathscr{G}^{\delta, 1}(I)\right) \cap H_{0}^{1}\left(D ; \mathscr{G}^{\delta, 1 / 2}(I)\right) \cap H_{\otimes}^{2,1}(Q)$.
3.3 Generalization to higher order FEM in two space dimensions

Let $D \subset \mathbb{R}^{2}$ be a polygonal domain and denote its vertices by $A_{i}, i=1, \ldots, L$. In order to deal with polynomial approximation of order $p_{x}>1$ in the spatial variable, we consider weighted Sobolev spaces. Indeed, solutions of elliptic problems will typically belong to these spaces. This is a consequence of the polygonal shape of the domain which might induce corner singularities. We then expect solutions of parabolic equations to fulfill a similar type of regularity in space. To circumvent this lack of regularity, it is possible to consider meshes which are graded towards the corners of the domain. In that particular case, it is not possible to obtain convergence rates with respect to $h_{x}$ and so from now on we will only work with $N_{x}$, i.e. the number of degrees freedom related to the spatial approximation.

### 3.3.1 Approximation of higher order

Let us assume that the solution $u$ of (3) satisfies

$$
\begin{equation*}
u=\sum_{i=0}^{L} u_{i} \tag{15}
\end{equation*}
$$

where $u_{0} \in H^{p_{x}+1}\left(D ; H^{1}(I)\right)$ and for $i=1, \ldots, L, u_{i}$ can be written in polar coordinates as

$$
u_{i}(x)=c_{i} r_{i}^{\gamma_{i}} g_{i}\left(\theta_{i}\right) \chi_{i}
$$

where $c_{i} \in H^{1}(I)$ and $\gamma_{i}>0$ are constants, $r_{i}$ denotes the distance to the vertex $A_{i}, \theta_{i} \in[0,2 \pi)$ is the angle of $x$ with respect to $A_{i}$ and a half line starting at $A_{i}, g_{i} \in W^{1, \infty}(0,2 \pi)$ is $2 \pi$-periodic and piecewise $W^{p_{x}+1, \infty}$ and $\chi_{i}$ is a $C_{\infty}(\bar{D})$ cut-off function. Under these assumptions, we have the following result. It can be obtained using [8, Theorem 2.1] and the same procedure as in the proof of Lemma 4. The factor $\frac{p_{t}}{\sqrt{h_{t}^{\text {min }}}}$ comes from the mesh-dependent part of the norm $\|\cdot\|_{h p, * *}$.

Lemma 8 Let $u$ fulfill (15). Then there exists a sequence of meshes $\left\{\mathcal{T}_{n}^{x}\right\}_{n \in \mathbb{N}}$ and $C>0$ such that

$$
\begin{equation*}
\left\|u-\left(\pi_{\mathcal{T}_{N_{x}}}^{p_{x}} \otimes \mathrm{Id}\right) u\right\|_{h p, * *} \leq C \frac{p_{t}}{\sqrt{h_{t}^{\min }}} N_{x}^{-\frac{p_{x}}{2}}, \tag{16}
\end{equation*}
$$

where $h_{t}^{\text {min }}:=\min _{n=1, \ldots, M_{t}} h_{t}^{n}$ and $C$ depends on $|u|_{H^{p_{x}+1}(D)}$ and $c_{i}, \gamma_{i}, \chi_{i}, g_{i}$ for $i=1, \ldots, L$.

Proposition 3 Let $p_{x} \in \mathbb{N}, f \in L^{2}\left(D ; \mathscr{G}^{\delta}(I)\right)$ for some $\delta \geq 1$ and assume that $u$ admits the decomposition (15). For $\sigma_{t} \in(0,1)$ and $M_{t} \in \mathbb{N}$, let further $\mathcal{T}_{\sigma_{t}, M_{t}}^{t}$ be defined through (12) and choose $N_{x} \approx \sigma_{t}^{-\frac{2 M_{t}}{p_{x}}}$. Then there exists $\mu_{t, 0} \geq 1$ such that, choosing $p_{t}=\left\lfloor\mu_{t} M_{t}^{\delta}\right\rfloor$ for any $\mu_{t}>\mu_{t, 0}$, there exists $C>0$ satisfying

$$
\begin{equation*}
\left\|u-u_{h p}\right\|_{h p} \leq C \log (N)^{\frac{p_{x}(\delta+1)}{4}+\delta} N^{-\frac{p_{x}}{4}}, \tag{17}
\end{equation*}
$$

where $N=\operatorname{dim}\left(\mathcal{V}_{h p}\right)$.
Proof Let $\mu_{t, 0}>0$ be as defined in Proposition 2. From $N_{x}^{-\frac{p_{x}}{2}} \approx \sigma_{t}^{M_{t}}$, (10), (11), Proposition 2 and Lemma 8, there exists $C>0$ such that

$$
\begin{aligned}
\left\|u-u_{h p}\right\|_{h p} & \leq C\left(\frac{p_{t}}{\sqrt{h_{t}^{\text {min }}}} N_{x}^{-\frac{p_{x}}{2}}+\sigma_{t}^{\frac{M_{t}}{2}}\right) \\
& \leq C\left(M_{t}^{\delta} \sigma_{t}^{-\frac{M_{t}}{2}} N_{x}^{-\frac{p_{x}}{2}}+\sigma_{t}^{\frac{M_{t}}{2}}\right) \leq C M_{t}^{\delta} \sigma_{t}^{\frac{M_{t}}{2}} .
\end{aligned}
$$

From $N=N_{x} N_{t} \approx \sigma_{t}^{-\frac{2 M_{t}}{p_{x}}} M_{t}^{\delta+1}$, it holds $\log (N) \approx M_{t}$ and

$$
N^{-\frac{p_{x}}{4}} \log (N)^{\frac{p_{x}(\delta+1)}{4}+\delta} \approx \sigma_{t}^{\frac{M_{t}}{2}} M_{t}^{-\frac{p_{x}(\delta+1)}{4}} M_{t}^{\frac{p_{x}(\delta+1)}{4}+\delta}=\sigma_{t}^{\frac{M_{t}}{2}} M_{t}^{\delta},
$$

and the result follows.

Remark 2 For $p_{x}=1$, (17) yields

$$
\left\|u-u_{h p}\right\|_{h p} \leq C \log (N)^{\frac{5 \delta+1}{4}} N^{-\frac{1}{4}}
$$

while inserting $d=1$ in (14) gives

$$
\left\|u-u_{h p}\right\|_{h p} \leq C \log (N)^{\frac{3 \delta+1}{2}} N^{-\frac{1}{2}}
$$

Hence in the case $p_{x}=1$, the result of Proposition 3 is not sharp. This is a consequence of Lemma 8 and more precisely of Theorem 2.1 from [8]. Indeed, in this paper an approximation result for continuous piecewise polynomial elements on graded meshes is obtained in the $H^{1}$-norm. However the term of $\|\cdot\|_{h p, * *}$ containing the mesh-dependent norm involves only the $L^{2}$-norm in space. Hence in principle, (16) could be sharpened to

$$
\left\|v-\left(\pi_{\mathcal{T}_{N_{x}}}^{p_{x}} \otimes \mathrm{Id}\right) v\right\|_{h p, * *} \leq C\left(\frac{p_{t}}{\sqrt{h_{t}^{\text {min }}}} N_{x}^{-\frac{p_{x}+1}{2}}+N_{x}^{-\frac{p_{x}}{2}}\right)
$$

allowing us to prove a better bound in Proposition 3. In fact, choosing $N_{x} \approx \sigma_{t}^{-\frac{2 M_{t}}{p_{x}+1}}$ yields for $p_{x} \geq 1$

$$
\begin{aligned}
\left\|u-u_{h p}\right\|_{h p} & \leq C \max \left(\log (N)^{\frac{\left(p_{x}+1\right)(\delta+1)}{4}+\delta} N^{-\frac{p_{x}+1}{4}}, N_{x}^{-\frac{p_{x}}{2}}\right) \\
& =C \log (N)^{\frac{\left(p_{x}+1\right)(\delta+1)}{4}+\delta} N^{-\frac{p_{x}+1}{4}} .
\end{aligned}
$$

In that case, $p_{x}=1$ gives the result from Proposition 3.

### 3.3.2 hp-approximation for the spatial variable

In order to deal with an $h p$-approximation in the spatial component of $u$, we consider the following classes of functions. The reason is that they describe the regularity of solutions of elliptic equations when the associated right-hand side is analytic and hence we expect the same kind of behavior for the spatial component of solutions of parabolic equations. However, to the best of our knowledge, this result can not be found in the literature. Let $\beta=\left(\beta_{1}, \ldots, \beta_{L}\right) \in[0,1)^{L}$ and the weight function $\Phi_{\beta}$ defined for $x \in \bar{D}$ as

$$
\Phi_{\beta}(x):=\prod_{j=1}^{L}\left(r_{j}(x)\right)^{\beta_{j}}, \quad r_{i}(x):=\min \left(1,\left|x-A_{i}\right|\right), \quad i=1, \ldots, L .
$$

Then for $m \geq l \geq 1$ and a Hilbert space $H, H_{\beta}^{m, l}(D ; H)$ is the space of functions $v \in L^{2}(D ; H)$ for which

$$
\|v\|_{H_{\beta}^{m, l}(D ; H)}^{2}:=\|v\|_{H^{l-1}(D ; H)}^{2}+|v|_{H_{\beta}^{m, l}(D ; H)}^{2}<\infty,
$$

where

$$
|v|_{H_{\beta}^{m, l}(D ; H)}^{2}:=\sum_{k=l}^{m} \sum_{|\alpha|=k}\left\|\Phi_{\beta+k-l} \partial_{x}^{\alpha} v\right\|_{L^{2}(D ; H)}^{2}
$$

Definition 2 For $l \geq 1, v \in \mathcal{B}_{\beta}^{l}(D ; H)$ if $v \in H_{\beta}^{m, l}(D ; H)$ for all $m \geq l$ and there exist $C>0$ and $d \geq 1$ such that for all $k \geq l$ it holds

$$
\sum_{|\alpha|=k}\left\|\Phi_{\beta+k-l} \partial_{x}^{\alpha} v\right\|_{L^{2}(D ; H)} \leq C d^{k-l} \Gamma(k-l+1) .
$$

Functions in $\mathcal{B}_{\beta}^{2}(D ; H)$ are globally continuous, analytic inside $D$ and contain potential algebraic singularities at the vertices $A_{1}, \ldots, A_{L}$. We then consider an $h p$-discretization in $D$. Given a grading factor $\sigma_{x} \in(0,1)$ and $M_{x} \in \mathbb{N}$, we consider a mesh $\mathcal{T}_{\sigma_{x}, M_{x}}^{x}$ of $D$ which is exponentially graded towards the corners and has elements of fixed size away from $\partial D$. The idea is similar to the construction of $\mathcal{T}_{\sigma_{t}, M_{t}}^{t}$. Furthermore, given $\mu_{x}>0$, we consider a polynomial distribution $\mathbf{p}_{x}^{\mu_{x}}$ over $\mathcal{T}_{\sigma_{x}, M_{x}}^{x}$ such that $\left.\mathbf{p}_{x}^{\mu_{x}}\right|_{K}=1$ for an element $K \in \mathcal{T}_{\sigma_{x}, M_{x}}^{x}$ such that there exists $i \in\{1, \ldots, L\}$ with $A_{i} \in \bar{K}$. We then suppose that $\mathbf{p}_{x}^{\mu_{x}}$ increases linearly with slope $\mu_{x}$ away from the corners and is constant and proportional to $M_{x}$ over the elements of fixed size of $\mathcal{T}_{\sigma_{x}, M_{x}}^{x}$. A precise description of how to build $\mathcal{T}_{\sigma_{x}, M_{x}}^{x}$ and $\mathbf{p}_{\sigma_{x}, M_{x}}^{x}$ and a proof of the following Lemma can be found in [17, Chapter 4]. Again, using the same procedure as in the proof of Lemma 4, we obtain the following result.

Lemma 9 Let $\sigma_{x} \in(0,1)$ and assume that $u \in \mathcal{B}_{\beta}^{2}\left(D ; H^{1}(I)\right)$. Then there exists $\mu_{x, 0}>0$ such that for any $\mu_{x}>\mu_{x, 0}$, there exist $C, b>0$ satisfying for $M_{x} \in \mathbb{N}$

$$
\begin{equation*}
\left\|u-\left(\pi_{\mathcal{T}_{\sigma_{x}, M_{x}}^{\mathbf{p}_{x}}}^{\mu_{x}} \otimes \mathrm{Id}\right) u\right\|_{h p, * *} \leq C \frac{p_{t}}{\sqrt{h_{t}^{\text {min }}}} \exp \left(-b N_{x}^{\frac{1}{3}}\right) \tag{18}
\end{equation*}
$$

Proposition 4 Let $f \in L^{2}\left(D ; \mathscr{G}^{\delta}(I)\right)$ for some $\delta \geq 1$ and $u \in \mathcal{B}_{\beta}^{2}\left(D ; H^{1}(I)\right)$. For $\sigma_{t}, \sigma_{x} \in(0,1)$ and $M_{t}, M_{x} \in \mathbb{N}$, let further $\mathcal{T}_{\sigma_{t}, M_{t}}^{t}$ be defined through (12) and $\mathcal{T}_{\sigma_{x}, M_{x}}^{x}$ be as above. Moreover, for a given $\tilde{b}>\frac{\left|\log \left(\sigma_{t}\right)\right|}{2}$, assume that $c_{1} b N_{x}^{\frac{1}{3}} \leq \tilde{b} M_{t} \leq c_{2} b N_{x}^{\frac{1}{3}}$ for some $0<c_{1} \leq c_{2}<1$, where $b$ is defined in (18). Then there exists $\mu_{t, 0} \geq 1$ and $\mu_{x, 0}>0$ such that choosing $p_{t}=\left\lfloor\mu_{t} M_{t}^{\delta}\right\rfloor$ for any $\mu_{t}>\mu_{t, 0}$ and $\mu_{x}>\mu_{x, 0}$, there exists $C>0$ satisfying

$$
\begin{equation*}
\left\|u-u_{h p}\right\|_{h p} \leq C \exp \left(-c N^{\frac{1}{4+\delta}}\right), \tag{19}
\end{equation*}
$$

where $u_{h p}$ is the solution of (9) in the space $\mathcal{V}_{h p}=\mathcal{S}_{0}^{\mathbf{p}_{x}^{\mu_{x}}}\left(D, \mathcal{T}_{\sigma_{x}, M_{x}}^{x}\right) \otimes \mathcal{S}_{\underline{0}}^{p_{t}}\left(I, \mathcal{T}_{\sigma_{t}, M_{t}}^{t}\right)$ and $N=\operatorname{dim}\left(\mathcal{V}_{h p}\right)$.

Proof Let $\mu_{t, 0}$ and $\mu_{x, 0}$ be defined in Proposition 2 and Lemma 9, respectively. From (10), (11) and $c_{1} \frac{b}{\bar{b}} N_{x}^{\frac{1}{3}} \leq M_{t} \leq c_{2} \frac{b}{\bar{b}} N_{x}^{\frac{1}{3}}$, there exists $C>0$ such that

$$
\begin{aligned}
\left\|u-u_{h p}\right\|_{h p} & \leq C\left(M_{t}^{\delta} \sigma_{t}^{-\frac{M_{t}}{2}} \exp \left(-b N_{x}^{\frac{1}{3}}\right)+\sigma_{t}^{\frac{M_{t}}{2}}\right) \\
& \leq C\left(\exp \left(-b N_{x}^{\frac{1}{3}}+\tilde{b} M_{t}\right)+\sigma_{t}^{\frac{M_{t}}{2}}\right) \leq C \exp \left(-c N_{x}^{\frac{1}{3}}\right)
\end{aligned}
$$

for some $c>0$. From $M_{t} \approx N_{x}^{\frac{1}{3}}$ and $N_{t} \approx M_{t}^{\delta+1}$, we then have $N=N_{x} N_{t} \approx$ $N_{x}^{1+\frac{\delta+1}{3}}$, yielding the desired result.

## 4 Numerical results

In this section, we provide numerical evidence of Theorem 1. Let us consider $I=D=(0,1), \mathcal{A}=1$ and the exact solution

$$
\begin{equation*}
u(x, t):=t^{3 / 4} x^{5 / 2}(1-x) . \tag{20}
\end{equation*}
$$

In that setting, we have that $u \in H^{2}\left(D ; \mathscr{G}^{1,3 / 4}(I)\right) \cap H_{0}^{1}\left(D ; \mathscr{G}^{1,3 / 4}(I)\right)$ so that we can apply Remark 1 with $\delta=1$. Hence for every $\sigma_{t} \in(0,1)$, there exists $\mu_{t, 0}>0$ such that defining $p_{t}=\left\lfloor\mu_{t} M_{t}\right\rfloor$ for any $\mu_{t}>\mu_{t, 0}$ and considering $h_{x} \approx \sigma_{t}^{\frac{M_{t}}{2}}$ it holds

$$
\left\|u-u_{h p}\right\|_{h p} \leq C \log (N)^{\frac{\delta(d+1)+1}{d}} N^{-\frac{1}{d}}=C \log (N)^{3} N^{-1} .
$$

In Figure 1, we present convergence results for different values of $\sigma_{t}$ and $\mu_{t}$. We see that in all the cases, the expected rate can be observed. Furthermore, the results indicate that the error can be decreased by decreasing $\sigma_{t}$. However, we point out that the value of $\mu_{t}$ needs to be increased whenever $\sigma_{t}$ is decreased to obtain the desired convergence, yielding a faster increase in the total number of degrees of freedom.


Fig. 1 Convergence of the approximation of (20) in the framework of Theorem 1 for different pairs of parameters $\left(\sigma_{t}, \mu_{t}\right)$. The expected convergence rate can indeed be observed for all the pairs.

## 5 Conclusion

In this paper, we developed a coercive space-time variational formulation for linear, parabolic evolution equations on finite time intervals. Coercivity was expressed in
terms of mesh-dependent norms, which involved both, size of time-interval (timestep) and polynomial order of the time discretization. The formulation generalizes recent, " $h$-version" mesh-dependent formulations developed in [20,12]. Quasi optimality of the Galerkin discretization in this setting is established to hold for general space-discretizations. Exponential convergence rates of $h p$ time-semidiscretizations was established under Gevrey-type parabolic regularity. For full $h p$ discretizations in both spatial and temporal variables, likewise an exponential convergence rate bound was proved, under the assumption of analytic regularity of the solution expressed in countably normed spaces as are typically encountered in elliptic regularity theory in nonsmooth domains. Numerical experiments for a model problem with a model singular solution confirmed the exponential convergence estimates.
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