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#### Abstract

The fields of photonics and phononics encompass the fundamental science of light and sound propagation and interactions in complex structures, and its technological applications. The aim of this book is to review new and fundamental mathematical tools, computational approaches, and inversion and optimal design methods to address challenging problems in photonics and phononics. An emphasis is placed on analyzing subwavelength resonators; super-focusing and super-resolution of electromagnetic and acoustic waves; photonic and phononic crystals; electromagnetic cloaking; and electromagnetic and elastic metamaterials and metasurfaces. Throughout this book, we demonstrate the power of layer potentials techniques in solving challenging problems in photonics and phononics when they are combined with asymptotic analysis. The book could be of interest to researchers and graduate students working in the fields of applied and computational mathematics, partial differential equations, electromagnetic theory, elasticity, integral equations, and inverse and optimal design problems. Researchers in photonics, phononics, and nanotechnologies might also find this book helpful.
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## Introduction

The aim of this book is to give a self-contained presentation of recent mathematical and computational advances in photonics and phononics. The fields of photonics and phononics encompass the fundamental science of light and elastic wave propagation and interactions in complex structures, and its technological applications.

The recent advances in nanoscience present great challenges for the applied and computational mathematics community. In nanophotonics, the aim is to control, manipulate, reshape, guide, and focus electromagnetic waves at nanometer length scales, beyond the resolution limit. In particular, one wants to push the resolution limit by reducing the focal spot and confining light to length scales significantly smaller than half the wavelength. Nanostructures also open exciting opportunities for tuning the phonon energy spectrum and related acoustic material properties for specific applications.

Interactions between the field of photonics and mathematics has led to the emergence of a a multitude of new and unique solutions in which today's conventional technologies are approaching their limits in terms of speed, capacity and accuracy.

Light can be used for detection and measurement in a fast, sensitive and accurate manner, and thus photonics possesses a unique potential to revolutionize healthcare.

Light-based technologies can be used effectively for very early detection of diseases, with non-invasive imaging techniques or point-of-care applications. They are also instrumental in the analysis of processes at the molecular level, giving a greater understanding of the origin of diseases, and hence allowing prevention along with new treatments.

Photonic technologies also play a major role in addressing the needs of our ageing society: from pace-makers to synthetic bones and from endoscopes to the micro-cameras used in in-vivo processes. Photonics are used also in advanced lighting technology and in improving energy efficiency and quality.

The emerging discipline of phononics encompasses many disciplines, including quantum physics and mechanics, materials science engineering and applied mathematics.

Specialized phononic crystals are currently being developed. These are artificial, elastic structures with unusual acoustic wave propagation capabilities, such as the ability to increase the resolution of ultrasound imaging with super lenses, or to process information with sound-based circuits.

By using photonic and phononic media to control waves across a wide band of wavelengths, we have unprecedented ability to fabricate new optical and elastic
materials with specific microstructures. Modern technologies are certainly going to be based on the manipulation of electrons and photons.

Our main objective in this book is to report on the use of sophisticated mathematics in diffractive optics; plasmonics; super-resolution; photonic and phononic crystals; and metamaterials for electromagnetic and elastic invisibility and cloaking.

We develop new mathematical and computational models for wave scattering from sub-wavelength resonators and introduce a unified approach for designing, at low frequencies, metamaterials for cloaking and high-contrast media for subwavelength resolution. We establish sub-wavelength imaging approaches based on the use of resonant plasmonic nanoparticles and Minnaert bubbles. Through analyzing the mathematical properties of sub-wavelength resonators, we unify the theories of metamaterials and super-focusing. This is certain to pave the way for the reshaping, controlling, and manipulation of waves at sub-wavelength scales.

The book merges various branches of mathematics to advance the field of mathematical modelling of optical and acoustic subwavelength devices and structures capable of light enhancement, and of the focusing and guiding of light at a subwavelength scale. These include asymptotic analysis, spectral analysis, and harmonic analysis.

In particular, the book shows how powerful the layer potential techniques are for solving challenging problems in photonics and phononics, especially when they are combined with asymptotic analysis and the elegant theory of Gohberg and Sigal on meromorphic operator-valued functions.

The emphasis of this book is placed on mathematically analyzing plasmon resonant nanoparticles and Minnaert bubbles, diffractive optics, photonic and phononic crystals, super-resolution, and metamaterials. For each of these topics, a solid mathematical and computational framework and an optimal design approach in the sense of robustness and accuracy is derived.

Plasmon resonant nanoparticles have unique capabilities of enhancing the brightness of light and confining strong electromagnetic fields. A reason for the thriving interest in optical studies of plasmon resonant nanoparticles is due to their recently proposed use as labels for molecular biology. New types of cancer diagnostic nanoparticles are constantly being developed.

A distinctive feature of bubbles in fluid is the high contrast between the air density inside and outside of the bubble. This results in a quasi-static acoustic resonance, called the Minnaert resonance. At or near this resonant frequency, the size of the bubble can be three orders of magnitude smaller than the wavelength of the incident wave and the bubble behaves as a very strong monopole scatterer of sound. The resonance makes the bubble a good candidate for acoustic subwavelength resonator. Bubbles have the potential to be the basic building blocks not only for sub-wavelength acoustic imaging but also for acoustic meta-materials.

Super-resolution involves pushing the diffraction limits by reducing the focal spot size. Super-focusing is the counterpart of super-resolution. It describes electromagnetic, acoustic or elastic waves to be confined to a length scale significantly smaller than the diffraction limit of the focused waves. The super-focusing phenomenon is being intensively investigated in the field of nanophotonics as a technique with the potential to focus electromagnetic radiation in a region of order of a few nanometers beyond the diffraction limit of light and thereby causing an extraordinary enhancement of the electromagnetic field.

Plasmon resonant nanoparticles and Minnaert bubbles provide a possible means of achieving super-resolved imaging in biophonics. In this book, we study the resonant property of high-contrast particles for different particle geometries and environments, and use them to achieve super-focusing and to investigate superfocusing and its counterpart super-resolution.

Diffractive optics is a fundamental and vigorously growing technology which continues to be a source of novel optical devices. Significant recent technology developments of high precision micromachining techniques have permitted the creation of gratings (periodic structures) and other diffractive structures with tiny features. Current and potential application areas include corrective lenses, microsensors, optical storage systems, optical computing and communications components, and integrated opto-electronic semiconductor devices.

Because of the small structural features, light propagation in micro-optical structures is generally governed by diffraction. In order to accurately predict the energy distributions of an incident field in a given structure, the numerical solution of the governing equation is required. If the field configurations are built up of harmonic electromagnetic waves that are transverse, then the Maxwell equations can be reduced to two scalar Helmholtz equations.

Throughout this book, we will focus on this scalar model and address significant developments in mathematical analysis and modeling of diffractive optics. Particular emphasis is placed on the formulation of the mathematical model; wellposedness and regularity analysis of the solutions of governing equations in gratings; and optimal design and inverse diffraction problems in diffractive optics.

Photonic and phononic crystals are structures constructed of electromagnetic and elastic materials arranged in a periodic array. They have attracted enormous interest in the last decade because of their unique electromagnetic or elastic properties. Such structures have been found to exhibit interesting spectral properties with respect to classical wave propagation, including the appearance of band gaps 456, 278, 414. In this book we construct subwavelength photonic and phononic crystals using plasmonic particles and Minnaert bubbles.

Electromagnetic and elasticity invisibility is to render a target invisible to electromagnetic and elastic probing. In this book, we investigate many schemes. Based on a new effective medium theory for subwavelength resonators, we also provide a mathematical framework for electromagnetic and elastic metamaterials.

The bibliography provides a list of relevant references. It is by no means comprehensive. However, it should provide the reader with some useful guidance in searching for further details on the main ideas and approaches discussed in this book.

The material in this book is taught as a graduate course in applied mathematics at ETH. Tutorial notes and Matlab codes can be downloaded at Codes, Some of the material in this book is from our wonderful collaborations with Toufic Abboud, Gang Bao, Giulio Ciraolo, Josselin Garnier, David Gontier, Vincent Jugnon, Hyundae Lee, Mikyoung Lim, Pierre Millien, Graeme Milton, Jean-Claude Nédélec, Fadil Santosa, Michael Vogelius, and Darko Volkov. We feel indebted to all of them.

## Part 1

## Mathematical and Computational Tools

## CHAPTER 1

# Generalized Argument Principle and Rouché's Theorem 

### 1.1. Introduction

In this chapter we review the results of Gohberg and Sigal in [237] concerning the generalization to operator-valued functions of two classical results in complex analysis, the argument principle and Rouché's theorem. An efficient and reliable method, referred to as Muller's method, for finding a zero of a function defined on the complex plane is presented. This numerical method can be used for computing poles of integral operators, in particular for the computation of resonant cavities, band gap structures, and plasmonic resonances in nanoparticles. The results described in this chapter will be applied to the mathematical theory of cavities, plasmonic nanoparticles, and photonic and phononic crystals.

### 1.2. Argument Principle and Rouché Theorem

To state the argument principle, we first observe that if $f$ is holomorphic and has a zero of order $n$ at $z_{0}$, we can write $f(z)=\left(z-z_{0}\right)^{n} g(z)$, where $g$ is holomorphic and nowhere vanishing in a neighborhood of $z_{0}$, and therefore

$$
\frac{f^{\prime}(z)}{f(z)}=\frac{n}{z-z_{0}}+\frac{g^{\prime}(z)}{g(z)}
$$

Then the function $f^{\prime} / f$ has a simple pole with residue $n$ at $z_{0}$. A similar fact also holds if $f$ has a pole of order $n$ at $z_{0}$, that is, if $f(z)=\left(z-z_{0}\right)^{-n} h(z)$, where $h$ is holomorphic and nowhere vanishing in a neighborhood of $z_{0}$. Then

$$
\frac{f^{\prime}(z)}{f(z)}=-\frac{n}{z-z_{0}}+\frac{h^{\prime}(z)}{h(z)}
$$

Therefore, if $f$ is meromorphic, the function $f^{\prime} / f$ will have simple poles at the zeros and poles of $f$, and the residue is simply the order of the zero of $f$ or the negative of the order of the pole of $f$.

The argument principle results from an application of the residue formula. It asserts the following.

THEOREM 1.1 (Argument principle). Let $V \subset \mathbb{C}$ be a bounded domain with smooth boundary $\partial V$ positively oriented and let $f(z)$ be a meromorphic function in a neighborhood of $\bar{V}$. Let $P$ and $N$ be the number of poles and zeros of $f$ in $V$, counted with their orders. If $f$ has no poles and never vanishes on $\partial V$, then

$$
\begin{equation*}
\frac{1}{2 \pi \sqrt{-1}} \int_{\partial V} \frac{f^{\prime}(z)}{f(z)} d z=N-P . \tag{1.1}
\end{equation*}
$$

Rouché's theorem is a consequence of the argument principle 437. It is in some sense a continuity statement. It says that a holomorphic function can be perturbed slightly without changing the number of its zeros. It reads as follows.

Theorem 1.2 (Rouché's theorem). With $V$ as above, suppose that $f(z)$ and $g(z)$ are holomorphic in a neighborhood of $\bar{V}$. If $|f(z)|>|g(z)|$ for all $z \in \partial V$, then $f+g$ and $f$ have the same number of zeros in $V$.

In order to explain the main results of Gohberg and Sigal in [237, we begin with the finite-dimensional case which was first considered by Keldys̆ in [293; see also [349. We proceed to generalize formula 1.1 in this case as follows. If a matrix-valued function $A(z)$ is holomorphic in a neighborhood of $\bar{V}$ and is invertible in $\bar{V}$ except possibly at a point $z_{0} \in V$, then by Gaussian eliminations we can write

$$
\begin{equation*}
A(z)=E(z) D(z) F(z) \quad \text { in } V \tag{1.2}
\end{equation*}
$$

where $E(z), F(z)$ are holomorphic and invertible in $V$ and $D(z)$ is given by

$$
D(z)=\left(\begin{array}{ccc}
\left(z-z_{0}\right)^{k_{1}} & & 0 \\
& \ddots & \\
0 & & \left(z-z_{0}\right)^{k_{n}}
\end{array}\right)
$$

Moreover, the powers $k_{1}, k_{2}, \ldots, k_{n}$ are uniquely determined up to a permutation.
Let $\operatorname{tr}$ denote the trace. By virtue of the factorization 1.2 , it is easy to produce the following identity:

$$
\begin{aligned}
& \frac{1}{2 \pi \sqrt{-1}} \\
& \quad \operatorname{tr} \int_{\partial V} A(z)^{-1} \frac{d}{d z} A(z) d z \\
& \quad=\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V}\left(E(z)^{-1} \frac{d}{d z} E(z)+D(z)^{-1} \frac{d}{d z} D(z)+F(z)^{-1} \frac{d}{d z} F(z)\right) d z \\
& \quad=\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V} D(z)^{-1} \frac{d}{d z} D(z) d z \\
& \quad=\sum_{j=1}^{n} k_{j}
\end{aligned}
$$

which generalizes (1.1).
In the next sections, we will extend the above identity as well as the factorization 1.2 to infinite-dimensional spaces under some natural conditions.

### 1.3. Definitions and Preliminaries

In this section we introduce the notation we will use in the text, gather a few definitions, and present some basic results, which are useful for the statement of the generalized Rouché theorem.
1.3.1. Compact Operators. If $\mathcal{B}$ and $\mathcal{B}^{\prime}$ are two Banach spaces, we denote by $\mathcal{L}\left(\mathcal{B}, \mathcal{B}^{\prime}\right)$ the space of bounded linear operators from $\mathcal{B}$ into $\mathcal{B}^{\prime}$. An operator $K \in \mathcal{L}\left(\mathcal{B}, \mathcal{B}^{\prime}\right)$ is said to be compact provided $K$ takes any bounded subset of $\mathcal{B}$ to a relatively compact subset of $\mathcal{B}^{\prime}$, that is, a set with compact closure.

The operator $K$ is said to be of finite rank if $\operatorname{Im}(K)$, the range of $K$, is finitedimensional. Clearly every operator of finite rank is compact.

The next result is called the Fredholm alternative. See, for example, $\mathbf{3 1 2}$.

Proposition 1.3 (Fredholm alternative). Let $K$ be a compact operator on the Banach space $\mathcal{B}$. For $\lambda \in \mathbb{C}, \lambda \neq 0,(\lambda I-K)$ is surjective if and only if it is injective.
1.3.2. Fredholm Operators. An operator $A \in \mathcal{L}\left(\mathcal{B}, \mathcal{B}^{\prime}\right)$ is said to be Fred$\operatorname{holm}$ provided the subspace $\operatorname{Ker} A$ is finite-dimensional and the subspace $\operatorname{Im} A$ is closed in $\mathcal{B}^{\prime}$ and of finite codimension. Let $\operatorname{Fred}\left(\mathcal{B}, \mathcal{B}^{\prime}\right)$ denote the collection of all Fredholm operators from $\mathcal{B}$ into $\mathcal{B}^{\prime}$. We can show that $\operatorname{Fred}\left(\mathcal{B}, \mathcal{B}^{\prime}\right)$ is open in $\mathcal{L}\left(\mathcal{B}, \mathcal{B}^{\prime}\right)$.

Next, we define the index of $A \in \operatorname{Fred}\left(\mathcal{B}, \mathcal{B}^{\prime}\right)$ to be

$$
\text { ind } A=\operatorname{dim} \operatorname{Ker} A-\operatorname{codim} \operatorname{Im} A
$$

In finite dimensions, the index depends only on the spaces and not on the operator.
The following proposition shows that the index is stable under compact perturbations 312.

Proposition 1.4. If $A: \mathcal{B} \rightarrow \mathcal{B}^{\prime}$ is Fredholm and $K: \mathcal{B} \rightarrow \mathcal{B}^{\prime}$ is compact, then their sum $A+K$ is Fredholm, and

$$
\operatorname{ind}(A+K)=\operatorname{ind} A
$$

Proposition 1.4 is a consequence of the following fundamental result about the index of Fredholm operators.

Proposition 1.5. The mapping $A \mapsto \operatorname{ind} A$ is continuous in $\operatorname{Fred}\left(\mathcal{B}, \mathcal{B}^{\prime}\right)$; i.e., ind is constant on each connected component of $\operatorname{Fred}\left(\mathcal{B}, \mathcal{B}^{\prime}\right)$.
1.3.3. Characteristic Value and Multiplicity. We now introduce the notions of characteristic values and root functions of analytic operator-valued functions, with which the readers might not be familiar. We refer, for instance, to the book by Markus [338 for the details.

Let $\mathfrak{U}\left(z_{0}\right)$ be the set of all operator-valued functions with values in $\mathcal{L}\left(\mathcal{B}, \mathcal{B}^{\prime}\right)$ which are holomorphic in some neighborhood of $z_{0}$, except possibly at $z_{0}$.

The point $z_{0}$ is called a characteristic value of $A(z) \in \mathfrak{U}\left(z_{0}\right)$ if there exists a vector-valued function $\phi(z)$ with values in $\mathcal{B}$ such that
(i) $\phi(z)$ is holomorphic at $z_{0}$ and $\phi\left(z_{0}\right) \neq 0$,
(ii) $A(z) \phi(z)$ is holomorphic at $z_{0}$ and vanishes at this point.

Here, $\phi(z)$ is called a root function of $A(z)$ associated with the characteristic value $z_{0}$. The vector $\phi_{0}=\phi\left(z_{0}\right)$ is called an eigenvector. The closure of the linear set of eigenvectors corresponding to $z_{0}$ is denoted by $\operatorname{Ker} A\left(z_{0}\right)$.

Suppose that $z_{0}$ is a characteristic value of the function $A(z)$ and $\phi(z)$ is an associated root function. Then there exists a number $m(\phi) \geq 1$ and a vector-valued function $\psi(z)$ with values in $\mathcal{B}^{\prime}$, holomorphic at $z_{0}$, such that

$$
A(z) \phi(z)=\left(z-z_{0}\right)^{m(\phi)} \psi(z), \quad \psi\left(z_{0}\right) \neq 0
$$

The number $m(\phi)$ is called the multiplicity of the root function $\phi(z)$.
For $\phi_{0} \in \operatorname{Ker} A\left(z_{0}\right)$, we define the rank of $\phi_{0}$, denoted by $\operatorname{rank}\left(\phi_{0}\right)$, to be the maximum of the multiplicities of all root functions $\phi(z)$ with $\phi\left(z_{0}\right)=\phi_{0}$.

Suppose that $n=\operatorname{dim} \operatorname{Ker} A\left(z_{0}\right)<+\infty$ and that the ranks of all vectors in $\operatorname{Ker} A\left(z_{0}\right)$ are finite. A system of eigenvectors $\phi_{0}^{j}, j=1, \ldots, n$, is called a canonical system of eigenvectors of $A(z)$ associated to $z_{0}$ if their ranks possess the following property: for $j=1, \ldots, n, \operatorname{rank}\left(\phi_{0}^{j}\right)$ is the maximum of the ranks of all eigenvectors
in the direct complement in $\operatorname{Ker} A\left(z_{0}\right)$ of the linear span of the vectors $\phi_{0}^{1}, \ldots, \phi_{0}^{j-1}$. We call

$$
N\left(A\left(z_{0}\right)\right):=\sum_{j=1}^{n} \operatorname{rank}\left(\phi_{0}^{j}\right)
$$

the null multiplicity of the characteristic value $z_{0}$ of $A(z)$. If $z_{0}$ is not a characteristic value of $A(z)$, we put $N\left(A\left(z_{0}\right)\right)=0$.

Suppose that $A^{-1}(z)$ exists and is holomorphic in some neighborhood of $z_{0}$, except possibly at $z_{0}$. Then the number

$$
M\left(A\left(z_{0}\right)\right)=N\left(A\left(z_{0}\right)\right)-N\left(A^{-1}\left(z_{0}\right)\right)
$$

is called the multiplicity of $z_{0}$. If $z_{0}$ is a characteristic value and not a pole of $A(z)$, then $M\left(A\left(z_{0}\right)\right)=N\left(A\left(z_{0}\right)\right)$ while $M\left(A\left(z_{0}\right)\right)=-N\left(A^{-1}\left(z_{0}\right)\right)$ if $z_{0}$ is a pole and not a characteristic value of $A(z)$.
1.3.4. Normal Points. Suppose that $z_{0}$ is a pole of the operator-valued function $A(z)$ and the Laurent series expansion of $A(z)$ at $z_{0}$ is given by

$$
\begin{equation*}
A(z)=\sum_{j \geq-s}\left(z-z_{0}\right)^{j} A_{j} \tag{1.3}
\end{equation*}
$$

If in (1.3) the operators $A_{-j}, j=1, \ldots, s$, have finite-dimensional ranges, then $A(z)$ is called finitely meromorphic at $z_{0}$.

The operator-valued function $A(z)$ is said to be of Fredholm type (of index zero) at the point $z_{0}$ if the operator $A_{0}$ in 1.3 is Fredholm (of index zero).

If $A(z)$ is holomorphic and invertible at $z_{0}$, then $z_{0}$ is called a regular point of $A(z)$. The point $z_{0}$ is called a normal point of $A(z)$ if $A(z)$ is finitely meromorphic, of Fredholm type at $z_{0}$, and regular in a neighborhood of $z_{0}$ except at $z_{0}$ itself.
1.3.5. Trace. Let $A$ be a finite-dimensional operator acting from $\mathcal{B}$ into itself. There exists a finite-dimensional invariant subspace $\mathcal{C}$ of $A$ such that $A$ annihilates some direct complement of $\mathcal{C}$ in $\mathcal{B}$. We define the trace of $A$ to be that of $\left.A\right|_{\mathcal{C}}$, which is given in the usual way. It is desirable to recall some results about the trace operator.

Proposition 1.6. The following results hold:
(i) $\operatorname{tr} A$ is independent of the choice of $\mathcal{C}$, so that it is well-defined.
(ii) $\operatorname{tr}$ is linear.
(iii) If $B$ is a finite-dimensional operator from $\mathcal{B}$ to itself, then

$$
\operatorname{tr} A B=\operatorname{tr} B A
$$

(iv) If $M$ is a finite-dimensional operator from $\mathcal{B} \times \mathcal{B}^{\prime}$ to itself, given by

$$
M=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)
$$

then $\operatorname{tr} M=\operatorname{tr} A+\operatorname{tr} D$.
Recall that if an operator-valued function $C(z)$ is finitely meromorphic in the neighborhood $\bar{V}$ of $z_{0}$, which contains no poles of $C(z)$ except possibly $z_{0}$, then $\int_{\partial V} C(z) d z$ is a finite-dimensional operator. The following identity will also be used frequently.

Proposition 1.7. Let $A(z)$ and $B(z)$ be two operator-valued functions which are finitely meromorphic in the neighborhood $\bar{V}$ of $z_{0}$, which contains no poles of $A(z)$ and $B(z)$ other than $z_{0}$. Then we have

$$
\begin{equation*}
\operatorname{tr} \int_{\partial V} A(z) B(z) d z=\operatorname{tr} \int_{\partial V} B(z) A(z) d z \tag{1.4}
\end{equation*}
$$

### 1.4. Factorization of Operators

We say that $A(z) \in \mathfrak{U}\left(z_{0}\right)$ admits a factorization at $z_{0}$ if $A(z)$ can be written as

$$
\begin{equation*}
A(z)=E(z) D(z) F(z) \tag{1.5}
\end{equation*}
$$

where $E(z), F(z)$ are regular at $z_{0}$ and

$$
\begin{equation*}
D(z)=P_{0}+\sum_{j=1}^{n}\left(z-z_{0}\right)^{k_{j}} P_{j} \tag{1.6}
\end{equation*}
$$

Here, $P_{j}$ 's are mutually disjoint projections, $P_{1}, \ldots, P_{n}$ are one-dimensional operators, and $I-\sum_{j=0}^{n} P_{j}$ is a finite-dimensional operator.

Theorem 1.8. $A(z) \in \mathfrak{U}\left(z_{0}\right)$ admits a factorization at $z_{0}$ if and only if $A(z)$ is finitely meromorphic and of Fredholm type of index zero at $z_{0}$.

Proof. Suppose that $A(z)$ is finitely meromorphic and of Fredholm type of index zero at $z_{0}$. We shall construct $E, F$, and $D$ such that 1.5 holds. Write the Laurent series expansion of $A(z)$ as follows:

$$
A(z)=\sum_{j=-\nu}^{+\infty}\left(z-z_{0}\right)^{j} A_{j}
$$

in some neighborhood $U$ of $z_{0}$. Since ind $A_{0}=0$, then by the Fredholm alternative $B_{0}:=A_{0}+K_{0}$ is invertible for some finite-dimensional operator $K_{0}$. Consequently,

$$
B(z):=K_{0}+\sum_{j=0}^{+\infty}\left(z-z_{0}\right)^{j} A_{j}
$$

is invertible in some neighborhood $U_{1}$ of $z_{0}$ and

$$
\begin{equation*}
A(z)=C(z)+B(z)=B(z)\left[I+B^{-1}(z) C(z)\right] \tag{1.7}
\end{equation*}
$$

where

$$
C(z)=\sum_{j=-\nu}^{-1}\left(z-z_{0}\right)^{j} A_{j}-K_{0}
$$

Since $K(z):=B^{-1}(z) C(z)$ is finitely meromorphic, we can write $K(z)$ in the form

$$
K(z)=\sum_{j=1}^{\nu}\left(z-z_{0}\right)^{-j} K_{j}+T_{1}(z)
$$

where $K_{j}, j=1, \ldots, \nu$, are finite-dimensional and $T_{1}$ is holomorphic.

Since the operators $A_{j}$ and $K_{j}$ are finite-dimensional, there exists a subspace $\mathfrak{N}$ of $\mathcal{B}$ of finite codimension such that

$$
\left\{\begin{array}{l}
\mathfrak{N} \subset \operatorname{Ker} A_{j}, j=-\nu, \ldots,-1 \\
\mathfrak{N} \subset \operatorname{Ker} K_{j}, j=0, \ldots, \nu \\
\mathfrak{N} \cap \operatorname{Im} K_{j}=\{0\}, j=1, \ldots, \nu
\end{array}\right.
$$

Let $\mathfrak{C}$ be a direct finite-dimensional complement of $\mathfrak{N}$ in $\mathcal{B}$ and let $P$ be the projection onto $\mathfrak{C}$ satisfying $P(I-P)=0$. Set $P_{0}:=I-P$. We have

$$
\begin{aligned}
I+K(z) & =I+P K(z) P+P_{0} K(z) P \\
& =I+P K(z) P+P_{0} T_{1}(z) P
\end{aligned}
$$

and therefore,

$$
\begin{equation*}
I+K(z)=(I+P K(z) P)\left(I+P_{0} T_{1}(z) P\right) \tag{1.8}
\end{equation*}
$$

Since $P(I+K(z)) P$ can be viewed as an operator from $\mathfrak{C}$ into itself and $\mathfrak{C}$ is finite-dimensional, it follows from Gaussian elimination that

$$
P(I+K(z)) P=E_{1}(z) D_{1}(z) F_{1}(z)
$$

where $D_{1}(z)$ is diagonal and $E_{1}(z)$ and $F_{1}(z)$ are holomorphic and invertible. In view of 1.8$)$, this implies that

$$
\begin{aligned}
A(z) & =B(z)\left(P_{0}+P(I+K(z)) P\right)\left(I+P_{0} T_{1}(z) P\right) \\
& =B(z)\left(P_{0}+E_{1}(z) D_{1}(z) F_{1}(z)\right)\left(I+P_{0} T_{1}(z) P\right) \\
& =B(z)\left(P_{0}+E_{1}(z)\right)\left(P_{0}+D_{1}(z)\right)\left(P_{0}+F_{1}(z)\right)\left(I+P_{0} T_{1}(z) P\right)
\end{aligned}
$$

Here $I+P_{0} T_{1}(z) P$ is holomorphic and invertible with inverse $I-P_{0} T_{1}(z) P$. Thus, taking

$$
E(z):=B(z)\left(P_{0}+E_{1}(z)\right), \quad F(z):=\left(P_{0}+F_{1}(z)\right)\left(I+P_{0} T_{1}(z) P\right)
$$

yields the desired factorization for $A$ since $E(z)$ and $F(z)$, given by the above formulas, are holomorphic and invertible at $z_{0}$.

The converse result, that $A(z)=E(z) D(z) F(z)$ with $E(z), F(z)$ regular at $z_{0}$ and $D(z)$ satisfying 1.6 is finitely meromorphic and of Fredholm type of index zero at $z_{0}$, is easy.

Corollary 1.9. $A(z)$ is normal at $z_{0}$ if and only if $A(z)$ admits a factorization such that $I=\sum_{j=0}^{n} P_{j}$ in 1.6.). Moreover, we have

$$
M\left(A\left(z_{0}\right)\right)=k_{1}+\cdots+k_{n}
$$

for $k_{1}, \ldots, k_{n}$, given by 1.6.
Corollary 1.10. Every normal point of $A(z)$ is a normal point of $A^{-1}(z)$.

### 1.5. Main Results of the Gohberg and Sigal Theory

We now tackle our main goal of this chapter, which is to generalize the argument principle and Rouché's theorem to operator-valued functions.
1.5.1. Argument Principle. Let $V$ be a simply connected bounded domain with rectifiable boundary $\partial V$. An operator-valued function $A(z)$ which is finitely meromorphic and of Fredholm type in $V$ and continuous on $\partial V$ is called normal with respect to $\partial V$ if the operator $A(z)$ is invertible in $\bar{V}$, except for a finite number of points of $V$ which are normal points of $A(z)$.

Lemma 1.11. An operator-valued function $A(z)$ is normal with respect to $\partial V$ if it is finitely meromorphic and of Fredholm type in $V$, continuous on $\partial V$, and invertible for all $z \in \partial V$.

Proof. To prove that $A$ is normal with respect to $\partial V$, it suffices to prove that $A(z)$ is invertible except at a finite number of points in $V$. To this end choose a connected open set $U$ with $\bar{U} \subset V$ so that $A(z)$ is invertible in $V \backslash U$. Then, for each $\xi \in U$, there exists a neighborhood $U_{\xi}$ of $\xi$ in which the factorization 1.5 holds. In $U_{\xi}$, the kernel of $A(z)$ has a constant dimension except at $\xi$. Since $\bar{U}$ is compact, we can find a finite covering of $\bar{U}$, i.e.,

$$
\bar{U} \subset U_{\xi_{1}} \cup \cdots \cup U_{\xi_{k}},
$$

for some points $\xi_{1}, \ldots, \xi_{k} \in U$. Therefore, $\operatorname{dim} \operatorname{Ker} A(z)$ is constant in $V \backslash\left\{\xi_{1}, \ldots, \xi_{k}\right\}$, and so $A(z)$ is invertible in $\bar{V} \backslash\left\{\xi_{1}, \ldots, \xi_{k}\right\}$.

Now, if $A(z)$ is normal with respect to the contour $\partial V$ and $z_{i}, i=1, \ldots, \sigma$, are all its characteristic values and poles lying in $V$, we put

$$
\begin{equation*}
\mathcal{M}(A(z) ; \partial V)=\sum_{i=1}^{\sigma} M\left(A\left(z_{i}\right)\right) \tag{1.9}
\end{equation*}
$$

The full multiplicity $\mathcal{M}(A(z) ; \partial V)$ of $A(z)$ in $V$ is the number of characteristic values of $A(z)$ in $V$, counted with their multiplicities, minus the number of poles of $A(z)$ in $V$, counted with their multiplicities.

Theorem 1.12 (Generalized argument principle). Suppose that the operatorvalued function $A(z)$ is normal with respect to $\partial V$. Then we have

$$
\begin{equation*}
\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V} A^{-1}(z) \frac{d}{d z} A(z) d z=\mathcal{M}(A(z) ; \partial V) \tag{1.10}
\end{equation*}
$$

Proof. Let $z_{j}, j=1, \ldots, \sigma$, denote all the characteristic values and all the poles of $A$ lying in $V$. The key of the proof lies in using the factorization $\sqrt{1.5}$ in each of the neighborhoods of the points $z_{j}$. We have

$$
\begin{equation*}
\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V} A^{-1}(z) \frac{d}{d z} A(z) d z=\sum_{j=1}^{\sigma} \frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V_{j}} A^{-1}(z) \frac{d}{d z} A(z) d z \tag{1.11}
\end{equation*}
$$

where, for each $j, V_{j}$ is a neighborhood of $z_{j}$. Moreover, in each $V_{j}$, the following factorization of $A$ holds:

$$
A(z)=E^{(j)}(z) D^{(j)}(z) F^{(j)}(z), \quad D^{(j)}(z)=P_{0}^{(j)}+\sum_{i=1}^{n_{j}}\left(z-z_{j}\right)^{k_{i j}} P_{i}^{(j)}
$$

As for the matrix-valued case at the beginning of this chapter, it is readily verified that

$$
\begin{aligned}
\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V_{j}} A^{-1}(z) \frac{d}{d z} A(z) d z & =\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V_{j}}\left(D^{(j)}(z)\right)^{-1} \frac{d}{d z} D^{(j)}(z) d z \\
& =\sum_{i=1}^{n_{j}} k_{i j}=M\left(A\left(z_{j}\right)\right)
\end{aligned}
$$

Now, 1.10 follows by using (1.11).
The following is an immediate consequence of Lemma 1.11, identity 1.10, and (1.4).

Corollary 1.13. If the operator-valued functions $A(z)$ and $B(z)$ are normal with respect to $\partial V$, then $C(z):=A(z) B(z)$ is also normal with respect to $\partial V$, and

$$
\mathcal{M}(C(z) ; \partial V)=\mathcal{M}(A(z) ; \partial V)+\mathcal{M}(B(z) ; \partial V)
$$

The following general form of the argument principle will be useful. It can be proven by the same argument as the one in Theorem 1.12 ,

THEOREM 1.14. Suppose that $A(z)$ is an operator-valued function which is normal with respect to $\partial V$. Let $f(z)$ be a scalar function which is analytic in $V$ and continuous in $\bar{V}$. Then

$$
\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V} f(z) A^{-1}(z) \frac{d}{d z} A(z) d z=\sum_{j=1}^{\sigma} M\left(A\left(z_{j}\right)\right) f\left(z_{j}\right)
$$

where $z_{j}, j=1, \ldots, \sigma$, are all the points in $V$ which are either poles or characteristic values of $A(z)$.
1.5.2. Generalization of Rouché's Theorem. A generalization of Rouché's theorem to operator-valued functions is stated below.

Theorem 1.15 (Generalized Rouchés theorem). Let $A(z)$ be an operatorvalued function which is normal with respect to $\partial V$. If an operator-valued function $S(z)$ which is finitely meromorphic in $V$ and continuous on $\partial V$ satisfies the condition

$$
\left\|A^{-1}(z) S(z)\right\|_{\mathcal{L}(\mathcal{B}, \mathcal{B})}<1, \quad z \in \partial V
$$

then $A(z)+S(z)$ is also normal with respect to $\partial V$ and

$$
\mathcal{M}(A(z) ; \partial V)=\mathcal{M}(A(z)+S(z) ; \partial V)
$$

Proof. Let $C(z):=A^{-1}(z) S(z)$. By Corollary 1.10, $C(z)$ is finitely meromorphic in $V$. Suppose that $z_{1}, z_{2}, \ldots, z_{n}$, are all of the poles of $C(z)$ in $V$ and that $C(z)$ has the following Laurent series expansion in some neighborhood of each $z_{j}$ :

$$
C(z)=\sum_{k=-\nu_{j}}^{+\infty}\left(z-z_{j}\right)^{k} C_{k}^{(j)}
$$

Let $\mathfrak{N}$ be the intersection of the kernels $\operatorname{Ker} C_{k}^{(j)}$ for $j=1, \ldots, n$ and $k=$ $1, \ldots, \nu_{j}$. Then, $\operatorname{dim} \mathcal{B} / \mathfrak{N}<+\infty$ and the restriction $\left.C(z)\right|_{\mathfrak{N}}$ of $C(z)$ to $\mathfrak{N}$ is holomorphic in $V$.

Let $q:=\max _{z \in \partial V}\|C(z)\|$, which by assumption is less than 1 . Since

$$
\Delta_{z}\left\|\left.C(z)\right|_{\mathfrak{N}}\right\|^{2}=4\left\|\left.\frac{\partial}{\partial z} C(z)\right|_{\mathfrak{N}}\right\|^{2}
$$

then $\left\|\left.C(z)\right|_{\mathfrak{N}}\right\|$ is subharmonic in $V$, and hence we have from the maximum principle

$$
\max _{z \in V}\left\|\left.C(z)\right|_{\mathfrak{N}}\right\| \leq q
$$

It then follows that

$$
\|(I+C(z)) x\| \geq(1-q)\|x\|, \quad x \in \mathfrak{N}, \quad z \in V
$$

This implies that $\left.(I+C(z))\right|_{\mathfrak{N}}$ has a closed range and $\left.\operatorname{Ker}(I+C(z))\right|_{\mathfrak{N}}=0$. Therefore, $I+C(z)$ has a closed range and a kernel of finite dimension for $z \in$ $V \backslash\left\{z_{1}, \ldots, z_{n}\right\}$. By a slight extension of Proposition $1.5441, \mathcal{I}(z)$ defined by

$$
\mathcal{I}(z)=\operatorname{dim} \operatorname{Ker}(I+C(z))-\operatorname{codim} \operatorname{Im}(I+C(z))
$$

is continuous for $z \in \bar{V} \backslash\left\{z_{1}, \ldots, z_{n}\right\}$. Thus,

$$
\operatorname{ind}(I+C(z))=0 \quad \text { for } z \in \bar{V} \backslash\left\{z_{1}, \ldots, z_{n}\right\}
$$

Moreover, since the Laurent series expansion of $\left.(I+C(z))\right|_{\mathfrak{N}}$ in a neighborhood of $z_{j}$ is given by

$$
\begin{equation*}
\left.(I+C(z))\right|_{\mathfrak{N}}=\left.I\right|_{\mathfrak{N}}+\left.\sum_{k=0}^{+\infty}\left(z-z_{j}\right)^{k} C_{k}^{(j)}\right|_{\mathfrak{N}} \tag{1.12}
\end{equation*}
$$

it follows that $\left.\left(I+C_{0}^{(j)}\right)\right|_{\mathfrak{N}}$ has a closed range and a trivial kernel. Using Propositions 1.4 and 1.5 , we have

$$
\operatorname{ind}\left(I+C_{0}^{(j)}\right)=\operatorname{ind}\left(I+\sum_{k=0}^{+\infty}\left(z-z_{j}\right)^{k} C_{k}^{(j)}\right)=\operatorname{ind}(I+C(z))=0
$$

Thus, $\left(I+C_{0}^{(j)}\right)$ is Fredholm. By Lemma 1.11, we deduce that $I+C(z)$ is normal with respect to $\partial V$.

Now we claim that $\mathcal{M}(I+C(z) ; \partial V)=0$. To see this, we note that $I+t C(z)$ is normal with respect to $\partial V$ for $0 \leq t \leq 1$. Let

$$
f(t):=\mathcal{M}(I+t C(z) ; \partial V)
$$

Then $f(t)$ attains integers as its values. On the other hand, since

$$
\begin{equation*}
f(t)=\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V} t(I+t C(z))^{-1} \frac{d}{d z} C(z) d z \tag{1.13}
\end{equation*}
$$

and $(I+t C(z))^{-1}$ is continuous in $[0,1]$ in operator norm uniformly in $z \in \partial V, f(t)$ is continuous in $[0,1]$. Thus, $f(1)=f(0)=0$.

Finally, with the help of Corollary 1.13 , we can conclude that the theorem holds.
1.5.3. Generalization of Steinberg's Theorem. Steinberg's theorem asserts that if $K(z)$ is a compact operator on a Banach space, which is analytic in $z$ for $z$ in a region $V$ in the complex plane, then $I+K(z)$ is meromorphic in $V$. See 438]. A generalization of this theorem to finitely meromorphic operators was first given by Gohberg and Sigal in $\mathbf{2 3 7}$. The following important result holds.

Theorem 1.16 (Generalized Steinberg's theorem). Suppose that $A(z)$ is an operator-valued function which is finitely meromorphic and of Fredholm type in the domain $V$. If the operator $A(z)$ is invertible at one point of $V$, then $A(z)$ has a bounded inverse for all $z \in V$, except possibly for certain isolated points.

### 1.6. Muller's Method

Muller's method is an efficient and fairly reliable interpolation method for finding a zero of a function defined on the complex plane and, in particular, for determining a simple or multiple root of a polynomial. It finds real as well as complex roots. Compared to Newton's method, it has the advantage that the derivatives of the function need not to be computed. Moreover, it converges even faster than Newton's method 439.

For a function $f$ define its divided differences by

$$
\begin{aligned}
f\left[x_{0}\right] & :=f\left(x_{0}\right), \\
f\left[x_{0}, x_{1}\right] & :=\frac{f\left[x_{1}\right]-f\left[x_{0}\right]}{x_{1}-x_{0}}, \\
f\left[x_{0}, x_{1}, x_{2}\right] & :=\frac{f\left[x_{1}, x_{2}\right]-f\left[x_{0}, x_{1}\right]}{x_{2}-x_{0}}, \\
& \vdots \\
f\left[x_{0}, x_{1}, \ldots, x_{k}\right] & :=\frac{f\left[x_{1}, \ldots, x_{k}\right]-f\left[x_{0}, \ldots, x_{k-1}\right]}{x_{k}-x_{0}}, \\
& \vdots
\end{aligned}
$$

The quadratic polynomial which interpolates a function $f$ at $x_{i-2}, x_{i-1}, x_{i}$ can be written as

$$
Q_{i}(x)=f\left[x_{i}\right]+f\left[x_{i-1}, x_{i}\right]\left(x-x_{i}\right)+f\left[x_{i-2}, x_{i-1}, x_{i}\right]\left(x-x_{i-1}\right)\left(x-x_{i}\right)
$$

or

$$
Q_{i}(x)=a_{i}\left(x-x_{i}\right)^{2}+2 b_{i}\left(x-x_{i}\right)+c_{i}
$$

where

$$
\begin{aligned}
a_{i} & :=f\left[x_{i-2}, x_{i-1}, x_{i}\right] \\
b_{i} & :=\frac{1}{2}\left(f\left[x_{i-1}, x_{i}\right]+f\left[x_{i-2}, x_{i-1}, x_{i}\right]\left(x_{i}-x_{i-1}\right)\right) \\
c_{i} & :=f\left[x_{i}\right]
\end{aligned}
$$

If $h_{i}$ is the root of smallest absolute value of the quadratic equation

$$
a_{i} h^{2}+2 b_{i} h+c_{i}=0
$$

then $x_{i+1}:=x_{i}+h_{i}$ is the root of $Q_{i}(x)$ closest to $x_{i}$.
In order to express the smaller root of a quadratic equation in a numerically stable fashion, the reciprocal of the standard solution formula for quadratic equations
should be used. Then Muller's iteration takes the form

$$
\begin{equation*}
x_{i+1}:=x_{i}-\frac{c_{i}}{b_{i} \pm \sqrt{b_{i}^{2}-a_{i} c_{i}}} \tag{1.14}
\end{equation*}
$$

where the sign of the square root is chosen so as to maximize the absolute value of the denominator.

Once a new approximate value $x_{i+1}$ has been found, the function $f$ is evaluated at $x_{i+1}$ to find

$$
\begin{aligned}
f\left[x_{i+1}\right] & :=f\left(x_{i+1}\right), \\
f\left[x_{i}, x_{i+1}\right] & :=\frac{f\left[x_{i+1}\right]-f\left[x_{i}\right]}{x_{i+1}-x_{i}}, \\
f\left[x_{i-1}, x_{i}, x_{i+1}\right] & :=\frac{f\left[x_{i}, x_{i+1}\right]-f\left[x_{i-1}, x_{i}\right]}{x_{i+1}-x_{i-1}}
\end{aligned}
$$

These quantities determine the next quadratic interpolating polynomial $Q_{i+1}(x)$.
It can be shown that the errors $\delta_{i}=\left(x_{i}-\xi\right)$ of Muller's method in the proximity of a single zero $\xi$ of $f(x)=0$ satisfy

$$
\delta_{i+1}=\delta_{i} \delta_{i-1} \delta_{i-2}\left(-\frac{f^{(3)}(\xi)}{6 f^{\prime}(\xi)}+O(\delta)\right)
$$

where $\delta=\max \left(\left|\delta_{i}\right|,\left|\delta_{i-1}\right|,\left|\delta_{i-2}\right|\right)$. It can also be shown that Muller's method is at least of order the largest root $q$ of the equation $\zeta^{3}-\zeta^{2}-\zeta-1=0$, which is approximately 1.84 .

The Matlab code is at Muller's Method. As an illustration, we consider the complex valued function

$$
f(z)=\sin (z)+5+\sqrt{-1}
$$

whose exact roots are given by $z_{\alpha}=2 \pi n-\sin ^{-1}(5+\sqrt{-1})$ or $z_{\beta}=2 \pi n+\pi+$ $\sin ^{-1}(5+\sqrt{-1})$ for $n \in \mathbb{Z}$. We can obtain the roots of this function numerically using the code referenced above. For instance, if we take $n=0$ then the exact root (to eight decimal places) is $z_{\alpha}=-1.36960125-2.31322094 \sqrt{-1}$. Choosing appropriate initial guesses, say, $z_{0}=0.5, z_{1}=1+3 \sqrt{-1}$, and $z_{2}=-1-2 \sqrt{-1}$, our numerical result for this root is also $-1.36960125-2.31322094 \sqrt{-1}$.

### 1.7. Concluding Remarks

In this chapter, we have reviewed the main results in the theory of Gohberg and Sigal on meromorphic operator-valued functions. These results concern the generalization of the argument principle and the Rouché theorem to meromorphic operator-valued functions. Some of these results have been extended to very general operator-valued functions in [125, 333 and with other types of spectrum than isolated eigenvalues in [337. The theory of Gohberg and Sigal will be applied to perturbation theory of eigenvalues in Chapter 3. Other interesting applications include the investigation of scattering resonances and scattering poles $\mathbf{2 4 7}, \mathbf{1 3 9}$. Finally, we have described Muller's method for finding complex roots of scalar equations.

## CHAPTER 2

## Layer Potentials

### 2.1. Introduction

The mathematical and numerical framework for analyzing photonic and phononic problems described in this book relies on layer potential techniques.

In this chapter we prepare the way by reviewing a number of basic facts and preliminary results regarding the layer potentials associated with the Laplacian, the Helmholtz equation, the Maxwell equations, and the operator of elasticity. The most important results in this chapter are on the one hand what we call characterization of eigenvalues as characteristic values of layer potentials and on the other hand, the spectral properties of Neumann-Poincaré operators. Due to the vectorial aspect of the Maxwell equations and the equations of elasticity, the analysis for the electromagnetism and the elasticity is more delicate than in the scalar case. We also note that when dealing with exterior problems for the Helmholtz equation, Maxwell equations or harmonic elasticity, one should introduce a radiation condition to select the physical solution to the problem. Together with reciprocity properties satisfied by fundamental solutions to the acoustic, electromagnetic, or elastic wave propagation problems, radiation conditions yield Helmholtz-Kirchhoff identities, which play a key role in the analysis of resolution in wave imaging. We state the optical theorem, which establishes a fundamental relation between the imaginary part of the scattering amplitude and the total (or extinction) cross-section. We also investigate quasi-periodic Green's functions and associated layer potentials for the Helmholtz equation and the Lamé system. We provide spectral and spatial representations of the Green's functions in periodic domains and describe analytical techniques for transforming them from slowly convergent representations into forms more suitable for computation. In particular, we discuss in some detail Ewald's method, which consists in splitting the quasi-periodic Green's function into a spectral part and a spatial part to achieve exponential convergence.

### 2.2. Sobolev Spaces

For ease of notation we will sometimes use $\partial^{2}$ to denote the Hessian. Let $\Omega$ be a smooth domain. We define the Hilbert space $H^{1}(\Omega)$ by

$$
H^{1}(\Omega)=\left\{u \in L^{2}(\Omega): \nabla u \in L^{2}(\Omega)\right\}
$$

where $\nabla u$ is interpreted as a distribution and $L^{2}(\Omega)$ is defined in the usual way, with

$$
\|u\|_{L^{2}(\Omega)}=\left(\int_{\Omega}|u|^{2}\right)^{1 / 2}
$$

The space $H^{1}(\Omega)$ is equipped with the norm

$$
\|u\|_{H^{1}(\Omega)}=\left(\int_{\Omega}|u|^{2}+\int_{\Omega}|\nabla u|^{2}\right)^{1 / 2}
$$

If $\Omega$ is bounded, another Banach space $H_{0}^{1}(\Omega)$ arises by taking the closure of $\mathcal{C}_{0}^{\infty}(\Omega)$, the set of infinitely differentiable functions with compact support in $\Omega$, in $H^{1}(\Omega)$. We will also need the space $H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d} \backslash \bar{\Omega}\right)$ of functions $u \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{d} \backslash \bar{\Omega}\right)$, the set of locally square summable functions in $\mathbb{R}^{d} \backslash \bar{\Omega}$, such that

$$
h u \in H^{1}\left(\mathbb{R}^{d} \backslash \bar{\Omega}\right), \forall h \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d} \backslash \bar{\Omega}\right)
$$

Furthermore, we define $H^{2}(\Omega)$ as the space of functions $u \in H^{1}(\Omega)$ such that $\partial^{2} u \in L^{2}(\Omega)$ and the space $H^{3 / 2}(\Omega)$ as the interpolation space $\left[H^{1}(\Omega), H^{2}(\Omega)\right]_{1 / 2}$ (see, for example, the book by Bergh and Löfström [132]). We also define the Banach space $W^{1, \infty}(\Omega)$ by

$$
\begin{equation*}
W^{1, \infty}(\Omega)=\left\{u \in L^{\infty}(\Omega): \nabla u \in L^{\infty}(\Omega)\right\} \tag{2.1}
\end{equation*}
$$

where $\nabla u$ is interpreted as a distribution and $L^{\infty}(\Omega)$ is defined in the usual way, with

$$
\|u\|_{L^{\infty}(\Omega)}=\inf \{C \geq 0:|u(x)| \leq C \quad \text { a.e. } x \in \Omega\}
$$

The trace theorem states that the trace operator $\left.u \mapsto u\right|_{\partial \Omega}$ is a bounded linear surjective operator from $H^{1}(\Omega)$ into $H^{1 / 2}(\partial \Omega)$. Here, $f \in H^{1 / 2}(\partial \Omega)$ if and only if $f \in L^{2}(\partial \Omega)$ and

$$
\int_{\partial \Omega} \int_{\partial \Omega} \frac{|f(x)-f(y)|^{2}}{|x-y|^{d}} d \sigma(x) d \sigma(y)<+\infty
$$

We set $H^{-1 / 2}(\partial \Omega)=\left(H^{1 / 2}(\partial \Omega)\right)^{*}$ and let $\langle,\rangle_{1 / 2,-1 / 2}$ denote the duality pair between these dual spaces.

Let $T_{1}, \ldots, T_{d-1}$ be an orthonormal basis for the tangent plane to $\partial \Omega$ at $x$ and let

$$
\partial / \partial T=\sum_{p=1}^{d-1}\left(\partial / \partial T_{p}\right) T_{p}
$$

denote the tangential derivative on $\partial \Omega$. We say that $f \in H^{1}(\partial \Omega)$ if $f \in L^{2}(\partial \Omega)$ and $\partial f / \partial T \in L^{2}(\partial \Omega)$. Furthermore, we define $H^{-1}(\partial \Omega)$ as the dual of $H^{1}(\partial \Omega)$ and the space $H^{s}(\partial \Omega)$, for $0 \leq s \leq 1$, as the interpolation space $\left[L^{2}(\partial \Omega), H^{1}(\partial \Omega)\right]_{s}$; see again 132 .

Finally, we introduce Sobolev spaces of quasi-periodic functions. Let $\Lambda=$ $\left(\Lambda_{1}, \ldots, \Lambda_{n}, 0, \ldots, 0\right) \in \mathbb{R}^{d}$ with $\Lambda_{j}>0$ for $j=1, \ldots, n$ and $n \leq d$. Let $\alpha=$ $\left(\alpha_{1}, \ldots, \alpha_{n}, 0, \ldots, 0\right) \in \mathbb{R}^{d}$. Let $\mathcal{C}_{\alpha}^{\infty}\left(\mathbb{R}^{d}\right)$ be the set of functions $u \in \mathcal{C}^{\infty}\left(\mathbb{R}^{d}\right)$ satisfying:
(i) $u$ has a compact support in $x_{n+1}, \ldots, x_{d}$;
(ii) $u(x+\Lambda)=e^{\sqrt{-1} \alpha \cdot \Lambda} u(x)$ for all $x \in \mathbb{R}^{d}$.

Recall that every function $u \in \mathcal{C}_{\alpha}^{\infty}\left(\mathbb{R}^{d}\right)$ can be expanded in an absolutely convergent and termwise infinitely differentiable Fourier series:

$$
u(x)=\sum_{l \in \mathbb{Z}^{n}} u_{l}\left(x_{n+1}, \ldots, x_{d}\right) e^{\sqrt{-1} \alpha_{l} \cdot x}
$$

where

$$
\alpha_{l}:=\alpha+2 \pi\left(\frac{l_{1}}{\Lambda_{1}}, \ldots, \frac{l_{n}}{\Lambda_{n}}, 0, \ldots, 0\right) .
$$

For an open set $\Omega \subset \mathbb{R}^{d}, \mathcal{C}_{\alpha}^{\infty}(\Omega)$ is the space of restrictions to $\Omega$ of functions of $\mathcal{C}_{\alpha}^{\infty}\left(\mathbb{R}^{d}\right)$. This enables us to consider the quasi-periodic Sobolev space given by the closure of $\mathcal{C}_{\alpha}^{\infty}(\Omega)$ in $H^{1}(\Omega)$, i.e.,

$$
H_{\alpha}^{1}(\Omega):={\overline{\mathcal{C}_{\alpha}^{\infty}(\Omega)}}^{H^{1}(\Omega)}
$$

which, equipped with the $H^{1}(\Omega)$-norm becomes a Hilbert space.

### 2.3. Layer Potentials for the Laplace Equation

A fundamental solution to the Laplacian is given by

$$
\Gamma_{0}(x)= \begin{cases}\frac{1}{2 \pi} \ln |x|, & d=2  \tag{2.2}\\ \frac{1}{(2-d) \omega_{d}}|x|^{2-d}, & d \geq 3\end{cases}
$$

where $\omega_{d}$ denotes the area of the unit sphere in $\mathbb{R}^{d}$.
Given a bounded Lipschitz domain $\Omega$ in $\mathbb{R}^{d}, d \geq 2$, we denote, respectively, the single- and double-layer potentials of a function $\varphi \in L^{2}(\partial \Omega)$ as $\mathcal{S}_{\Omega}^{0}[\varphi]$ and $\mathcal{D}_{\Omega}^{0}[\varphi]$, where

$$
\begin{align*}
\mathcal{S}_{\Omega}^{0}[\varphi](x) & :=\int_{\partial \Omega} \Gamma_{0}(x-y) \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{d}  \tag{2.3}\\
\mathcal{D}_{\Omega}^{0}[\varphi](x) & :=\int_{\partial \Omega} \frac{\partial}{\partial \nu(y)} \Gamma_{0}(x-y) \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{d} \backslash \partial \Omega \tag{2.4}
\end{align*}
$$

where $\nu(y)$ is the outward unit normal to $\partial \Omega$ at $y$.
Define the operator $\mathcal{K}_{\Omega}^{0}: L^{2}(\partial \Omega) \rightarrow L^{2}(\partial \Omega)$ by

$$
\begin{equation*}
\mathcal{K}_{\Omega}^{0}[\varphi](x):=\frac{1}{\omega_{d}} \text { p.v. } \int_{\partial \Omega} \frac{\langle y-x, \nu(y)\rangle}{|x-y|^{d}} \varphi(y) d \sigma(y) \tag{2.5}
\end{equation*}
$$

where p.v. stands for the Cauchy principal value, and let $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ be the $L^{2}$-adjoint of $\mathcal{K}_{\Omega}^{0}$. Hence, the operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is given by

$$
\begin{equation*}
\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[\varphi](x)=\frac{1}{\omega_{d}} \text { p.v. } \int_{\partial \Omega} \frac{\langle x-y, \nu(x)\rangle}{|x-y|^{d}} \varphi(y) d \sigma(y), \quad \varphi \in L^{2}(\partial \Omega) \tag{2.6}
\end{equation*}
$$

The singular integral operators $\mathcal{K}_{\Omega}^{0}$ and $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ are known to be bounded on $L^{2}(\partial \Omega)$ 177]. If $\partial \Omega$ is of class $\mathcal{C}^{1, \eta}$ for some $\eta>0$, then the operators $\mathcal{K}_{\Omega}^{0}$ and $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ are compact in $L^{2}(\partial \Omega)$. Indeed, $\mathcal{K}_{\Omega}^{0}: L^{2}(\partial \Omega) \rightarrow H^{s}(\partial \Omega)$ is bounded for any $0 \leq s<\eta$. See, for example, 442 .

For convenience we introduce the following notation. For a function $u$ defined on $\mathbb{R}^{d} \backslash \partial \Omega$, we denote

$$
\left.u\right|_{ \pm}(x):=\lim _{t \rightarrow 0^{+}} u(x \pm t \nu(x)), \quad x \in \partial \Omega
$$

and

$$
\left.\frac{\partial u}{\partial \nu(x)}\right|_{ \pm}(x):=\lim _{t \rightarrow 0^{+}}\langle\nabla u(x \pm t \nu(x)), \nu(x)\rangle, \quad x \in \partial \Omega
$$

if the limits exist. Here $\nu(x)$ is the outward unit normal to $\partial \Omega$ at $x$, and $\langle$, denotes the scalar product in $\mathbb{R}^{d}$. For ease of notation we will sometimes use the dot for the scalar product in $\mathbb{R}^{d}$.

We relate in the next lemma the traces of the double-layer potential and the normal derivative of the single-layer potential to the operators $\mathcal{K}_{\Omega}^{0}$ and $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ defined by 2.5 and 2.6 .

Lemma 2.1 (Jump relations). If $\Omega$ is a bounded Lipschitz domain, then, for $\varphi \in L^{2}(\partial \Omega)$,

$$
\begin{gather*}
\left.\left(\mathcal{D}_{\Omega}^{0}[\varphi]\right)\right|_{ \pm}(x)=\left(\mp \frac{1}{2} I+\mathcal{K}_{\Omega}^{0}\right)[\varphi](x) \quad \text { a.e. } x \in \partial \Omega  \tag{2.7}\\
\left.\frac{\partial}{\partial \nu} \mathcal{S}_{\Omega}^{0}[\varphi]\right|_{ \pm}(x)=\left( \pm \frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)[\varphi](x) \quad \text { a.e. } x \in \partial \Omega \tag{2.8}
\end{gather*}
$$

and

$$
\begin{equation*}
\left.\frac{\partial}{\partial T} \mathcal{S}_{\Omega}^{0}[\varphi]\right|_{+}(x)=\left.\frac{\partial}{\partial T} \mathcal{S}_{\Omega}^{0}[\varphi]\right|_{-}(x) \quad \text { a.e. } x \in \partial \Omega . \tag{2.9}
\end{equation*}
$$

Moreover, for $\varphi \in H^{1 / 2}(\partial \Omega)$,

$$
\begin{equation*}
\left.\frac{\partial}{\partial \nu} \mathcal{D}_{\Omega}^{0}[\varphi]\right|_{+}=\left.\frac{\partial}{\partial \nu} \mathcal{D}_{\Omega}^{0}[\varphi]\right|_{-} \quad \text { in } H^{-1 / 2}(\partial \Omega) \tag{2.10}
\end{equation*}
$$

Note that 2.8 yields the following jump relation:

$$
\begin{equation*}
\left.\frac{\partial}{\partial \nu} \mathcal{S}_{\Omega}^{0}[\varphi]\right|_{+}-\left.\frac{\partial}{\partial \nu} \mathcal{S}_{\Omega}^{0}[\varphi]\right|_{-}=\varphi \quad \text { on } \partial \Omega \tag{2.11}
\end{equation*}
$$

Note also that if $\Omega$ is of class $\mathcal{C}^{1, \eta}$ for some $0 \eta>0$, then for any $\varphi \in L^{2}(\partial \Omega)$, $\partial \mathcal{D}_{\Omega}^{0}[\varphi] / \partial \nu$ exists (in $H^{-1}(\partial \Omega)$ ) and has no jump across $\partial \Omega$. Indeed, if

$$
\mathcal{N}: L^{2}(\partial \Omega) \rightarrow H^{-1}(\partial \Omega)
$$

is the Dirichlet-to-Neumann operator defined by

$$
\mathcal{N}[\varphi]=\left.\frac{\partial u}{\partial \nu}\right|_{\partial \Omega},
$$

where $u$ is the solution to

$$
\left\{\begin{array}{l}
\Delta u=0 \quad \text { in } \Omega \\
u=\varphi \quad \text { on } \partial \Omega
\end{array}\right.
$$

then the following formula holds:

$$
\left.\frac{\partial}{\partial \nu} \mathcal{D}_{\Omega}^{0}[\varphi]\right|_{ \pm}=\left(\frac{1}{2}+\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right) \mathcal{N}[\varphi]
$$

See 442 for the details.
We shall also recall the concept of capacity. Suppose $d=2$ and let $\left(\varphi_{e}, a\right) \in$ $L^{2}(\partial \Omega) \times \mathbb{R}$ denote the unique solution of the system

$$
\left\{\begin{array}{l}
\frac{1}{2 \pi} \int_{\partial \Omega} \ln |x-y| \varphi_{e}(y) d \sigma(y)+a=0 \quad \text { on } \partial \Omega  \tag{2.12}\\
\int_{\partial \Omega} \varphi_{e}(y) d \sigma(y)=1
\end{array}\right.
$$

The logarithmic capacity of $\partial \Omega$ is defined by

$$
\begin{equation*}
\operatorname{cap}(\partial \Omega):=e^{2 \pi a} \tag{2.13}
\end{equation*}
$$

where $a$ is given by 2.12 .
If $d=3$, there exists a unique $\varphi_{e} \in L^{2}(\partial \Omega)$ such that

$$
\left\{\begin{array}{l}
\int_{\partial \Omega} \frac{\varphi_{e}(y)}{|x-y|} d \sigma(y)=\text { constant } \quad \text { on } \partial \Omega  \tag{2.14}\\
\int_{\partial \Omega} \varphi_{e}(y) d \sigma(y)=1
\end{array}\right.
$$

The capacity of $\partial \Omega$ in three dimensions is defined to be

$$
\begin{equation*}
\frac{1}{\operatorname{cap}(\partial \Omega)}:=\frac{1}{4 \pi} \int_{\partial \Omega} \frac{1}{|x-y|} \varphi_{e}(y) d \sigma(y) \tag{2.15}
\end{equation*}
$$

If we form the solution $u$ of the Dirichlet problem for the domain outside $\Omega$, with boundary values 1 , then the capacity is given by

$$
\operatorname{cap}(\partial \Omega)=-\left.\int_{\partial \Omega} \frac{\partial u}{\partial \nu}\right|_{+}(x) d \sigma(x) \quad\left(=\int_{\mathbb{R}^{3} \backslash \bar{\Omega}}|\nabla u|^{2} d x\right)
$$

Hence, the solution $u$ behaves like the point source $-\operatorname{cap}(\partial \Omega) \Gamma_{0}(x)$ at infinity.
It is clear that the capacity of the unit disk is 1 and the capacity of the unit sphere is $4 \pi$. Further interesting properties of the capacity are given in the books by Hille [261], Landkof [310], and Armitage and Gardiner 92 .

### 2.4. Neumann-Poincaré Operator

As will be seen later, the plasmonic resonances of nanoparticles are related to the spectra of the non-self-adjoint Neumann-Poincaré type operators associated with the particle shapes. We will show that plasmon resonances in nanoparticles can be treated as an eigenvalue problem for the Neumann-Poincaré operator, which leads to direct calculation of resonance values of permittivity and optimal design of nanoparticles that resonate at specified frequencies. The analysis of Neumann-Poincaré-type operators will also be the key to fathoming the blow-up of the gradient of solutions to conductivity problems as well as to cloaking by anomalous resonances. In the next subsection, by choosing a proper inner product, we prove that the non-self-adjoint operator Neumann-Poincaré $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ can be symmetrized, and its spectrum is discrete and accumulates at zero, provided that $\Omega$ is smooth.

### 2.4.1. Symmetrization of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$. Let

$$
L_{0}^{2}(\partial \Omega):=\left\{\varphi \in L^{2}(\partial \Omega): \int_{\partial \Omega} \varphi d \sigma=0\right\}
$$

The following lemma holds.
Lemma 2.2. Assume that $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^{d}, d \geq 2$. The spectrum of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}: L^{2}(\partial \Omega) \rightarrow L^{2}(\partial \Omega)$ lies in the interval $(-1 / 2,1 / 2]$ and therefore, the operator $(1 / 2) I+\mathcal{K}_{\Omega}^{0}$ is invertible on $L^{2}(\partial \Omega)$. Moreover, the operator $-(1 / 2) I+$ $\mathcal{K}_{\Omega}^{0}$ is invertible on $L_{0}^{2}(\partial \Omega)$.

Proof. The argument is by contradiction. Let $\lambda \in(-\infty,-1 / 2] \cup(1 / 2,+\infty)$, and assume that $\varphi \in L^{2}(\partial \Omega)$ satisfies $\left(\lambda I-\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)[\varphi]=0$ and $\varphi$ is not identically zero. Since $\mathcal{K}_{\Omega}^{0}[1]=1 / 2$ by Green's formula, we have

$$
0=\int_{\partial \Omega}\left(\lambda I-\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)[\varphi] d \sigma=\int_{\partial \Omega} \varphi\left(\lambda-\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[1]\right) d \sigma
$$

and thus $\int_{\partial \Omega} \varphi d \sigma=0$. Hence $\mathcal{S}_{\Omega}^{0}[\varphi](x)=O\left(|x|^{1-d}\right)$ and $\nabla \mathcal{S}_{\Omega}^{0}[\varphi](x)=O\left(|x|^{-d}\right)$ at infinity for $d \geq 2$. Since $\varphi$ is not identically zero, both of the following numbers cannot be zero:

$$
A=\int_{\Omega}\left|\nabla \mathcal{S}_{\Omega}^{0}[\varphi]\right|^{2} d x \text { and } B=\int_{\mathbb{R}^{d} \backslash \bar{\Omega}}\left|\nabla \mathcal{S}_{\Omega}^{0}[\varphi]\right|^{2} d x
$$

In fact, if both of them are zero, then $\mathcal{S}_{\Omega}^{0}[\varphi]=$ constant in $\Omega$ and in $\mathbb{R}^{d} \backslash \bar{\Omega}$. Hence $\varphi=0$ by 2.11 which is a contradiction.

On the other hand, using the divergence theorem and 2.8), we have

$$
A=\int_{\partial \Omega}\left(-\frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)[\varphi] \mathcal{S}_{\Omega}^{0}[\varphi] d \sigma \text { and } B=-\int_{\partial \Omega}\left(\frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)[\varphi] \mathcal{S}_{\Omega}^{0}[\varphi] d \sigma
$$

Since $\left(\lambda I-\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)[\varphi]=0$, it follows that

$$
\lambda=\frac{1}{2} \frac{B-A}{B+A} .
$$

Thus, $|\lambda|<1 / 2$, which is a contradiction and so, for $\lambda \in\left(-\infty,-\frac{1}{2}\right] \cup\left(\frac{1}{2},+\infty\right)$, $\lambda I-\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is one to one on $L^{2}(\partial \Omega)$.

If $\lambda=1 / 2$, then $A=0$ and hence $\mathcal{S}_{\Omega}^{0}[\varphi]=$ constant in $\Omega$. Thus $\mathcal{S}_{\Omega}^{0}[\varphi]$ is harmonic in $\mathbb{R}^{d} \backslash \partial \Omega$, behaves like $O\left(|x|^{1-d}\right)$ as $|x| \rightarrow+\infty$ (since $\varphi \in L_{0}^{2}(\partial \Omega)$ ), and is constant on $\partial \Omega$. By 2.8 , we have $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[\varphi]=(1 / 2) \varphi$, and hence

$$
B=-\int_{\partial \Omega} \varphi \mathcal{S}_{\Omega}^{0}[\varphi] d \sigma=C \int_{\partial \Omega} \varphi d \sigma=0
$$

which forces us to conclude that $\varphi=0$. This proves that $(1 / 2) I-\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is one to one on $L_{0}^{2}(\partial \Omega)$.

Assume that $\Omega$ is simply connected and $\partial \Omega$ is of class $\mathcal{C}^{1, \eta}$ for some $\eta>0$. In this subsection, we symmetrize the non-self-adjoint operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ and prove that it can be realized as a self-adjoint operator on $H^{-1 / 2}(\partial \Omega)$ by introducing a new inner product.

We first state the following lemma.
Lemma 2.3. Let $d \geq 2$. The following results hold:
(i) The operator $\mathcal{S}_{\Omega}^{0}$ in $H^{-1 / 2}(\partial \Omega)$ is self-adjoint and $-\mathcal{S}_{\Omega}^{0} \geq 0$ on $L^{2}(\partial \Omega)$.
(ii) The operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}: H^{-1 / 2}(\partial \Omega) \rightarrow H^{-1 / 2}(\partial \Omega)$ is compact.

By Lemma 2.3 , there exists a unique square root of $-\mathcal{S}_{\Omega}^{0}$ which we denote by $\sqrt{-\mathcal{S}_{\Omega}^{0}}$; furthermore, $\sqrt{-\mathcal{S}_{\Omega}^{0}}$ is self-adjoint and $\sqrt{-\mathcal{S}_{\Omega}^{0}} \geq 0$.

Next we look into the kernel of $\mathcal{S}_{\Omega}^{0}$. If $d \geq 3$, then it is known that $\mathcal{S}_{\Omega}^{0}$ : $H^{-1 / 2}(\partial \Omega) \rightarrow H^{1 / 2}(\partial \Omega)$ has a bounded inverse. Suppose now that $d=2$. If $\phi_{0} \in \operatorname{Ker}\left(\mathcal{S}_{\Omega}^{0}\right)$, then the function $u$ defined by

$$
u(x):=\mathcal{S}_{\Omega}^{0}\left[\phi_{0}\right](x), \quad x \in \mathbb{R}^{2}
$$

satisfies $u=0$ on $\partial \Omega$. Therefore, $u(x)=0$ for all $x \in \Omega$. It then follows from 2.8 that

$$
\begin{equation*}
\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\left[\phi_{0}\right]=\frac{1}{2} \phi_{0} \quad \text { on } \partial \Omega . \tag{2.16}
\end{equation*}
$$

If $\left\langle\chi(\partial \Omega), \phi_{0}\right\rangle_{1 / 2,-1 / 2}=0$, then $u(x) \rightarrow 0$ as $|x| \rightarrow \infty$, and hence $u(x)=0$ for $x \in \mathbb{R}^{2} \backslash \Omega$ as well. Thus $\phi_{0}=0$. The eigenfunctions of 2.16 make a one dimensional subspace of $H^{-1 / 2}(\partial \Omega)$, which means that $\operatorname{Ker}\left(\mathcal{S}_{\Omega}^{0}\right)$ is of at most one dimension.

Let $\left(\phi_{e}, a\right) \in H^{-1 / 2}(\partial \Omega) \times \mathbb{R}$ denote the solution of the system 2.12 , then it can be shown that $\mathcal{S}_{\Omega}^{0}: H^{-1 / 2}(\partial \Omega) \rightarrow H^{1 / 2}(\partial \Omega)$ has a bounded inverse if and only if $a \neq 0$.

The following result is well-known. It shows that $\mathcal{K}_{\Omega}^{0} \mathcal{S}_{\Omega}^{0}$ is self-adjoint on $H^{-1 / 2}(\partial \Omega)$.

Lemma 2.4. The following Calderón identity (also known as Plemelj's symmetrization principle) holds:

$$
\begin{equation*}
\mathcal{S}_{\Omega}^{0}\left(\mathcal{K}_{\Omega}^{0}\right)^{*}=\mathcal{K}_{\Omega}^{0} \mathcal{S}_{\Omega}^{0} \quad \text { on } H^{-1 / 2}(\partial \Omega) \tag{2.17}
\end{equation*}
$$

Consider the three-dimensional case. Since the single-layer potential becomes a unitary operator from $H^{-1 / 2}(\partial \Omega)$ onto $H^{1 / 2}(\partial \Omega)$, the operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ can be symmetrized using Calderón identity 2.17 and hence becomes self-adjoint [295]. It is then possible to write its spectral decomposition. Let $\mathcal{H}^{*}(\partial \Omega)$ be the space $H^{-1 / 2}(\partial \Omega)$ with the inner product

$$
\begin{equation*}
\langle u, v\rangle_{\mathcal{H}^{*}}=-\left\langle\mathcal{S}_{\Omega}^{0}[v], u\right\rangle_{\frac{1}{2},-\frac{1}{2}} \tag{2.18}
\end{equation*}
$$

which is equivalent to the original one (on $H^{-1 / 2}(\partial \Omega)$ ).
Theorem 2.5. For $d=3$, the following results hold:
(i) The operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is self-adjoint in the Hilbert space $\mathcal{H}^{*}(\partial \Omega)$;
(ii) Let $\left(\lambda_{j}, \varphi_{j}\right), j=0,1,2, \ldots$ be the eigenvalue and normalized eigenfunction pair of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ in $\mathcal{H}^{*}(\partial \Omega)$ with $\lambda_{0}=1 / 2$. Then, $\lambda_{j} \in\left(-\frac{1}{2}, \frac{1}{2}\right)$ for $j \geq 1$ with $\left|\lambda_{1}\right| \geq\left|\lambda_{2}\right| \geq \ldots \rightarrow 0$ as $j \rightarrow \infty$;
(iii) The following spectral representation formula holds: for any $\psi \in H^{-1 / 2}(\partial \Omega)$,

$$
\begin{equation*}
\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[\psi]=\sum_{j=0}^{\infty} \lambda_{j}\left\langle\varphi_{j}, \psi\right\rangle_{\mathcal{H}^{*}} \varphi_{j} \tag{2.19}
\end{equation*}
$$

Moreover, it is clear that the following result holds.
Lemma 2.6. Let $d=3$. Let $\mathcal{H}(\partial \Omega)$ be the space $H^{1 / 2}(\partial \Omega)$ equipped with the following equivalent inner product

$$
\begin{equation*}
\langle u, v\rangle_{\mathcal{H}}=\left\langle v,\left(-\mathcal{S}_{\Omega}^{0}\right)^{-1}[u]\right\rangle_{\frac{1}{2},-\frac{1}{2}} \tag{2.20}
\end{equation*}
$$

Then, $\mathcal{S}_{\Omega}^{0}$ is an isometry between $\mathcal{H}^{*}(\partial \Omega)$ and $\mathcal{H}(\partial \Omega)$.
Furthermore, we list other useful observations and basic results in three dimensions.

Lemma 2.7. Let $d=3$. The following results hold:
(i) We have $\left(-\frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)\left(\mathcal{S}_{\Omega}^{0}\right)^{-1}[\chi(\partial \Omega)]=0$ with $\chi(\partial \Omega)$ being the characteristic function of $\partial \Omega$.
(ii) The corresponding eigenspace to $\lambda_{0}=\frac{1}{2}$ has dimension one and is spanned by the function $\varphi_{0}=c\left(\mathcal{S}_{\Omega}^{0}\right)^{-1}[\chi(\partial \Omega)]$ for some constant $c$ such that $\left\|\varphi_{0}\right\|_{\mathcal{H}^{*}}=$ 1.
(iii) Moreover, $\mathcal{H}^{*}(\partial \Omega)=\mathcal{H}_{0}^{*}(\partial \Omega) \oplus\left\{\mu \varphi_{0}, \mu \in \mathbb{C}\right\}$, where $\mathcal{H}_{0}^{*}(\partial \Omega)$ is the zero mean subspace of $\mathcal{H}^{*}(\partial \Omega)$ and $\varphi_{j} \in \mathcal{H}_{0}^{*}(\partial \Omega)$ for $j \geq 1$, i.e., $\left\langle\chi(\partial \Omega), \varphi_{j}\right\rangle_{\frac{1}{2},-\frac{1}{2}}=$ 0 for $j \geq 1$. Here, $\left\{\varphi_{j}\right\}_{j}$ is the set of normalized eigenfunctions of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$.

In two dimensions, again based on 2.17, we show that $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ can be realized as a self-adjoint operator by introducing a new inner product, slightly different from the one introduced in the three-dimensional case.

Recall that the single-layer potential $\mathcal{S}_{\Omega}^{0}: H^{-1 / 2}(\partial \Omega) \rightarrow H^{1 / 2}(\partial \Omega)$ is not, in general, injective. Hence, $-\left\langle\mathcal{S}_{\Omega}^{0}[v], u\right\rangle_{\frac{1}{2},-\frac{1}{2}}$ does not define an inner product and the symmetrization technique described in Theorem 2.5 is no longer valid. To overcome this difficulty, a substitute of $\mathcal{S}_{\Omega}^{0}$ can be introduced as in [86] by

$$
\widetilde{\mathcal{S}}_{\Omega}[\psi]=\left\{\begin{array}{cc}
\mathcal{S}_{\Omega}^{0}[\psi] & \text { if }\langle\chi(\partial \Omega), \psi\rangle_{\frac{1}{2},-\frac{1}{2}}=0  \tag{2.21}\\
-\chi(\partial \Omega) & \text { if } \psi=\varphi_{0}
\end{array}\right.
$$

where $\varphi_{0}$ is the unique eigenfunction of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ associated with eigenvalue $1 / 2$ such that $\left\langle\chi(\partial \Omega), \varphi_{0}\right\rangle_{\frac{1}{2},-\frac{1}{2}}=1$. Note that, from the jump relations of the layer potentials, $\mathcal{S}_{\Omega}^{0}\left[\varphi_{0}\right]$ is constant.

The operator $\widetilde{\mathcal{S}}_{\Omega}: H^{-1 / 2}(\partial \Omega) \rightarrow H^{1 / 2}(\partial \Omega)$ is invertible. Moreover, the following Calderón identity holds $\mathcal{K}_{\Omega}^{0} \widetilde{\mathcal{S}}_{\Omega}=\widetilde{\mathcal{S}}_{\Omega}\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$. With this, define

$$
\langle u, v\rangle_{\mathcal{H}^{*}}=-\left\langle\widetilde{\mathcal{S}}_{\Omega}[v], u\right\rangle_{\frac{1}{2},-\frac{1}{2}} .
$$

Thanks to the invertibility and positivity of $-\widetilde{\mathcal{S}}_{\Omega}$, this defines an inner product for which $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is self-adjoint and $\mathcal{H}^{*}$ is equivalent to $H^{-1 / 2}(\partial \Omega)$. Then, if $\Omega$ is $\mathcal{C}^{1, \eta}$, $\eta>0$, we have the following results.

THEOREM 2.8. Let $d=2$. Let $\Omega$ be a $\mathcal{C}^{1, \eta}, \eta>0$, bounded simply connected domain of $\mathbb{R}^{2}$ and let $\widetilde{\mathcal{S}}_{\Omega}$ be the operator defined in 2.21. Then,
(i) The operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is compact self-adjoint in the Hilbert space $\mathcal{H}^{*}(\partial \Omega)$ equipped with the inner product defined by

$$
\begin{equation*}
\langle u, v\rangle_{\mathcal{H}^{*}}=-\left\langle\widetilde{\mathcal{S}}_{D}[v], u\right\rangle_{\frac{1}{2},-\frac{1}{2}} \tag{2.22}
\end{equation*}
$$

(ii) Let $\left(\lambda_{j}, \varphi_{j}\right), j=0,1,2, \ldots$, be the eigenvalue and normalized eigenfunction pair of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ with $\lambda_{0}=\frac{1}{2}$. Then, $\lambda_{j} \in\left(-\frac{1}{2}, \frac{1}{2}\right)$ with $\left|\lambda_{1}\right| \geq\left|\lambda_{2}\right| \geq$ $\ldots \rightarrow 0$ as $j \rightarrow \infty$;
(iii) $\mathcal{H}^{*}(\partial \Omega)=\mathcal{H}_{0}^{*}(\partial \Omega) \oplus\left\{\mu \varphi_{0}, \mu \in \mathbb{C}\right\}$, where $\mathcal{H}_{0}^{*}(\partial \Omega)$ is the zero mean subspace of $\mathcal{H}^{*}(\partial \Omega)$;
(iv) The following representation formula holds: for any $\psi \in H^{-1 / 2}(\partial \Omega)$,

$$
\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[\psi]=\sum_{j=0}^{\infty} \lambda_{j}\left\langle\varphi_{j}, \psi\right\rangle_{\mathcal{H}^{*}} \varphi_{j}
$$

Lemma 2.9. Let $\mathcal{H}(\partial \Omega)$ be the space $H^{1 / 2}(\partial \Omega)$ equipped with the following equivalent inner product:

$$
\begin{equation*}
\langle u, v\rangle_{\mathcal{H}}=\left\langle v,-\widetilde{\mathcal{S}}_{\Omega}^{-1}[u]\right\rangle_{\frac{1}{2},-\frac{1}{2}} . \tag{2.23}
\end{equation*}
$$

Then, $\widetilde{\mathcal{S}}_{\Omega}$ is an isometry between $\mathcal{H}^{*}(\partial \Omega)$ and $\mathcal{H}(\partial \Omega)$.

Note that $\widetilde{\mathcal{S}}_{\Omega}^{-1}[\chi(\partial \Omega)]=\varphi_{0}$ and $-(1 / 2) I+\left(\mathcal{K}_{\Omega}^{0}\right)^{*}=\left(-(1 / 2) I+\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right) \mathcal{P}_{\mathcal{H}_{0}^{*}}$, where $\mathcal{P}_{\mathcal{H}_{0}^{*}}$ is the orthogonal projection onto $\mathcal{H}_{0}^{*}(\partial \Omega)$. In particular, we have $\left(-\frac{1}{2} I+\right.$ $\left.\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right) \widetilde{\mathcal{S}}_{\Omega}^{-1}[\chi(\partial \Omega)]=0$.

In dimension two, the twin spectrum relation for the Neumann-Poincaré operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ holds $\mathbf{3 4 0}$.

Lemma 2.10. For any $j \geq 1, \pm \lambda_{j}$ are eigenvalues of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$.
Proof. In order to prove the twin property, suppose that $\lambda_{j}$ is an eigenvalue of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ with an associated eigenfunction $\varphi_{j}$. Then $u:=\mathcal{S}_{\Omega}^{0}\left[\varphi_{j}\right]$ is a nontrivial solution to the transmission problem

$$
\left\{\begin{array}{l}
\nabla \cdot((1+(k-1) \chi(\Omega)) \nabla u)=0 \quad \text { in } \mathbb{R}^{2}  \tag{2.24}\\
u(x)=O\left(|x|^{-1}\right) \quad \text { as }|x| \rightarrow+\infty
\end{array}\right.
$$

with $k=\left(2 \lambda_{j}+1\right) /\left(2 \lambda_{j}-1\right)$.
Let $v$ be the harmonic conjugate of $u$, which is defined such that $\nabla v=\nabla^{\perp} u$ where

$$
\nabla^{\perp} u=\left[\begin{array}{c}
-\frac{\partial u}{\partial x_{2}}  \tag{2.25}\\
\frac{\partial u}{\partial x_{1}}
\end{array}\right] .
$$

Then $v$ is a nontrivial solution to

$$
\left\{\begin{array}{l}
\nabla \cdot\left(\left(1+\left(\frac{1}{k}-1\right) \chi(\Omega)\right) \nabla v\right)=0 \quad \text { in } \mathbb{R}^{2}  \tag{2.26}\\
v(x)=O\left(|x|^{-1}\right) \quad \text { as }|x| \rightarrow+\infty
\end{array}\right.
$$

Therefore, by using the integral representation $v=\mathcal{S}_{\Omega}^{0}\left[\psi_{j}\right]$ it can be seen that

$$
-\lambda_{j}=\frac{1+\frac{1}{k}}{2\left(\frac{1}{k}-1\right)}
$$

is an eigenvalue of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ as well associated to the eigenfunction $\psi_{j}$.
On the other hand, the following relation between the eigenfunctions of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ associated with $\pm \lambda_{j}$ holds.

Lemma 2.11. Let $\partial / \partial T$ denote the tangential derivative on $\partial \Omega$ and let $\varphi_{j}$ be an eigenfunction of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ associated with $\lambda_{j}$. Then

$$
\frac{\frac{\partial}{\partial T} \mathcal{S}_{B}^{0}\left[\varphi_{j}\right]}{\left\|\frac{\partial}{\partial T} \mathcal{S}_{B}^{0}\left[\varphi_{j}\right]\right\|_{\mathcal{H}^{*}}}
$$

is a (normalized) eigenfunction of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ associated with $-\lambda_{j}$.
Proof. Let $\nu=\left[\begin{array}{l}\nu_{1} \\ \nu_{2}\end{array}\right]$ and let $T=\left[\begin{array}{c}-\nu_{2} \\ \nu_{1}\end{array}\right]$. From 450], we have

$$
\begin{equation*}
\left(\mathcal{K}_{\Omega}^{0}\right)^{*} \frac{\partial}{\partial T}=-\frac{\partial}{\partial T} \mathcal{K}_{\Omega}^{0} \tag{2.27}
\end{equation*}
$$

From 2.27 it follows that if $\phi_{j} \in H^{1 / 2}(\partial \Omega)$ is an eigenfunction of $\mathcal{K}_{\Omega}^{0}$ associated with the eigenvalue $\lambda_{j} \neq 1 / 2$, then $\partial \phi_{j} / \partial T$ is an eigenfunction of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ associated with the eigenvalue $-\lambda_{j}$. Therefore, by using Calderón's identity (2.17), we obtain the stated result.

Identity 2.27) can be proved by noticing that for $\phi \in H^{1 / 2}(\partial \Omega)$, the functions $\mathcal{D}_{\Omega}^{0}[\phi]$ and $\mathcal{S}_{\Omega}^{0}[\partial \phi / \partial T]$ in $\Omega$ are the harmonic conjugate functions of each other and therefore, by the jump formulas,

$$
\begin{aligned}
& \left(\mathcal{K}_{\Omega}^{0}\right)^{*}\left[\frac{\partial \phi}{\partial T}\right]=\left(-\frac{1}{2}+\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)\left[\frac{\partial \phi}{\partial T}\right]+\frac{1}{2} \frac{\partial \phi}{\partial T} \\
& =\left.\frac{\partial \mathcal{S}_{\Omega}^{0}}{\partial \nu}\left[\frac{\partial \phi}{\partial T}\right]\right|_{-}+\frac{1}{2} \frac{\partial \phi}{\partial T} \\
& =-\left.\frac{\partial \mathcal{D}_{\Omega}^{0}}{\partial T}[\phi]\right|_{-}+\frac{1}{2} \frac{\partial \phi}{\partial T} \\
& =-\frac{\partial}{\partial T}\left(\frac{1}{2} I+\mathcal{K}_{\Omega}^{0}\right)[\phi]+\frac{1}{2} \frac{\partial \phi}{\partial T} .
\end{aligned}
$$

Therefore, the proof of the lemma is complete.
In two dimensions, we will also need the following identities from [344, 406.
Lemma 2.12. We have

$$
\begin{equation*}
\frac{\partial \mathcal{D}_{\Omega}^{0}[\phi]}{\partial \nu}=\frac{\partial \mathcal{S}_{\Omega}^{0}}{\partial T}\left[\frac{\partial \phi}{\partial T}\right] \tag{2.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{S}_{\Omega}^{0} \frac{\partial}{\partial T} \mathcal{S}_{\Omega}^{0}\left[\frac{\partial \phi}{\partial T}\right]=\left(\mathcal{K}_{\Omega}^{0}\right)^{2}[\phi]-\frac{1}{4} \phi \tag{2.29}
\end{equation*}
$$

for $\phi \in H^{1 / 2}(\partial \Omega)$.
REMARK 2.13. With the same notation as in Lemma 2.11, notice that from (2.29) it follows that

$$
\begin{aligned}
\left\|\frac{\partial}{\partial T} \mathcal{S}_{B}^{0}\left[\varphi_{j}\right]\right\|_{\mathcal{H}^{*}}^{2} & =-\left\langle\mathcal{S}_{B}^{0} \frac{\partial}{\partial T} \mathcal{S}_{B}^{0}\left[\varphi_{j}\right], \frac{\partial}{\partial T} \mathcal{S}_{B}^{0}\left[\varphi_{j}\right]\right\rangle_{\frac{1}{2},-\frac{1}{2}} \\
& =\left\langle\left(\mathcal{S}_{B}^{0} \frac{\partial}{\partial T}\right)^{2} \mathcal{S}_{B}^{0}\left[\varphi_{j}\right], \varphi_{j}\right\rangle_{\frac{1}{2}, \frac{1}{2}} \\
& =\frac{1}{4}-\lambda_{j}^{2}
\end{aligned}
$$

Remark 2.14. When $\Omega$ is Lipschitz, $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is no longer compact. Nevertheless, since it is self-adjoint, its spectrum $\sigma\left(\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)$ is real, consists of point and continuous spectrum, and is a closed set; see Appendix A. Moreover, by the spectral resolution theorem (see 458), there is a family of projection operators $\mathcal{E}(t)$ on $\mathcal{H}^{*}$ (called a resolution of identity) such that

$$
\begin{equation*}
\left(\mathcal{K}_{\Omega}^{0}\right)^{*}=\int_{t \in \sigma\left(\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)} t d \mathcal{E}(t) \tag{2.30}
\end{equation*}
$$

Let $b_{\Omega}$ be the spectral bound of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$, namely

$$
b_{\Omega}:=\sup \left\{|\lambda|: \lambda \in \sigma\left(\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)\right\}
$$

From the proof of Lemma 2.2 it follows that

$$
b_{\Omega}=\frac{1}{2} \sup _{\varphi \in \mathcal{H}^{*}} \frac{\left.\left|\int_{\mathbb{R}^{d} \backslash \bar{\Omega}}\right| \nabla \mathcal{S}_{\Omega}^{0}[\varphi]\right|^{2} d x-\int_{\Omega}\left|\nabla \mathcal{S}_{\Omega}^{0}[\varphi]\right|^{2} d x \mid}{\int_{\mathbb{R}^{d}}\left|\nabla \mathcal{S}_{\Omega}^{0}[\varphi]\right|^{2} d x} \leq \frac{1}{2}
$$

2.4.2. Spectral Decomposition of the Fundamental Solution. Fix $z \in$ $\mathbb{R}^{d} \backslash \bar{\Omega}$. Then $\Gamma_{0}(\cdot-z)$ belongs to $H^{1 / 2}(\partial \Omega)$, and so admits the following decomposition:

$$
\begin{equation*}
\Gamma_{0}(x-z)=\sum_{j=1}^{\infty} c_{j}(z) \mathcal{S}_{\Omega}^{0}\left[\varphi_{j}\right](x)+c_{0}(z), \quad x \in \partial \Omega \tag{2.31}
\end{equation*}
$$

for some constants $c_{j}(z)$ satisfying

$$
\sum_{j=1}^{\infty}\left|c_{j}(z)\right|^{2}<\infty
$$

Since $-\left\langle\mathcal{S}_{\Omega}^{0}\left[\varphi_{j}\right], \varphi_{i}\right\rangle_{1 / 2,-1 / 2}=\delta_{i j}$, we see that

$$
c_{j}(z)=-\mathcal{S}_{\Omega}^{0}\left[\varphi_{j}\right](z), \quad j=1,2, \ldots
$$

We also see from $\left\langle\chi(\partial \Omega), \varphi_{0}\right\rangle_{1 / 2,-1 / 2}=0$ that $c_{0}(z)=\mathcal{S}_{\Omega}^{0}\left[\varphi_{0}\right](z)$. So, we obtain the following formula:

$$
\Gamma_{0}(x-z)=-\sum_{j=1}^{\infty} \mathcal{S}_{\Omega}^{0}\left[\varphi_{j}\right](z) \mathcal{S}_{\Omega}^{0}\left[\varphi_{j}\right](x)+\mathcal{S}_{\Omega}^{0}\left[\varphi_{0}\right](z), \quad x \in \partial \Omega
$$

Observe that

$$
\left\|\mathcal{S}_{\Omega}^{0}\left[\varphi_{j}\right](z) \mathcal{S}_{\Omega}^{0}\left[\varphi_{j}\right]\right\|_{\mathcal{H}}^{2}=\sum_{j=1}^{\infty}\left|\mathcal{S}_{\Omega}^{0}\left[\varphi_{j}\right](z)\right|^{2}<\infty
$$

Since $\left\|\|_{\mathcal{H}}\right.$ is equivalent to the $H^{1 / 2}$-norm, we find from the trace theorem that the series $\sum_{j=1}^{\infty} \mathcal{S}_{\Omega}^{0}\left[\varphi_{j}\right](z) \mathcal{S}_{\Omega}^{0}\left[\varphi_{j}\right]$ converges in $H^{1}(\Omega)$ and is harmonic in $\Omega$. Therefore, the following expansion of the fundamental solution $\Gamma_{0}$ in terms of the eigenvectors of the Neumann-Poincaré operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ holds.

Theorem 2.15. We have

$$
\begin{equation*}
\Gamma_{0}(x-z)=-\sum_{j=1}^{\infty} \mathcal{S}_{\Omega}^{0}\left[\varphi_{j}\right](z) \mathcal{S}_{\Omega}^{0}\left[\varphi_{j}\right](x)+\mathcal{S}_{\Omega}^{0}\left[\varphi_{0}\right](z), \quad x \in \bar{\Omega}, z \in \mathbb{R}^{d} \backslash \bar{\Omega} \tag{2.32}
\end{equation*}
$$

Formula 2.32 is a general addition formula for the fundamental solution $\Gamma_{0}$ to the Laplace operator. It was derived in [86. Addition formulas for the fundamental solution to the Laplace operator on disks, balls, ellipses, and ellipsoids are classical and well-known. That on ellipsoids is attributed to Heine (see [189]). The formulas describe expansions of the fundamental solution to the Laplace operator in terms of spherical harmonics (balls) and ellipsoidal harmonics (ellipses). Formula 2.32) shows that, in the general case, the addition formula is a spectral expansion by eigenfunctions of the Neumann-Poincaré operator.
2.4.3. Spectrum of the Neumann-Poincaré Operator on Disks and Ellipses. Recall that if $\Omega$ is a disk or a ball, then we may simplify the expressions defining the operators $\mathcal{K}_{\Omega}$ and $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$. The following results hold:
(i) Suppose that $\Omega$ is a two dimensional disk with radius $r_{0}$. Then,

$$
\frac{<x-y, \nu(x)>}{|x-y|^{2}}=\frac{1}{2 r_{0}} \quad \forall x, y \in \partial \Omega, x \neq y
$$

and therefore, for any $\phi \in L^{2}(\partial \Omega)$,

$$
\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[\phi](x)=\mathcal{K}_{\Omega}^{0}[\phi](x)=\frac{1}{4 \pi r_{0}} \int_{\partial \Omega} \phi(y) d \sigma(y)
$$

for all $x \in \partial \Omega$.
(ii) For $d \geq 3$, if $\Omega$ is a ball with radius $r_{0}$, then, we have

$$
\frac{<x-y, \nu(x)>}{|x-y|^{d}}=\frac{1}{2 r_{0}} \frac{1}{|x-y|^{d-2}} \quad \forall x, y \in \partial \Omega, x \neq y
$$

and for any $\phi \in L^{2}(\partial \Omega)$ and $x \in \partial \Omega$,

$$
\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[\phi](x)=\mathcal{K}_{\Omega}^{0}[\phi](x)=\frac{(2-d)}{2 r_{0}} \mathcal{S}_{\Omega}^{0}[\phi](x)
$$

Another useful formula in two dimensions is the expression of $\mathcal{K}_{\Omega}^{0}[\phi](x)$, where $\Omega$ is an ellipse whose semi-axes are on the $x_{1}$ - and $x_{2}$-axes and of length $a_{1}$ and $a_{2}$, respectively. Using the parametric representation $X(t)=\left(a_{1} \cos t, a_{2} \sin t\right), 0 \leq$ $t \leq 2 \pi$, for the boundary $\partial \Omega$, we find that

$$
\begin{equation*}
\mathcal{K}_{\Omega}^{0}[\phi](x)=\frac{a_{1} a_{2}}{2 \pi\left(a_{1}^{2}+a_{2}^{2}\right)} \int_{0}^{2 \pi} \frac{\phi(X(t))}{1-Q \cos (t+\theta)} d t \tag{2.35}
\end{equation*}
$$

where $x=X(\theta)$ and $Q=\left(a_{1}^{2}-a_{2}^{2}\right) /\left(a_{1}^{2}+a_{2}^{2}\right)$.
Using 2.33), it also follows that if $\Omega$ is a disk, then the spectrum of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is $\{0,1 / 2\}$. If $D$ is an ellipse of semi-axes $a_{1}$ and $a_{2}$, then

$$
\lambda_{j}=\left\{\begin{array}{cl}
\frac{1}{2} & j=0  \tag{2.36}\\
\pm \frac{1}{2}\left(\frac{a_{1}-a_{2}}{a_{1}+a_{2}}\right)^{j} & j \geq 1
\end{array}\right.
$$

are the eigenvalues of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$, which can be expressed by 2.35 .
In three dimensions, by using (2.34) it can be shown that the spectrum of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ in the case where $\Omega$ is a ball is $1 /(2(2 j+1)), j=0,1, \ldots$. Furthermore, the eigenvalues of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ for $\Omega$ being an ellipsoid can be expressed explicitly in terms of Lamé functions [210]. In [210, it is also shown that for any number $\lambda \in(-1 / 2,1 / 2)$ there is an ellipsoid on which $\lambda$ is an eigenvalue of the associated Neumann-Poincaré operator.

In two dimensions, we also recall that if the disk $\Omega$ of radius $r_{0}$ is centered at the origin, then one can easily see that for each integer $n \neq 0$

$$
\mathcal{S}_{\Omega}^{0}\left[e^{\sqrt{-1} n \theta}\right](x)= \begin{cases}-\frac{r_{0}}{2|n|}\left(\frac{r}{r_{0}}\right)^{|n|} e^{\sqrt{-1} n \theta} & \text { if }|x|=r<r_{0}  \tag{2.37}\\ -\frac{r_{0}}{2|n|}\left(\frac{r_{0}}{r}\right)^{|n|} e^{\sqrt{-1} n \theta} & \text { if }|x|=r>r_{0}\end{cases}
$$

and hence

$$
\frac{\partial}{\partial r} \mathcal{S}_{\Omega}^{0}\left[e^{\sqrt{-1} n \theta}\right](x)= \begin{cases}-\frac{1}{2}\left(\frac{r}{r_{0}}\right)^{|n|-1} e^{\sqrt{-1} n \theta} & \text { if }|x|=r<r_{0}  \tag{2.38}\\ \frac{1}{2}\left(\frac{r_{0}}{r}\right)^{|n|+1} e^{\sqrt{-1} n \theta} & \text { if }|x|=r>r_{0}\end{cases}
$$

We also get, for any integer $n$,

$$
\mathcal{D}_{\Omega}^{0}\left[e^{\sqrt{-1} n \theta}\right](x)= \begin{cases}\frac{1}{2}\left(\frac{r}{r_{0}}\right)^{|n|} e^{\sqrt{-1} n \theta} & \text { if }|x|=r<r_{0}, \\ -\frac{1}{2}\left(\frac{r_{0}}{r}\right)^{|n|} e^{\sqrt{-1} n \theta} & \text { if }|x|=r>r_{0} .\end{cases}
$$

It follows from (2.33) that

$$
\begin{equation*}
\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\left[e^{\sqrt{-1} n}\right]=0 \quad \forall n \neq 0 . \tag{2.39}
\end{equation*}
$$

As $\mathcal{K}_{\Omega}^{0}[1]=1 / 2$, it follows that, when $\Omega$ is a disk, $\mathcal{K}_{\Omega}^{0}$ is a rank one operator whose only non-zero eigenvalue is $1 / 2$. On the other hand, from $\mathcal{K}_{\Omega}^{0}[1]=1 / 2$ it also follows that

$$
\mathcal{S}_{\Omega}^{0}[1](x)= \begin{cases}\ln r_{0} & \text { if }|x|=r<r_{0},  \tag{2.40}\\ \ln |x| & \text { if }|x|=r>r_{0},\end{cases}
$$

and hence

$$
\frac{\partial}{\partial r} \mathcal{S}_{\Omega}^{0}[1](x)= \begin{cases}0 & \text { if }|x|=r<r_{0}  \tag{2.41}\\ \frac{1}{r} & \text { if }|x|=r>r_{0}\end{cases}
$$

Let $\Omega_{i}$ and $\Omega_{e}$ be two concentric disks in $\mathbb{R}^{2}$ with radii $r_{i}<r_{e}$. Define $\left(\mathcal{K}_{\Omega_{e} \backslash \backslash \Omega_{i}}^{0}\right)^{*}$ by

$$
\left(\mathcal{K}_{\Omega_{e} \backslash \bar{\Omega}_{i}}^{0}\right)^{*}=\left(\begin{array}{cc}
-\left(\mathcal{K}_{\Omega_{i}}^{0}\right)^{*} & -\frac{\partial}{\partial \nu^{2}} \mathcal{S}_{\Omega_{e}}^{0}  \tag{2.42}\\
\frac{\partial}{\partial \nu^{e}} \mathcal{S}_{\Omega_{i}}^{0} & \left(\mathcal{K}_{\Omega_{e}}^{0}\right)^{*}
\end{array}\right),
$$

where $\nu^{i}$ and $\nu^{e}$ are the outward normal vectors to $\partial \Omega_{i}$ and $\Omega_{e}$, respectively. Let the operator $\mathbb{S}_{\Omega_{e} \backslash \bar{\Omega}_{i}}$ be given by

$$
\mathbb{S}_{\Omega_{e} \backslash \bar{\Omega}_{i}}=\left(\begin{array}{cc}
\mathcal{S}_{\Omega_{e}}^{0} & \left.\mathcal{S}_{\Omega_{i}}^{0}\right|_{\partial \Omega_{e}} \\
\left.\mathcal{S}_{\Omega_{e}}^{0}\right|_{\partial \Omega_{i}} & \mathcal{S}_{\Omega_{i}}^{0}
\end{array}\right) .
$$

Then, following the arguments given in Subsection 2.4.1 we can prove that $\left(\mathcal{K}_{\Omega_{e} \backslash \bar{\Omega}_{i}}^{0}\right)^{*}$ is compact and self-adjoint for the inner product

$$
\begin{equation*}
\langle\varphi, \psi\rangle_{\mathcal{H}^{*}}:=-\left\langle\mathbb{S}_{\Omega_{e} \backslash \bar{\Omega}_{i}}[\psi], \varphi\right\rangle_{1 / 2,-1 / 2} \quad \text { for } \varphi, \psi \in H^{-1 / 2}\left(\partial \Omega_{e}\right) \times H^{-1 / 2}\left(\partial \Omega_{i}\right) . \tag{2.43}
\end{equation*}
$$

The following lemma from 32 gives the eigenvalues and eigenvectors of the Neumann-Poincaré operator $\left(\mathcal{K}_{\Omega_{e} \backslash \overline{\Omega_{i}}}^{0}\right)^{*}$ associated with the circular shell $\Omega_{e} \backslash \overline{\Omega_{i}}$ on $\mathcal{H}^{*}$.

Lemma 2.16. The eigenvalues of $\left(\mathcal{K}_{\Omega_{e} \backslash \overline{\Omega_{i}}}^{0}\right)^{*}$ on $\mathcal{H}^{*}$ are

$$
-\frac{1}{2}, \frac{1}{2},-\frac{1}{2}\left(\frac{r_{i}}{r_{e}}\right)^{n}, \frac{1}{2}\left(\frac{r_{i}}{r_{e}}\right)^{n}, \quad n=1,2, \ldots,
$$

and corresponding eigenvectors are

$$
\left[\begin{array}{c}
1 \\
-\frac{1}{r_{e}}
\end{array}\right],\left[\begin{array}{l}
0 \\
1
\end{array}\right],\left[\begin{array}{c}
e^{ \pm \sqrt{-1} n \theta} \\
\frac{r_{i}}{r_{e}} e^{ \pm \sqrt{ }-1} n \theta
\end{array}\right],\left[\begin{array}{c}
e^{ \pm \sqrt{-1} n \theta} \\
-\frac{r_{i}}{r_{e}} e^{ \pm \sqrt{-1} n}
\end{array}\right], \quad n=1,2, \ldots .
$$

Proof. We first prove that $\pm 1 / 2$ are eigenvalues of $\left(\mathcal{K}_{\Omega_{e} \backslash \bar{\Omega}_{i}}^{0}\right)^{*}$ on $\mathcal{H}^{*}$. From (2.41) we have

$$
\left(\mathcal{K}_{\Omega_{e} \backslash \bar{\Omega}_{i}}^{0}\right)^{*}\left[\begin{array}{l}
a \\
b
\end{array}\right]=\left(\begin{array}{cc}
-\frac{1}{2} & 0 \\
\frac{1}{r_{e}} & \frac{1}{2}
\end{array}\right)\left[\begin{array}{l}
a \\
b
\end{array}\right]
$$

where $a$ and $b$ are constants. So $\pm 1 / 2$ are eigenvalues of $\left(\mathcal{K}_{\Omega_{e} \backslash \bar{\Omega}_{i}}^{0}\right)^{*}$ on $\mathcal{H}^{*}$.
Now we consider $\left(\mathcal{K}_{\Omega_{e} \backslash \bar{\Omega}_{i}}^{0}\right)^{*}$ on $\mathcal{H}_{0}^{*}$ defined by

$$
\mathcal{H}_{0}^{*}:=\left\{\varphi \in \mathcal{H}^{*}:\langle 1, \varphi\rangle_{1 / 2,-1 / 2}=0\right\}
$$

Because of 2.39 it follows that

$$
\left(\mathcal{K}_{\Omega_{e} \backslash \bar{\Omega}_{i}}^{0}\right)^{*}=\left(\begin{array}{cc}
0 & -\frac{\partial}{\partial \nu^{i}} \mathcal{S}_{\Omega_{e}}^{0} \\
\frac{\partial}{\partial \nu^{e}} \mathcal{S}_{\Omega_{i}}^{0} & 0
\end{array}\right)
$$

on $\mathcal{H}_{0}^{*}$ and hence we have from 2.38 that

$$
\left(\mathcal{K}_{\Omega_{e} \backslash \bar{\Omega}_{i}}^{0}\right)^{*}\left[\begin{array}{c}
e^{\sqrt{-1} n \theta}  \tag{2.44}\\
0
\end{array}\right]=\frac{1}{2}\left(\frac{r_{i}}{r_{e}}\right)^{|n|+1}\left[\begin{array}{c}
0 \\
e^{\sqrt{-1} n \theta}
\end{array}\right]
$$

and

$$
\left(\mathcal{K}_{\Omega_{e} \backslash \overline{\Omega_{i}}}^{0}\right)^{*}\left[\begin{array}{c}
0  \tag{2.45}\\
e^{\sqrt{-1} n \theta}
\end{array}\right]=\frac{1}{2}\left(\frac{r_{i}}{r_{e}}\right)^{|n|-1}\left[\begin{array}{c}
e^{\sqrt{-1} n \theta} \\
0
\end{array}\right]
$$

for all $n \neq 0$, which completes the proof of the lemma.
REMARK 2.17. From Lemma 2.16, it follows that the eigenvalues of $\left(\mathcal{K}_{\Omega_{e} \backslash \bar{\Omega}_{i}}^{0}\right)^{*}$ on $\mathcal{H}_{0}^{*}$ are $\pm(1 / 2)\left(r_{i} / r_{e}\right)^{j}$ and $\left(\mathcal{K}_{\Omega_{e} \backslash \bar{\Omega}_{i}}^{0}\right)^{*}$ as an operator on $\mathcal{H}^{*}$ has the trivial kernel, i.e.,

$$
\begin{equation*}
\operatorname{Ker}\left(\mathcal{K}_{\Omega_{e} \backslash \bar{\Omega}_{i}}^{0}\right)^{*}=\{0\} \tag{2.46}
\end{equation*}
$$

Remark 2.18. In [175, by using elliptic coordinates, the Neumann-Poincaré operator associated with two confocal ellipses is investigated and the asymptotic behavior of its eigenvalues $\lambda_{j}$ as $j \rightarrow+\infty$ is derived.

In three dimensions, we can compute the spectrum of the Neumann-Poincaré operator associated with concentric balls. The following lemma is needed.

Lemma 2.19. Let $\Omega=\left\{|x|<r_{0}\right\}$ in $\mathbb{R}^{3}$. We have for $j=0,1, \ldots$

$$
\begin{equation*}
\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\left[Y_{j}^{l}\right]=\frac{1}{2(2 j+1)} Y_{j}^{l}(\hat{x}), \quad|x|=r_{0}, l=-j, \ldots, j \tag{2.47}
\end{equation*}
$$

where $\hat{x}=x /|x|$ and $\left(Y_{j}^{l}\right)_{l=-j, \ldots, j}$ are the orthonormal spherical harmonics of degree $j$.

Proof. From 2.34 and 2.8, it follows that

$$
\left.\frac{\partial}{\partial r} \mathcal{S}_{\Omega}^{0}\left[Y_{j}^{l}\right]\right|_{-}+\frac{1}{2 r_{0}} \mathcal{S}_{\Omega}^{0}\left[Y_{j}^{l}\right]=-\frac{1}{2} Y_{j}^{l}(\hat{x}), \quad|x|=r_{0} .
$$

Then since $\mathcal{S}_{\Omega}^{0}\left[Y_{j}^{l}\right]$ and $|x|^{j} Y_{j}^{l}(\hat{x})$ are harmonic functions in $\Omega$, we have

$$
\begin{equation*}
\mathcal{S}_{\Omega}^{0}\left[Y_{j}^{l}\right](x)=-\frac{1}{2 j+1} \frac{r^{j}}{r_{0}^{j-1}} Y_{j}^{l}(\hat{x}) \quad \text { for }|x|=r \leq r_{0} \tag{2.48}
\end{equation*}
$$

and 2.47) follows from 2.34.
Lemma 2.19 says that the eigenvalues of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ when $\Omega$ is a ball are

$$
\frac{1}{2(2 j+1)}, \quad j=0,1, \ldots
$$

and their associated multiplicities are $2 j+1$.
Let $\Omega_{i}$ and $\Omega_{e}$ be two concentric balls in $\mathbb{R}^{3}$ with radii $r_{i}<r_{e}$ and let the the Neumann-Poincaré operator $\left(\mathcal{K}_{\Omega_{e} \backslash \bar{\Omega}_{i}}^{0}\right)^{*}$ associated with the spherical shell $\Omega_{e} \backslash \bar{\Omega}_{i}$ be defined, analogously to the two dimensional case, by 2.42 .

By (2.48, we have

$$
\frac{\partial}{\partial \nu^{i}} \mathcal{S}_{\Omega_{e}}^{0}\left[Y_{j}^{l}\right](x)=-\frac{j}{2 j+1}\left(\frac{r_{i}}{r_{e}}\right)^{j-1} Y_{j}^{l}(\hat{x}), \quad|x|=r_{i} .
$$

Similarly, we have

$$
\mathcal{S}_{\Omega_{i}}^{0}\left[Y_{j}^{l}\right](x)=-\frac{1}{2 j+1} \frac{r_{i}^{j+2}}{r^{j+1}} Y_{j}^{l}(\hat{x}), \quad|x|=r \geq r_{i}
$$

and hence

$$
\frac{\partial}{\partial \nu^{e}} \mathcal{S}_{\Omega_{i}}^{0}\left[Y_{j}^{l}\right](x)=\frac{j+1}{2 j+1}\left(\frac{r_{i}}{r_{e}}\right)^{j+2} Y_{j}^{l}(\hat{x}), \quad|x|=r_{e}
$$

We now have for constants $a$ and $b$

$$
\left(\mathcal{K}_{\Omega_{e} \backslash \bar{\Omega}_{i}}^{0}\right)^{*}\left[\begin{array}{c}
a Y_{j}^{l} \\
b Y_{j}^{l}
\end{array}\right]=\left(\begin{array}{cc}
-\frac{1}{2(2 j+1)} & \frac{j}{2 j+1}\left(\frac{r_{i}}{r_{e}}\right)^{j-1} \\
\frac{j+1}{2 j+1}\left(\frac{r_{i}}{r_{e}}\right)^{j+2} & \frac{1}{2(2 j+1)}
\end{array}\right)\left[\begin{array}{c}
a Y_{j}^{l} \\
b Y_{j}^{l}
\end{array}\right] .
$$

Thus we have the following lemma from 32 .
Lemma 2.20. The eigenvalues of $\left(\mathcal{K}_{\Omega_{e} \backslash \bar{\Omega}_{i}}^{0}\right)^{*}$ on $\mathcal{H}^{*}$ are

$$
\pm \frac{1}{2(2 j+1)} \sqrt{1+4 j(j+1)\left(r_{i} / r_{e}\right)^{2 j+1}}, \quad j=0,1, \ldots
$$

and corresponding eigenfunctions are
$\left[\begin{array}{l}\left(\sqrt{1+4 j(j+1)\left(r_{i} / r_{e}\right)^{2 j+1}}-1\right) Y_{j}^{l} \\ 2(j+1)\left(r_{i} / r_{e}\right)^{j+2} Y_{j}^{l}\end{array}\right], \quad\left[\begin{array}{l}\left(-\sqrt{1+4 j(j+1)\left(r_{i} / r_{e}\right)^{2 j+1}}-1\right) Y_{j}^{l} \\ 2(j+1)\left(r_{i} / r_{e}\right)^{j+2} Y_{j}^{l}\end{array}\right]$,
for $l=-j, \ldots, j$, respectively.
2.4.4. Neumann Poincaré Operator for Two Separated Disks and Its Spectral Decomposition. In this subsection, we consider the spectrum of the Neumann-Poincaré operator associated with two separated disks in $\mathbb{R}^{2}$. Let $B_{1}$ and $B_{2}$ be two separated disks. We set the Cartesian coordinates $\left(x_{1}, x_{2}\right)$ to be such that the $x_{1}$-axis is parallel to the line joining the centers of the two disks and let $\nu^{(i)}$ be the outward normal on $\partial B_{i}, i=1,2$.

Define the Neumann-Poincaré operator $\mathbb{K}_{B_{1} \cup B_{2}}^{*}$ associated with $B_{1}$ and $B_{2}$ by

$$
\mathbb{K}_{B_{1} \cup B_{2}}^{*}:=\left(\begin{array}{cc}
\left(\mathcal{K}_{B_{1}}^{0}\right)^{*} & \frac{\partial}{\partial \nu^{(1)}} \mathcal{S}_{B_{2}}^{0}  \tag{2.49}\\
\frac{\partial}{\partial \nu^{(2)}} \mathcal{S}_{B_{1}}^{0} & \left(\mathcal{K}_{B_{2}}^{0}\right)^{*}
\end{array}\right)
$$

and define the operator $\mathbb{S}_{B_{1} \cup B_{2}}$ by

$$
\mathbb{S}_{B_{1} \cup B_{2}}=\left(\begin{array}{cc}
\mathcal{S}_{B_{1}}^{0} & \left.\mathcal{S}_{B_{2}}^{0}\right|_{\partial B_{1}} \\
\left.\mathcal{S}_{B_{1}}^{0}\right|_{\partial B_{2}} & \mathcal{S}_{B_{2}}^{0}
\end{array}\right)
$$

Then, again following the arguments given in Subsection 2.4.1, we can prove that $\mathbb{K}_{B_{1} \cup B_{2}}^{*}$ is compact and self-adjoint for the inner product
$\langle\varphi, \psi\rangle_{\mathcal{H}_{0}^{*}}:=-\left\langle\mathbb{S}_{B_{1} \cup B_{2}}[\psi], \varphi\right\rangle_{1 / 2,-1 / 2} \quad$ for $\varphi, \psi \in H_{0}^{-1 / 2}\left(\partial B_{1}\right) \times H_{0}^{-1 / 2}\left(\partial B_{2}\right)$.
2.4.4.1. Bipolar Coordinates. To compute the spectrum of $\mathbb{K}_{B_{1} \cup B_{2}}^{*}$, we make use of bipolar coordinates. The following definitions are needed.

Definition 2.21. Each point $x=\left(x_{1}, x_{2}\right)$ in the Cartesian coordinate system corresponds to $(\xi, \theta) \in \mathbb{R} \times(-\pi, \pi]$ in the bipolar coordinate system through the equations

$$
\begin{equation*}
x_{1}=\alpha \frac{\sinh \xi}{\cosh \xi-\cos \theta} \quad \text { and } \quad x_{2}=\alpha \frac{\sin \theta}{\cosh \xi-\cos \theta} \tag{2.51}
\end{equation*}
$$

with a positive number $\alpha$.
Notice that the bipolar coordinates can be defined using a conformal mapping. Define a conformal map $\Psi$ by

$$
z=x_{1}+\sqrt{-1} x_{2}=\Psi(\zeta)=\alpha \frac{\zeta+1}{\zeta-1}
$$

If we write $\zeta=e^{\xi-\sqrt{-1} \theta}$, then we can recover 2.51 .
From Definition 2.21, we can see that the coordinate curves $\{\xi=c\}$ and $\{\theta=c\}$ are, respectively, the zero-level set of the following two functions:

$$
\begin{equation*}
f_{\xi}\left(x_{1}, x_{2}\right)=\left(x_{1}-\alpha \frac{\cosh c}{\sinh c}\right)^{2}+x_{2}^{2}-\left(\frac{\alpha}{\sinh c}\right)^{2} \tag{2.52}
\end{equation*}
$$

and

$$
f_{\theta}\left(x_{1}, x_{2}\right)=x_{1}^{2}+\left(x_{2}-\alpha \frac{\cos c}{\sin c}\right)^{2}-\left(\frac{\alpha}{\sin c}\right)^{2}
$$

Definition 2.22. We define orthonormal basis vectors $\left\{e_{\xi}, e_{\theta}\right\}$ as follows:

$$
e_{\xi}:=\frac{\partial x / \partial \xi}{|\partial x / \partial \xi|} \quad \text { and } \quad e_{\theta}:=\frac{\partial x / \partial \theta}{|\partial x / \partial \theta|}
$$

Notice that, in the bipolar coordinates, the scaling factor $h$ is

$$
h(\xi, \theta):=\frac{\cosh \xi-\cos \theta}{\alpha} .
$$

The gradient of any scalar function $g$ is given by

$$
\begin{equation*}
\nabla g=h(\xi, \theta)\left(\frac{\partial g}{\partial \xi} e_{\xi}+\frac{\partial g}{\partial \theta} e_{\theta}\right) \tag{2.53}
\end{equation*}
$$

Moreover, the normal and tangential derivatives of a function $u$ in bipolar coordinates are

$$
\left\{\begin{array}{l}
\left.\frac{\partial u}{\partial \nu}\right|_{\xi=c}=\nabla u \cdot v_{\xi=c}=-\left.\operatorname{sgn}(c) h(c, \theta) \frac{\partial u}{\partial \xi}\right|_{\xi=c}  \tag{2.54}\\
\left.\frac{\partial u}{\partial T}\right|_{\xi=c}=-\left.\operatorname{sgn}(c) h(c, \theta) \frac{\partial u}{\partial \theta}\right|_{\xi=c}
\end{array}\right.
$$

and the line element $d \sigma$ on the boundary $\left\{\xi=\xi_{0}\right\}$ is

$$
d \sigma=\frac{1}{h\left(\xi_{0}, \theta\right)} d \theta
$$

Furthermore, the bipolar coordinate system admits separation of variables for any harmonic function $f$ as follows:
$f(\xi, \theta)=a_{0}+b_{0} \xi+c_{0} \theta+\sum_{n=1}^{\infty}\left[\left(a_{n} e^{n \xi}+b_{n} e^{-n \xi}\right) \cos n \theta+\left(c_{n} e^{n \xi}+d_{n} e^{-n \xi}\right) \sin n \theta\right]$,
where $a_{n}, b_{n}, c_{n}$ and $d_{n}$ are constants.
We have
$x+\sqrt{-1} y=\frac{\sinh \xi-\sqrt{-1} \sin \theta}{\cosh \xi-\cos \theta}=\operatorname{sgn}(\xi)\left(\frac{e^{\zeta}+e^{-\zeta}}{e^{\zeta}-e^{-\zeta}}=1+2 \sum_{n=1}^{\infty} e^{-n \xi}(\cos n \theta-\sqrt{-1} \sin n \theta)\right)$,
with $\zeta=(\xi+\sqrt{-1} \theta) / 2$.
2.4.4.2. Spectrum of $\mathbb{K}_{B_{1} \cup B_{2}}^{*}$. Suppose that the two disks $B_{1}$ and $B_{2}$ have the same radius $r$ and let $\epsilon$ be their separation distance. Set

$$
\begin{equation*}
\alpha=\sqrt{\epsilon\left(r+\frac{\epsilon}{4}\right)} \quad \text { and } \quad \xi_{0}=\sinh ^{-1}\left(\frac{\alpha}{r}\right) \tag{2.57}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\partial B_{j}=\left\{\xi=(-1)^{j} \xi_{0}\right\} \quad \text { for } j=1,2 . \tag{2.58}
\end{equation*}
$$

To establish the spectral decomposition of $\mathbb{K}_{B_{1} \cup B_{2}}^{*}$, we use the following lemma from 31 .

Lemma 2.23. Assume that there exists $u$ a nontrivial solution to the following equation:

$$
\begin{cases}\Delta u=0 & \text { in } B_{1} \cup B_{2} \cup \mathbb{R}^{2} \backslash \overline{\left(B_{1} \cup B_{2}\right)},  \tag{2.59}\\ \left.u\right|_{+}=\left.u\right|_{-} & \text {on } \partial B_{j}, j=1,2, \\ \left.\frac{\partial u}{\partial \nu}\right|_{+}=\left.k \frac{\partial u}{\partial \nu}\right|_{-} & \text {on } \partial B_{j}, j=1,2, \\ u(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty,\end{cases}
$$

where $k=-\frac{1+2 \lambda}{1-2 \lambda}<0$. If we set

$$
\psi_{j}:=\left.\frac{\partial u}{\partial \nu}\right|_{+}-\left.\frac{\partial u}{\partial \nu}\right|_{-} \quad \text { on } \partial B_{j} \text { for } j=1,2
$$

then $\psi=\left[\begin{array}{l}\psi_{1} \\ \psi_{2}\end{array}\right]$ is an eigenvector of $\mathbb{K}_{B_{1} \cup B_{2}}^{*}$ corresponding to the eigenvalue $\lambda$.
One can see that the following function $u_{n}$ is a solution to 2.59 :
$u_{n}^{ \pm}(\xi, \theta)=\mathrm{constant}+ \begin{cases}\mp \frac{1}{2|n|}\left(e^{|n| \xi_{0}} \mp e^{-|n| \xi_{0}}\right) e^{|n| \xi+\sqrt{-1} n \theta} & \text { for } \xi<-\xi_{0}, \\ \frac{1}{2|n|} e^{-|n| \xi_{0}}\left(e^{|n| \xi} \mp e^{-|n| \xi}\right) e^{\sqrt{-1} n \theta} & \text { for }-\xi_{0}<\xi<\xi_{0}, \\ \frac{1}{2|n|}\left(e^{|n| \xi_{0}} \mp e^{-|n| \xi_{0}}\right) e^{-|n| \xi+\sqrt{-1} n \theta} & \text { for } \xi>\xi_{0} .\end{cases}$

From 2.60 and Lemma 2.23 , it follows that the eigenvalues and the associated eigenvectors of $\mathbb{K}_{B_{1} \cup B_{2}}^{*}$ on $\mathcal{H}_{0}^{*}$ are given by

$$
\begin{equation*}
\lambda_{n}^{ \pm}= \pm \frac{1}{2} e^{-2|n| \xi_{0}} \tag{2.61}
\end{equation*}
$$

and

$$
\Phi_{n}^{ \pm}(\theta)=e^{\sqrt{-1} n \theta}\left[\begin{array}{c}
h\left(-\xi_{0}, \theta\right)  \tag{2.62}\\
\mp h\left(\xi_{0}, \theta\right)
\end{array}\right]
$$

Note that the above eigenvectors are not normalized and both the eigenvalues and eigenvectors depend on the separation distance between $B_{1}$ and $B_{2}$.

We now compute $-\left\langle\mathbb{S}_{B_{1} \cup B_{2}}\left[\Phi_{n}^{ \pm}\right], \Phi_{n}^{ \pm}\right\rangle_{1 / 2,-1 / 2}$. From 2.60, we obtain that

$$
\mathbb{S}_{B_{1} \cup B_{2}}\left[\Phi_{n}^{ \pm}\right]=\text {constant }+\left[\begin{array}{c}
\mp \frac{1}{2|n|}\left(1 \mp e^{-2|n| \xi_{0}}\right) e^{\sqrt{-1} n \theta} \\
\frac{1}{2|n|}\left(1 \mp e^{-2|n| \xi_{0}}\right) e^{\sqrt{-1} n \theta}
\end{array}\right]
$$

Thus

$$
-\left\langle\mathbb{S}_{B_{1} \cup B_{2}}\left[\Phi_{n}^{ \pm}\right], \Phi_{n}^{ \pm}\right\rangle_{1 / 2,-1 / 2}=\frac{2 \pi}{|n|}\left(1 \mp e^{-2|n| \xi_{0}}\right)
$$

Therefore, we arrive at the following result, which was first proved in [72.
Theorem 2.24. We have the following spectral decomposition of $\mathbb{K}_{B_{1} \cup B_{2}}^{*}$ on $\mathcal{H}_{0}^{*}$ :

$$
\begin{equation*}
\mathbb{K}_{B_{1} \cup B_{2}}^{*}=\sum_{n \neq 0} \frac{1}{2} e^{-2|n| \xi_{0}} \Psi_{n}^{+} \otimes \Psi_{n}^{+}+\sum_{n \neq 0}\left(-\frac{1}{2} e^{-2|n| \xi_{0}}\right) \Psi_{n}^{-} \otimes \Psi_{n}^{-} \tag{2.63}
\end{equation*}
$$

where $\otimes$ denotes the tensor product and $\Psi_{n}^{ \pm}$are the normalized eigenvectors defined by

$$
\Psi_{n}^{ \pm}(\theta):=\frac{\sqrt{|n|} e^{\sqrt{-1} n \theta}}{\sqrt{2 \pi\left(1 \mp e^{-2|n| \xi_{0}}\right)}}\left[\begin{array}{c}
h\left(-\xi_{0}, \theta\right)  \tag{2.64}\\
\mp h\left(\xi_{0}, \theta\right)
\end{array}\right] .
$$

Note that
$\left(\mathcal{S}_{B_{1}}^{0}\left[\Psi_{n, 1}^{ \pm}\right]+\mathcal{S}_{B_{2}}^{0}\left[\Psi_{n, 2}^{ \pm}\right]\right)(\xi, \theta)=$ constant $+\frac{\sqrt{|n|}}{\sqrt{2 \pi\left(1 \mp e^{-2|n| \xi_{0}}\right)}}$

$$
\times \begin{cases}\mp \frac{1}{2|n|}\left(e^{|n| \xi_{0}} \mp e^{-|n| \xi_{0}}\right) e^{|n| \xi+\sqrt{-1} n \theta} & \text { for } \xi<-\xi_{0},  \tag{2.65}\\ \frac{1}{2|n|} e^{-|n| \xi_{0}}\left(e^{|n| \xi} \mp e^{-|n| \xi}\right) e^{\sqrt{-1} n \theta} & \text { for }-\xi_{0}<\xi<\xi_{0}, \\ \frac{1}{2|n|}\left(e^{|n| \xi_{0}} \mp e^{-|n| \xi_{0}}\right) e^{-|n| \xi+\sqrt{-1} n \theta} & \text { for } \xi>\xi_{0} .\end{cases}
$$

### 2.4.5. Numerical Implementation.

2.4.5.1. Numerical Representation. In order to utilize the Neumann-Poincaré operator in applications we must define an appropriate numerical representation for it. We begin by parameterizing the boundary by $x(t)$ for $t \in[0,2 \pi)$. After partitioning the interval $[0,2 \pi)$ into $N$ pieces

$$
\left[t_{1}, t_{2}\right),\left[t_{2}, t_{3}\right), \ldots,\left[t_{N}, t_{N+1}\right)
$$

with $t_{1}=0$ and $t_{N+1}=2 \pi$, we approximate the boundary $\partial \Omega=\left\{x(t) \in \mathbb{R}^{2}: t \in\right.$ $[0,2 \pi)\}$ by $x^{(i)}=x\left(t_{i}\right)$ for $1 \leq i \leq N$. We then represent the infinite dimensional
operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ acting on the density $\varphi$ by a finite dimensional matrix $K$ acting on the coefficient vector $\bar{\varphi}_{i}:=\varphi\left(x^{(i)}\right)$ for $1 \leq i \leq N$. We have

$$
\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[\varphi](x)=\frac{1}{2 \pi} \text { p.v. } \int_{\partial \Omega} \frac{\langle x-y, \nu(x)\rangle}{|x-y|^{2}} \varphi(y) d \sigma(y)
$$

for $\psi \in L^{2}(\partial \Omega)$ and we represent it numerically by

$$
K \tilde{\psi}=\left(\begin{array}{cccc}
K_{11} & K_{12} & \ldots & K_{1 N} \\
K_{21} & K_{22} & \ldots & K_{2 N} \\
\vdots & & \ddots & \vdots \\
K_{N 1} & \ldots & \ldots & K_{N N}
\end{array}\right)\left(\begin{array}{c}
\bar{\varphi}_{1} \\
\bar{\varphi}_{2} \\
\vdots \\
\bar{\varphi}_{N}
\end{array}\right)
$$

where

$$
K_{i j}=\frac{1}{2 \pi} \frac{\left\langle x^{(i)}-x^{(j)}, \nu\left(x^{(i)}\right)\right\rangle}{\left|x^{(i)}-x^{(j)}\right|^{2}}\left|T\left(x^{(i)}\right)\right|\left(t_{j+1}-t_{j}\right) \quad i \neq j
$$

with $T\left(x^{(i)}\right)$ being the tangent vector at $x^{(i)}$.
2.4.5.2. Handling Singularities on the Diagonal. Complications arise in the diagonal terms of $K$ as the expression

$$
\frac{\left\langle x^{(i)}-x^{(j)}, \nu\left(x^{(i)}\right)\right\rangle}{\left|x^{(i)}-x^{(j)}\right|^{2}}
$$

is singular when $i=j$. We can handle this by explicitly calculating the integrals for the diagonal terms. Let the portion of the boundary starting at $x^{(i)}$ and ending at $x^{(i+1)}$ be parameterized by $s \in\left[0, \varepsilon=\frac{2 \pi}{N}\right)$, which means that $\varepsilon \rightarrow 0$ as the number of discretization points $N \rightarrow \infty$. Applying this parameterization to the diagonal terms of $K$ we have

$$
K_{i i}=\frac{1}{2 \pi} \int_{0}^{\varepsilon} \frac{\left\langle x^{(i)}-x(s), \nu\left(x^{(i)}\right)\right\rangle}{\left|x^{(i)}-x(s)\right|^{2}}|T(s)| d s
$$

Denote by

$$
\begin{aligned}
T^{(i)} & =T(s)=r^{\prime}(s) \\
\nu^{(i)} & =\nu(s) \\
a^{(i)} & =a(s)=r^{\prime \prime}(s)
\end{aligned}
$$

the tangent vector, the unit normal vector, and the acceleration vector respectively. Note that $x^{(i)}=x(0), T^{(i)}=x^{\prime}(0)$, and $a^{(i)}=x^{\prime \prime}(0)$. Taylor expanding the numerator for small $s$ we have

$$
\begin{aligned}
\left\langle x^{(i)}-x(s), \nu\left(x^{(i)}\right)\right\rangle & =\left\langle x^{(i)}-\left(x(0)+s T^{(i)}+\frac{s^{2}}{2} a^{(i)}+O\left(s^{3}\right)\right), \nu^{(i)}\right\rangle \\
& \approx-\frac{s^{2}}{2}\left\langle a^{(i)}, \nu^{(i)}\right\rangle
\end{aligned}
$$

as $\varepsilon \rightarrow 0$. Similarly, we have $\left|x^{(i)}-x(s)\right|^{2} \approx s^{2}\left|T^{(i)}\right|^{2}$ and $|T(s)| \approx\left|T^{(i)}\right|$ as $\varepsilon \rightarrow 0$. Therefore we can approximate the diagonal terms of $K$ by

$$
\begin{aligned}
K_{i i} & \approx-\frac{1}{2 \pi} \int_{0}^{\varepsilon} \frac{\left.\left\langle a^{(i)}\right), \nu^{(i)}\right\rangle}{2\left|T^{(i)}\right|^{2}}\left|T^{(i)}\right| d s \\
& =-\frac{\varepsilon}{4 \pi} \frac{\left.\left\langle a^{(i)}\right), \nu^{(i)}\right\rangle}{\left|T^{(i)}\right|} \\
& =-\frac{1}{2 N} \frac{\left.\left\langle a^{(i)}\right), \nu^{(i)}\right\rangle}{\left|T^{(i)}\right|}
\end{aligned}
$$

We now present some examples that demonstrate the spectrum of the NeumannPoincaré operator in various situations.
2.4.5.3. Spectrum of the Neumann-Poincaré Operator for an Ellipse. We first compute the spectrum of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ for an ellipse with semi-axes $a_{1}=10$ and $a_{2}=1$ using Code Neumann Poincaré Operator. Table 2.1 compares the first few eigenvalues obtained numerically with the eigenvalues obtained via the formula given in 2.36).

| Theoretical | Numerical |
| ---: | ---: |
| 0.5000 | 0.5000 |
| 0.4091 | 0.4091 |
| -0.4091 | -0.4091 |
| 0.3347 | 0.3347 |
| -0.3347 | -0.3347 |
| 0.2739 | 0.2739 |
| -0.2739 | -0.2739 |
| 0.2241 | 0.2241 |

Table 2.1. Spectrum of the Neumann-Poincaré operator for an ellipse.
2.4.5.4. Spectrum of the Neumann-Poincaré Operator for Two Disks. Using Code Neumann Poincaré Operator for Two Particles, we now compute the spectrum of $\mathbb{K}_{B_{1} \cup B_{2}}^{*}$ for two disks with $r=2$ and $\epsilon=0.3$. Table 2.2 compares the first few eigenvalues obtained numerically with the eigenvalues obtained via the formula given in 2.61).

| Theoretical | Numerical |
| ---: | ---: |
| 0.5000 | 0.5000 |
| 0.5000 | 0.5000 |
| -0.2315 | -0.2315 |
| -0.2315 | -0.2315 |
| 0.2315 | 0.2315 |
| 0.2315 | 0.2315 |
| -0.1072 | -0.1072 |
| -0.1072 | -0.1072 |

Table 2.2. Spectrum of the Neumann-Poincaré operator for two disks.

### 2.5. Conductivity Problem in Free Space

2.5.1. Far-Field Expansion. Let $B$ be a Lipschitz bounded domain in $\mathbb{R}^{d}$ and suppose that the origin $O \in B$. Let $0<k \neq 1<+\infty$ and denote $\lambda(k):=$ $(k+1) /(2(k-1))$. Let $h$ be a harmonic function in $\mathbb{R}^{d}$, and let $u$ be the solution to the following transmission problem in free space:

$$
\left\{\begin{array}{l}
\nabla \cdot\left((1+(k-1) \chi(B)) \nabla u_{k}\right)=0 \quad \text { in } \mathbb{R}^{d}  \tag{2.66}\\
u_{k}(x)-h(x)=O\left(|x|^{1-d}\right) \quad \text { as }|x| \rightarrow+\infty
\end{array}\right.
$$

For a multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}^{d}$, let $\partial^{\alpha} f=\partial_{1}^{\alpha_{1}} \ldots \partial_{d}^{\alpha_{d}} f$ and $x^{\alpha}:=$ $x_{1}^{\alpha_{1}} \ldots x_{d}^{\alpha_{d}}$. We can easily prove that

$$
\begin{equation*}
u_{k}(x)=h(x)+\mathcal{S}_{B}^{0}\left(\lambda(k) I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1}\left[\left.\frac{\partial h}{\partial \nu}\right|_{\partial B}\right](x) \quad \text { for } x \in \mathbb{R}^{d} \tag{2.67}
\end{equation*}
$$

which together with the Taylor expansion

$$
\Gamma_{0}(x-y)=\sum_{\alpha,|\alpha|=0}^{+\infty} \frac{(-1)^{|\alpha|}}{\alpha!} \partial_{x}^{\alpha} \Gamma_{0}(x) y^{\alpha}, \quad y \text { in a compact set, } \quad|x| \rightarrow+\infty
$$

yields the far-field expansion
$\left(u_{k}-h\right)(x)=\sum_{|\alpha|,|\beta|=1}^{+\infty} \frac{(-1)^{|\alpha|}}{\alpha!\beta!} \partial_{x}^{\alpha} \Gamma_{0}(x) \partial^{\beta} h(0) \int_{\partial B}\left(\lambda(k) I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1}\left[\nu(x) \cdot \nabla x^{\alpha}\right](y) y^{\beta} d \sigma(y)$ as $|x| \rightarrow+\infty$.

Definition 2.25. For $\alpha, \beta \in \mathbb{N}^{d}$, we define the generalized polarization tensor $M_{\alpha \beta}$ by

$$
\begin{equation*}
M_{\alpha \beta}(\lambda(k), B):=\int_{\partial B} y^{\beta} \phi_{\alpha}(y) d \sigma(y) \tag{2.69}
\end{equation*}
$$

where $\phi_{\alpha}$ is given by

$$
\begin{equation*}
\phi_{\alpha}(y):=\left(\lambda(k) I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1}\left[\nu(x) \cdot \nabla x^{\alpha}\right](y), \quad y \in \partial B \tag{2.70}
\end{equation*}
$$

If $|\alpha|=|\beta|=1$, we denote $M_{\alpha \beta}$ by $\left(m_{p q}\right)_{p, q=1}^{d}$ and call $M=\left(m_{p q}\right)_{p, q=1}^{d}$,

$$
\begin{equation*}
m_{p q}:=\int_{\partial B} y_{q}\left(\lambda(k) I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1}\left[\nu_{p}\right](y) d \sigma(y) \tag{2.71}
\end{equation*}
$$

with $\nu=\left(\nu_{1}, \ldots, \nu_{d}\right)$, the polarization tensor.
Formula 2.68 shows that through the generalized polarization tensors we have complete information about the far-field expansion of $u$ :

$$
\left(u_{k}-h\right)(x)=\sum_{|\alpha|,|\beta|=1}^{+\infty} \frac{(-1)^{|\alpha|}}{\alpha!\beta!} \partial_{x}^{\alpha} \Gamma_{0}(x) M_{\alpha \beta}(\lambda(k), B) \partial^{\beta} h(0)
$$

as $|x| \rightarrow+\infty$.
2.5.2. Polarization Tensor. In this subsection, we derive some important properties satisfied by the polarization tensor. It is worth mentioning that the concept of polarization tensor has been widely used in various areas such as the imaging of small particles and effective medium theory (see $[44,45,47,67,351$, 363 for these applications).

For a $\mathcal{C}^{1, \eta}, \eta>0$, domain $B$ in $\mathbb{R}^{d}$, using 2.19 we can write

$$
\left(\lambda(k) I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1}[\psi]=\sum_{j=0}^{\infty} \frac{\left\langle\psi, \varphi_{j}\right\rangle_{\mathcal{H}^{*}} \varphi_{j}}{\lambda(k)-\lambda_{j}}
$$

with $\left(\lambda_{j}, \varphi_{j}\right)$ being the eigenvalues and eigenvectors of $\left(\mathcal{K}_{B}^{0}\right)^{*}$ in $\mathcal{H}^{*}$. Hence, the entries of the polarization tensor $M$ can be decomposed as

$$
\begin{equation*}
m_{p q}(\lambda(k), B)=\sum_{j=1}^{\infty} \frac{\left\langle\nu_{p}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\left\langle\varphi_{j}, x_{q}\right\rangle_{-\frac{1}{2}, \frac{1}{2}}}{\lambda(k)-\lambda_{j}} \tag{2.72}
\end{equation*}
$$

Note that $\left\langle\nu_{p}, \chi(\partial B)\right\rangle_{-\frac{1}{2}, \frac{1}{2}}=0$. So, considering the fact that $\lambda_{0}=1 / 2$, we have $\left\langle\nu_{p}, \varphi_{0}\right\rangle_{\mathcal{H}^{*}}=0$. Moreover, since

$$
\begin{aligned}
\left\langle\varphi_{j}, x_{q}\right\rangle_{-\frac{1}{2}, \frac{1}{2}} & =\left\langle\left(\frac{1}{2}-\lambda_{j}\right)^{-1}\left(\frac{1}{2} I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\left[\varphi_{j}\right], x_{q}\right\rangle_{-\frac{1}{2}, \frac{1}{2}} \\
& =\frac{-1}{1 / 2-\lambda_{j}}\left\langle\left.\frac{\partial \mathcal{S}_{B}^{0}\left[\varphi_{j}\right]}{\partial \nu}\right|_{-}, x_{q}\right\rangle_{-\frac{1}{2}, \frac{1}{2}} \\
& =\frac{-1}{1 / 2-\lambda_{j}}\left[\int_{\partial B} \frac{\partial x_{q}}{\partial \nu} \mathcal{S}_{B}^{0}\left[\varphi_{j}\right] d \sigma-\int_{B}\left(\Delta x_{q} \mathcal{S}_{B}^{0}\left[\varphi_{j}\right]-x_{q} \Delta \mathcal{S}_{B}^{0}\left[\varphi_{j}\right]\right) d x\right] \\
& =\frac{\left\langle\nu_{q}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}}{1 / 2-\lambda_{j}}
\end{aligned}
$$

it follows that

$$
\begin{equation*}
m_{p q}(\lambda(k), B)=\sum_{j=1}^{\infty} \frac{\left\langle\nu_{p}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\left\langle\nu_{q}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}}{\left(1 / 2-\lambda_{j}\right)\left(\lambda(k)-\lambda_{j}\right)}=\sum_{j=1}^{\infty} \frac{\alpha_{p q}^{(j)}}{\lambda(k)-\lambda_{j}} . \tag{2.73}
\end{equation*}
$$

Here, we have used the fact that $\mathcal{S}_{B}^{0}\left[\varphi_{j}\right]$ is harmonic in $B$ and introduced

$$
\begin{equation*}
\alpha_{p q}^{(j)}:=\frac{1}{1 / 2-\lambda_{j}}\left\langle\nu_{p}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\left\langle\nu_{q}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}} . \tag{2.74}
\end{equation*}
$$

Notice that $\alpha_{p p}^{(j)} \geq 0$, for all $p=1, \ldots, d$, and $j \geq 1$.
Remark 2.26. If $B$ is a bounded Lipschitz domain, then for any $k$ such that $\lambda(k) \notin \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)$, it follows from (2.30) that

$$
\begin{align*}
m_{p q}(\lambda(k), B) & =\int_{t \in \sigma\left(\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)} \frac{1}{\lambda(k)-t} \int_{\partial B} \nu_{p} d \mathcal{E}(t)\left[x_{q}\right] d \sigma(x) \\
& =\int_{t \in \sigma\left(\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)} \frac{1}{\lambda(k)-t} \int_{\partial B} \nu_{q} d \mathcal{E}(t)\left[x_{p}\right] d \sigma(x) \tag{2.75}
\end{align*}
$$

From 2.73), one can see that the following properties of the polarization tensor hold.

Proposition 2.27. The polarization tensor $M(\lambda(k), B)$ is symmetric and if $k>1$, then $M(\lambda(k), B)$ is positive definite, and it is negative definite if $0<k<1$.

The following sum rules are from [70, $\mathbf{3 5 0}$.

Proposition 2.28. For $d \geq 2$, we have

$$
\begin{equation*}
\sum_{j=1}^{\infty} \alpha_{p q}^{(j)}=\delta_{p q}|B| \tag{2.76}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=1}^{\infty} \lambda_{j} \sum_{l=1}^{d} \alpha_{p q}^{(j)}=\frac{(d-2)}{2}|B| \tag{2.77}
\end{equation*}
$$

Proof. Let $f$ be a holomorphic function defined in an open set $U \subset \mathbb{C}$ containing the spectrum, $\sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)$, of $\left(\mathcal{K}_{B}^{0}\right)^{*}$. Then, we can write $f(z)=\sum_{j=0}^{\infty} a_{j} z^{j}$ for every $z \in U$. Let

$$
f\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right):=\sum_{j=0}^{\infty} a_{j}\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{j}
$$

where

$$
\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{j}:=\underbrace{\left(\mathcal{K}_{B}^{0}\right)^{*} \circ\left(\mathcal{K}_{B}^{0}\right)^{*} \circ \ldots \circ\left(\mathcal{K}_{B}^{0}\right)^{*}}_{j \text { times }}
$$

We have

$$
f\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)=\sum_{j=1}^{\infty} f\left(\lambda_{j}\right)\left\langle\cdot, \varphi_{j}\right\rangle_{\mathcal{H}^{*}} \varphi_{j}
$$

Hence

$$
\begin{equation*}
\int_{\partial D} x_{p} f\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\left[\nu_{q}\right](x) d \sigma(x)=\sum_{j=1}^{\infty} f\left(\lambda_{j}\right) \alpha_{p q}^{(j)} \tag{2.78}
\end{equation*}
$$

Equation (2.78) yields the summation rules 2.76) and 2.77) for the entries of the polarization tensor by respectively taking $f(\lambda)=1$ and $f(\lambda)=\lambda$ in 2.78.

REMARK 2.29. In 26, by means of the holomorphic functional calculus used in the proof of Proposition 2.28, the eigenvalues $\lambda_{j}$ of the Neumann-Poincaré operator $\left(\mathcal{K}_{B}^{0}\right)^{*}$ are recovered from the polarization tensor $M$, provided that the corresponding $\alpha_{p q}^{(j)} \neq 0$ for at least one pair $(p, q)$.

In two dimensions, by using the twin spectrum property stated in Lemma 2.10 , we can rewrite the entries of the polarization tensor in the form

$$
m_{p q}(\lambda(k), B)=\sum_{j, \lambda_{j} \geq 0}^{\infty}\left[\frac{\alpha_{p q}^{(j)}}{\lambda(k)-\lambda_{j}}+\frac{\widetilde{\alpha}_{p q}^{(j)}}{\lambda(k)+\lambda_{j}}\right]
$$

Furthermore, the following result holds.
LEmma 2.30. For all $j \geq 1$ such that $\lambda_{j} \geq 0$, we have

$$
\begin{aligned}
& \widetilde{\alpha}_{22}^{(j)}=\alpha_{11}^{(j)} \\
& \widetilde{\alpha}_{12}^{(j)}=-\alpha_{12}^{(j)} .
\end{aligned}
$$

Proof. For simplicity, suppose that $\left(\mathcal{K}_{B}^{0}\right)^{*}$ has simple eigenvalues. Let $\widetilde{\varphi}_{j}$ be the normalized eigenfunction associated with $-\lambda_{j}$. Recall from Lemma 2.11 that

$$
\widetilde{\varphi}_{j}=\frac{\frac{\partial}{\partial T} \mathcal{S}_{B}^{0}\left[\varphi_{j}\right]}{\left\|\frac{\partial}{\partial T} \mathcal{S}_{B}^{0}\left[\varphi_{j}\right]\right\|_{\mathcal{H}^{*}}}
$$

where $\varphi_{j}$ is the (normalized) eigenfunction associated with $\lambda_{j}$. On the other hand, from 2.74, we have

$$
\begin{equation*}
\widetilde{\alpha}_{p q}^{(j)}=\frac{1}{1 / 2+\lambda_{j}}\left\langle\nu_{p}, \widetilde{\varphi}_{j}\right\rangle_{\mathcal{H}^{*}}\left\langle\nu_{q}, \widetilde{\varphi}_{j}\right\rangle_{\mathcal{H}^{*}} . \tag{2.79}
\end{equation*}
$$

Since $x_{2}$ is the harmonic conjugate of $x_{1}$, the Cauchy-Riemann equations yield

$$
\nu_{1}=\frac{\partial x_{2}}{\partial T}, \quad \nu_{2}=-\frac{\partial x_{1}}{\partial T}
$$

Hence, it follows that

$$
\begin{aligned}
\left\langle\nu_{2}, \widetilde{\varphi}_{j}\right\rangle_{\mathcal{H}^{*}} & =-\left\langle\mathcal{S}_{B}^{0}\left[\widetilde{\varphi}_{j}\right], \nu_{2}\right\rangle_{\frac{1}{2},-\frac{1}{2}} \\
& =\left\langle\mathcal{S}_{B}^{0}\left[\widetilde{\varphi}_{j}\right], \frac{\partial x_{1}}{\partial T}\right\rangle_{\frac{1}{2},-\frac{1}{2}} \\
& =-\left\|\frac{\partial}{\partial T} \mathcal{S}_{B}^{0}\left[\widetilde{\varphi}_{j}\right]\right\|_{\mathcal{H}^{*}}\left\langle x_{1}, \varphi_{j}\right\rangle_{\frac{1}{2},-\frac{1}{2}} \\
& =-\frac{\sqrt{\frac{1}{4}-\lambda_{j}^{2}}}{1 / 2-\lambda_{j}}\left\langle\nu_{1}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}
\end{aligned}
$$

Similarly, we have

$$
\left\langle\nu_{1}, \widetilde{\varphi}_{j}\right\rangle_{\mathcal{H}^{*}}=\frac{\sqrt{\frac{1}{4}-\lambda_{j}^{2}}}{1 / 2-\lambda_{j}}\left\langle\nu_{2}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}
$$

From the definitions 2.74 and 2.79 of $\alpha_{p q}^{(j)}$ and $\widetilde{\alpha}_{p q}^{(j)}$, we obtain the desired identities.

In view of the connection of the concept of polarization tensor to the theory of composites (see Section 7.3), it is natural for the polarization tensor to have the following bounds, which are called the Hashin-Shtrikman bounds after the names of the scientists who found optimal bounds for the effective conductivity [255, $\mathbf{3 5 1}$.

Proposition 2.31. If $B$ is a smooth bounded domain in $\mathbb{R}^{2}$, then the polarization tensor associated with $B$ and the conductivity parameter $0<k \neq 1<+\infty$ satisfies

$$
\begin{equation*}
\frac{1}{k-1} \operatorname{tr}(M(\lambda(k), B))<\left(1+\frac{1}{k}\right)|B| \tag{2.80}
\end{equation*}
$$

and

$$
\begin{equation*}
(k-1) \operatorname{tr}\left(M(\lambda(k), B)^{-1}\right) \leq \frac{(1+k)}{|B|} \tag{2.81}
\end{equation*}
$$

Proof. From Lemma 2.30, we have

$$
\begin{aligned}
\operatorname{tr}(M(\lambda(k), B)) & =\sum_{j=1}^{+\infty} \frac{2 \alpha_{11}^{(j)}}{\lambda(k)-\lambda_{j}}+\frac{2 \alpha_{11}^{(j)}}{\lambda(k)+\lambda_{j}} \\
& =\sum_{j=1}^{+\infty} \frac{2 \lambda(k) \alpha_{11}^{(j)}}{\lambda(k)^{2}-\lambda_{j}^{2}} .
\end{aligned}
$$

By using the sum rule 2.76 , we obtain

$$
|\operatorname{tr}(M(\lambda(k), B))| \geq \frac{2}{|\lambda(k)|}|B| .
$$

Since $\left|\lambda_{j}\right|<1 / 2$, it follows that

$$
|\operatorname{tr}(M(\lambda(k), B))|<\frac{2|\lambda(k)|}{\lambda(k)^{2}-1 / 4}|B| .
$$

Concerning $\operatorname{tr}\left(M(\lambda(k), B)^{-1}\right)$, by rotating the coordinate system in such a way that the orthogonal eigenbasis of $M(\lambda(k), B)$ is parallel to the two coordinate axes we have that

$$
\operatorname{tr}\left(M(\lambda(k), B)^{-1}\right)=\frac{1}{\sum_{j=1}^{+\infty} \frac{\alpha_{11}^{(j)}}{\left(\lambda(k)-\lambda_{j}\right)}}+\frac{1}{\sum_{j=1}^{+\infty} \frac{\alpha_{22}^{(j)}}{\left(\lambda(k)-\lambda_{j}\right)}} .
$$

Thus, 2.76 yields

$$
\left|\operatorname{tr}\left(M(\lambda(k), B)^{-1}\right)\right| \leq \frac{2|\lambda(k)|}{|B|}
$$

which completes the proof of the proposition.
The bounds (2.80) and (2.81) were obtained in 331, 165] and proved to be optimal in [165, 25. The proof of Proposition 2.31] given here is from [246]. In view of 2.75 , the bounds 2.80 and 2.81 hold true for Lipschitz bounded domains.

If $B$ is an ellipse of the form $R\left(B^{\prime}\right)$ where $R$ is a rotation by $\theta$ and $B^{\prime}$ is an ellipse of the form

$$
\frac{x_{1}^{2}}{a_{1}^{2}}+\frac{x_{2}^{2}}{a_{2}^{2}} \leq 1
$$

then it is known (see [45, pp. 81-122] for example) that its polarization tensor is given by

$$
\begin{align*}
M(\lambda(k), B) & = \\
& =R-1)|B| R\left(\begin{array}{cc}
\frac{a_{1}+a_{2}}{a_{1}+k a_{2}} & 0 \\
0 & \frac{a_{1}+a_{2}}{k a_{1}+a_{2}}
\end{array}\right) R^{t}  \tag{2.82}\\
& =R\left(\begin{array}{cc}
\frac{|B|}{\lambda(k)-\frac{1}{2} \frac{a_{1}-a_{2}}{a_{1}+a_{2}}} & 0 \\
0 & \frac{|B|}{\lambda(k)+\frac{1}{2} \frac{a_{1}-a_{2}}{a_{1}+a_{2}}}
\end{array}\right) R^{t .}
\end{align*}
$$

Thus for a given polarization tensor there corresponds a unique ellipse whose polarization tensor is the given one $\mathbf{1 4 5}$.

In the three-dimensional case, a domain for which analogous analytical expressions for the elements of its polarization tensor $M$ are available is the ellipsoid. If the coordinate axes are chosen to coincide with the principal axes of $B$ whose equation then becomes

$$
\frac{x_{1}^{2}}{a_{1}^{2}}+\frac{x_{2}^{2}}{a_{2}^{2}}+\frac{x_{3}^{2}}{a_{3}^{2}} \leq 1, \quad 0<a_{3} \leq a_{2} \leq a_{1}
$$

then $M$ takes the form
(2.83)
$M(\lambda(k), B)=(k-1)|B|\left(\begin{array}{ccc}\frac{1}{\left(1-A_{1}\right)+k A_{1}} & 0 & 0 \\ 0 & \frac{1}{\left(1-A_{2}\right)+k A_{2}} & 0 \\ 0 & 0 & \frac{1}{\left(1-A_{3}\right)+k A_{3}}\end{array}\right)$,
where the constants $A_{1}, A_{2}$, and $A_{3}$ are defined by

$$
\begin{aligned}
& A_{1}=\frac{a_{2} a_{3}}{a_{1}^{2}} \int_{1}^{+\infty} \frac{1}{t^{2} \sqrt{t^{2}-1+\left(\frac{a_{2}}{a_{1}}\right)^{2}} \sqrt{t^{2}-1+\left(\frac{a_{3}}{a_{1}}\right)^{2}}} d t \\
& A_{2}=\frac{1}{a_{1}^{2}} \int_{1}^{+\infty} \frac{a_{2} a_{3}}{\left(t^{2}-1+\left(\frac{a_{2}}{a_{1}}\right)^{2}\right)^{\frac{3}{2}} \sqrt{t^{2}-1+\left(\frac{a_{3}}{a_{1}}\right)^{2}}} d t \\
& A_{3}=\frac{a_{2} a_{3}}{a_{1}^{2}} \int_{1}^{+\infty} \frac{1}{\sqrt{t^{2}-1+\left(\frac{a_{2}}{a_{1}}\right)^{2}}\left(t^{2}-1+\left(\frac{a_{3}}{a_{1}}\right)^{2}\right)^{\frac{3}{2}}} d t
\end{aligned}
$$

In the special case, $a_{1}=a_{2}=a_{3}, B$ becomes a ball and $A_{1}=A_{2}=A_{3}=1 / 3$. Hence the polarization tensor associated with the ball is given by

$$
M(\lambda(k), B)=(k-1)|B|\left(\begin{array}{ccc}
\frac{3}{2+k} & 0 & 0  \tag{2.84}\\
0 & \frac{3}{2+k} & 0 \\
0 & 0 & \frac{3}{2+k}
\end{array}\right)
$$

Derivation of the above formulas can be found in 351.
It is worth mentioning that the polarization tensors for ellipses (or ellipsoids) satisfy the lower Hashin-Shtrikman bound (2.81). In [284, 285], the converse was also proved to be true.

Formula 2.82 shows that if $B$ is an ellipse or a disk, then $M(\lambda(k), B)$ as a meromorphic function of $\lambda(k)$ has at most two poles (given by $\pm \frac{1}{2} \frac{a-b}{a+b}$ ) and therefore, in view of the fact, in $\mathcal{H}^{*}(\partial B)$,

$$
\sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right) \backslash\{1 / 2\}=\left\{ \pm \frac{1}{2}\left(\frac{a-b}{a+b}\right)^{j}, \quad j=1,2, \ldots\right\}
$$

all $\alpha_{p q}^{(j)}$ other than those corresponding to the eigenvalues $\pm \frac{1}{2} \frac{a-b}{a+b}$ vanish.
The converse is also true. If $M(\lambda(k), B)$ as a meromorphic function of $\lambda(k)$ has at most two poles, then $B$ is an ellipse or a disk if the poles are 0 . The proof first given in $\mathbf{2 4 6}$ follows from the strong Eshelby conjecture, which can be stated
as follows: If for a nontrivial $\left(c_{1}, c_{2}\right)$ the gradient in $B$ of the solution $u$ to the transmission problem

$$
\left\{\begin{array}{l}
\Delta u=0 \quad \text { in } \mathbb{R}^{2} \backslash \partial B  \tag{2.85}\\
\left.u\right|_{+}=\left.u\right|_{-} \quad \text { on } \partial B \\
\left.\frac{\partial u}{\partial \nu}\right|_{+}=\left.k \frac{\partial u}{\partial \nu}\right|_{-} \quad \text { on } \partial B \\
u(x)-\left(c_{1} x_{1}+c_{2} x_{2}\right) \rightarrow 0 \quad \text { as }|x| \rightarrow+\infty
\end{array}\right.
$$

is constant, then $B$ is an ellipse. Here, $0<k \neq 1<+\infty$. The strong Eshelby conjecture was proved in $\mathbf{2 8 5}, \mathbf{3 3 2}$.

Proposition 2.32. Let $B$ be a bounded and simply connected smooth domain in $\mathbb{R}^{2}$. If the meromorphic function $\lambda \mapsto M(\lambda, B)$ has at most two poles, then $B$ is an ellipse.

Proof. Let $\pm \mu$ denote the two poles of $M(\lambda, B)$. Note that $M(\lambda, B)$ either has two poles if $\mu \neq 0$ or one pole when $\mu=0$. In view of Lemma 2.30 we can write

$$
M(\lambda, B)=\left(\begin{array}{cc}
\frac{r_{1}^{2}}{\lambda-\mu}+\frac{r_{2}^{2}}{\lambda+\mu} & \frac{r_{1} r_{2}}{\lambda-\mu}-\frac{r_{1} r_{2}}{\lambda+\mu} \\
\frac{r_{1} r_{2}}{\lambda-\mu}-\frac{r_{1} r_{2}}{\lambda+\mu} & \frac{r_{2}^{2}}{\lambda-\mu}+\frac{r_{1}^{2}}{\lambda+\mu}
\end{array}\right)
$$

where $r_{1}$ and $r_{2} \geq 0$. Let $c=\left[\begin{array}{l}c_{1} \\ c_{2}\end{array}\right]$ with

$$
\begin{equation*}
c_{j}:=\frac{r_{j}}{\sqrt{r_{1}^{2}+r_{2}^{2}}}, \quad j=1,2 \tag{2.86}
\end{equation*}
$$

We can easily see that, for all $\lambda \in \mathbb{C} \backslash \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)$,

$$
c \cdot M(\lambda, B) c=\frac{r_{1}^{2}+r_{2}^{2}}{\lambda-\mu}=\frac{|B|}{\lambda-\mu}=\int_{\partial B} c \cdot x\left(\lambda I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1}[c \cdot \nu](x) d \sigma(x)
$$

Similarly, we have

$$
\frac{|B|}{\lambda-\mu}=\int_{\partial B} c \cdot \nu(x)\left(\lambda I-\left(\mathcal{K}_{B}^{0}\right)\right)^{-1}[c \cdot y](x) d \sigma(x) .
$$

Therefore, from Remark 2.75 it follows that $c \cdot \nu$ and $c \cdot x$ are eigenfunctions of $\left(\mathcal{K}_{B}^{0}\right)^{*}$ and $\left(\mathcal{K}_{B}^{0}\right)$, respectively, associated with the eigenvalue $\mu$.

Since $c \cdot x$ is harmonic, we have on $\partial B$

$$
\begin{aligned}
\mathcal{S}_{B}^{0}[c \cdot \nu](x) & =\mathcal{D}_{B}^{0}[c \cdot y](x)-c \cdot x \\
& =\left(\frac{1}{2} I+\mathcal{K}_{B}^{0}\right)[c \cdot y](x)-c \cdot x \\
& =\left(\mu-\frac{1}{2}\right) c \cdot x
\end{aligned}
$$

and hence, by the maximum principle

$$
\mathcal{S}_{B}^{0}[c \cdot \nu](x)=\left(\mu-\frac{1}{2}\right) c \cdot x, x \in B
$$

Therefore, the solution $u$ to 2.85 is given by

$$
\begin{aligned}
u(x) & =\mathcal{S}_{B}^{0}\left(\lambda I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1}[c \cdot \nu](x)+c \cdot x \\
& =\left(\frac{\mu-\frac{1}{2}}{\lambda-\mu}-1\right) c \cdot x
\end{aligned}
$$

Since $\nabla u(x)$ is constant in $B$, it follows from the strong Eshelby conjecture that $B$ is an ellipse.
2.5.3. Conductivity Equation with Complex Coefficients. Suppose that $k \in \mathbb{C}$. Then formula 2.67 holds true provided that $\lambda(k) \notin \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)$ 281].

Theorem 2.33. Let $k \in \mathbb{C}$. If $\lambda(k) \notin \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)$, then, for any harmonic function $h$ in $\mathbb{R}^{d}$, the unique solution $u_{k}$ to (2.66) satisfies

$$
\begin{equation*}
\left\|\nabla\left(u_{k}-h\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq \frac{C}{\operatorname{dist}\left(\lambda(k), \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right)}\left\|\frac{\partial h}{\partial \nu}\right\|_{H^{-1 / 2}(\partial B)} \tag{2.87}
\end{equation*}
$$

for some constant $C$ independent of $k$. Here, dist denotes the distance.
Proof. The existence of a solution to (2.66) follows from 2.67). To prove (2.87), we note that

$$
\begin{aligned}
\left\|\nabla\left(u_{k}-h\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} & =\int_{B}\left|\nabla \mathcal{S}_{B}^{0}\left[\varphi_{k}\right](x)\right|^{2} d x+\int_{\mathbb{R}^{d} \backslash \bar{B}}\left|\nabla \mathcal{S}_{B}^{0}\left[\varphi_{k}\right](x)\right|^{2} d x \\
& =\left.\int_{\partial B} \frac{\partial}{\partial \nu} \mathcal{S}_{B}^{0}\left[\varphi_{k}\right]\right|_{-} \mathcal{S}_{B}^{0}\left[\varphi_{k}\right] d \sigma-\left.\int_{\partial B} \frac{\partial}{\partial \nu} \mathcal{S}_{B}^{0}\left[\varphi_{k}\right]\right|_{+} \mathcal{S}_{B}^{0}\left[\varphi_{k}\right] d \sigma \\
& =-\int_{\partial B} \varphi_{k} \mathcal{S}_{B}^{0}\left[\varphi_{k}\right] d \sigma=\left\|\varphi_{k}\right\|_{\mathcal{H}^{*}}^{2}
\end{aligned}
$$

where $\varphi_{k}$ is given by

$$
\begin{equation*}
\varphi_{k}=\left(\lambda(k) I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1}\left[\left.\frac{\partial h}{\partial \nu}\right|_{\partial B}\right] \tag{2.88}
\end{equation*}
$$

So 2.87 follows from 2.67.
To show the uniqueness of the solution, assume that $u_{k}^{1}$ and $u_{k}^{2}$ satisfy (2.66). Let $v=u_{k}^{1}-u_{k}^{2}$. Then $v$ is a solution to 2.66 with $h=0$. So we have

$$
\begin{aligned}
0 & =\int_{\mathbb{R}^{d}}\left(\chi\left(\mathbb{R}^{d} \backslash \bar{B}+k \chi(B)\right)|\nabla v|^{2} d x\right. \\
& =\int_{\mathbb{R}^{d} \backslash \bar{B}}|\nabla v|^{2} d x+\Re k \int_{B}|\nabla v|^{2} d x+\sqrt{-1} \Im k \int_{B}|\nabla v|^{2} d x
\end{aligned}
$$

Hence, if $\Re k>0$, or if $\Re k \leq 0$ and $\Im k \neq 0$, then

$$
\int_{\mathbb{R}^{d} \backslash \bar{B}}|\nabla v|^{2} d x=\int_{B}|\nabla v|^{2} d x=0
$$

So, $v$ is constant. Since $v \rightarrow 0$ as $|x| \rightarrow \infty$, we conclude that $v=0$.
Uniqueness for the case $k \leq 0$ (and $\left.\lambda(k) \notin \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right)$ can be proved as a limiting case of $k+\sqrt{-1} \delta$ as $\delta \rightarrow 0$.

The following result on Lipschitz dependency on $k$ of the solution $u_{k}$ to 2.66) holds [281].

THEOREM 2.34. Let $k \in \mathbb{C}$. If $\lambda(k) \notin \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)$, then, for $\left|k^{\prime}-k\right|$ small enough, there exists a positive constant $C$ independent of $k$ such that

$$
\begin{equation*}
\left\|\nabla\left(u_{k}-u_{k^{\prime}}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq \frac{C\left|k^{\prime}-k\right|}{\operatorname{dist}\left(\lambda(k), \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right)}\left\|\frac{\partial h}{\partial \nu}\right\|_{H^{-1 / 2}(\partial B)} \tag{2.89}
\end{equation*}
$$

for all harmonic functions $h$ in $\mathbb{R}^{d}$.

Proof. Let $\varphi_{k}$ and $\varphi_{k^{\prime}}$ be defined by 2.88. We have

$$
\varphi_{k}-\varphi_{k^{\prime}}=\sum_{j=0}^{\infty} \frac{\lambda\left(k^{\prime}\right)-\lambda(k)}{\left(\lambda(k)-\lambda_{j}\right)\left(\lambda\left(k^{\prime}\right)-\lambda_{j}\right)}\left\langle\frac{\partial h}{\partial \nu}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}} \varphi_{j} .
$$

Therefore, for $\left|k^{\prime}-k\right|$ small enough, there exists a positive constant $C$ independent of $k$ such that

$$
\left\|\varphi_{k}-\varphi_{k^{\prime}}\right\|_{H^{-1 / 2}(\partial B)} \leq \frac{C\left|k-k^{\prime}\right|}{\operatorname{dist}\left(\lambda(k), \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right.}\left\|\frac{\partial h}{\partial \nu}\right\|_{H^{-1 / 2}(\partial B)}
$$

Since $u_{k}-u_{k^{\prime}}=\mathcal{S}_{B}^{0}\left[\varphi_{k}-\varphi_{k^{\prime}}\right]$ for $x \in \mathbb{R}^{d}$, we obtain 2.89.
We now investigate the behavior of the solution $u_{k}$ when $\lambda(k)$ approaches one of the eigenvalues $\lambda_{l} \neq 0$ of $\left(\mathcal{K}_{B}^{0}\right)^{*}$ as $\Im k \rightarrow 0$. We show that

$$
\begin{equation*}
\left\|\nabla\left(u_{k}-h\right)\right\|_{L^{2}(B)} \sim \frac{1}{|\Im k|} \quad \text { as } \Im k \rightarrow 0 \tag{2.90}
\end{equation*}
$$

as one may expect.
We first show that

$$
\begin{equation*}
\left\|\nabla \mathcal{S}_{B}^{0}[\varphi]\right\|_{L^{2}(B)} \approx\|\varphi\|_{\mathcal{H}^{*}} \tag{2.91}
\end{equation*}
$$

for all $\varphi \in \mathcal{H}_{0}^{*}$. In fact, we have

$$
\begin{aligned}
\left\|\nabla \mathcal{S}_{B}^{0}[\varphi]\right\|_{L^{2}(B)}^{2} & =\int_{\partial B} \mathcal{S}_{B}^{0}[\varphi] \overline{\left.\frac{\partial}{\partial \nu} \mathcal{S}_{B}^{0}[\varphi]\right|_{-}} d \sigma \\
& =-\left\langle\varphi,\left(-\frac{1}{2} I+\left(\mathcal{K}_{B}^{0}\right)^{*}\right)[\varphi]\right\rangle_{\mathcal{H}^{*}} \\
& =\sum_{j=1}^{\infty}\left(\frac{1}{2}-\lambda_{j}\right)\left|\left\langle\varphi, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\right|^{2}
\end{aligned}
$$

Since $\left|\lambda_{j}\right|<1 / 2$ and they accumulate to 0 , we have 2.91. We now see that
$\left\|\nabla\left(u_{k}-h\right)\right\|_{L^{2}(B)}^{2}=\sum_{j=1}^{\infty} \frac{\left|\left\langle\frac{\partial h}{\partial \nu}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\right|^{2}}{\left|\lambda(k)-\lambda_{j}\right|^{2}}=\sum_{\lambda_{j}=\lambda_{l}} \frac{\left|\left\langle\frac{\partial h}{\partial \nu}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\right|^{2}}{\left|\lambda(k)-\lambda_{l}\right|^{2}}+\sum_{\lambda_{j} \neq \lambda_{l}} \frac{\left|\left\langle\frac{\partial h}{\partial \nu}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\right|^{2}}{\left|\lambda(k)-\lambda_{l}\right|^{2}}$.
Hence, we obtain (2.90) since $\left|\lambda(k)-\lambda_{l}\right| \sim|\Im k|$ as $|\Im k| \rightarrow 0$.
Suppose that 0 is not an eigenvalue of $\left(\mathcal{K}_{B}^{0}\right)^{*}$. Then, since $\left(\lambda_{j}\right)$ converge to zero, $\{0\}$ is the essential spectrum of $\left(\mathcal{K}_{B}^{0}\right)^{*}$. We investigate the behavior of the solution $u_{k}$ when $\lambda(k)$ approaches 0 as $\Im k \rightarrow 0$. For simplicity we approximate $\lambda(k)$ by $\sqrt{-1} \Im k$ and show that

$$
\begin{equation*}
|\Im k|\left\|\nabla\left(u_{k}-h\right)\right\|_{L^{2}(B)} \rightarrow 0 \quad \text { as } \Im k \rightarrow 0 \tag{2.92}
\end{equation*}
$$

We write

$$
\left\|\nabla\left(u_{k}-h\right)\right\|_{L^{2}(B)}^{2} \approx \sum_{\left|\lambda_{j}\right| \leq|\Im k|} \frac{\left|\left\langle\frac{\partial h}{\partial \nu}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\right|^{2}}{|\Im k|^{2}+\left|\lambda_{j}\right|^{2}}+\sum_{\left|\lambda_{j}\right|>|\Im k|} \frac{\left|\left\langle\frac{\partial h}{\partial \nu}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\right|^{2}}{|\Im k|^{2}+\left|\lambda_{j}\right|^{2}}=: S_{1}+S_{2}
$$

Since $\sum_{j=1}^{\infty}\left|\left\langle\frac{\partial h}{\partial \nu}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\right|^{2}<\infty$, it follows that

$$
|\Im k|^{2} S_{1} \leq \sum_{\left|\lambda_{j}\right| \leq|\Im k|}\left|\left\langle\frac{\partial h}{\partial \nu}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\right|^{2} \rightarrow 0 \quad \text { as } \Im k \rightarrow 0
$$

To show that $|\Im k|^{2} S_{2} \rightarrow 0$, we express $S_{2}$ as

$$
S_{2}=\sum_{l=0}^{\infty} \sum_{2^{l}|\Im k|<\left|\lambda_{j}\right|<2^{l+1}|\Im k|} \frac{\left|\left\langle\frac{\partial h}{\partial \nu}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\right|^{2}}{|\Im k|^{2}+\left|\lambda_{j}\right|^{2}}
$$

Then we see that

$$
\begin{aligned}
|\Im k|^{2} S_{2} & \leq \sum_{l=0}^{\infty} \frac{1}{1+2^{2 l}} \sum_{2^{l}|\Im k|<\left|\lambda_{j}\right|<2^{l+1}|\Im k|}\left|\left\langle\frac{\partial h}{\partial \nu}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\right|^{2} \\
& \leq \sum_{l=0}^{\infty} \frac{1}{1+2^{2 l}} \sum_{\left|\lambda_{j}\right|<2^{l+1}|\Im k|}\left|\left\langle\frac{\partial h}{\partial \nu}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\right|^{2}
\end{aligned}
$$

and so we infer that $|\Im k|^{2} S_{2} \rightarrow 0$ as $\Im k \rightarrow 0$ since for each fixed $l$,

$$
\sum_{\left|\lambda_{j}\right|<2^{l+1}|\Im k|}\left|\left\langle\frac{\partial h}{\partial \nu}, \varphi_{j}\right\rangle_{\mathcal{H}^{*}}\right|^{2} \rightarrow 0
$$

as $\Im k \rightarrow 0$. This completes the proof of 2.92 .
Estimates 2.90 and 2.92 are from $\mathbf{8 6}$.
2.5.4. Field Enhancement Between Closely Spaced Disks. Let $B_{1}$ and $B_{2}$ be two disks with the same radius $r$ and conductivity $k$ embedded in the background with conductivity 1 . Let $\epsilon$ be the distance between the two disks $B_{1}$ and $B_{2}$, that is,

$$
\epsilon:=\operatorname{dist}\left(B_{1}, B_{2}\right) .
$$

Let $(\xi, \theta)$ be the bipolar coordinates defined by

$$
e^{\xi-\sqrt{-1} \theta}=\frac{x_{1}+\sqrt{-1} x_{2}+\alpha}{x_{1}+\sqrt{-1} x_{2}-\alpha}
$$

where $\alpha$ is defined by 2.57.
Let $u$ be the solution to

$$
\left\{\begin{array}{l}
\nabla \cdot\left(1+(k-1) \chi\left(B_{1} \cup B_{2}\right)\right) \nabla u=0 \quad \text { in } \mathbb{R}^{2}  \tag{2.93}\\
u(x)-x_{1}=O\left(|x|^{-1}\right) \quad \text { as }|x| \rightarrow+\infty
\end{array}\right.
$$

Then $u$ can be represented as follows:

$$
u=x_{1}+\mathbb{S}_{B_{1} \cup B_{2}}[\varphi],
$$

where $\varphi$ is the solution to

$$
\left(\lambda I-\mathbb{K}_{B_{1} \cup B_{2}}^{*}\right)[\varphi]=\left[\begin{array}{l}
\left.\frac{\partial x_{1}}{\partial \nu}\right|_{\partial B_{1}} \\
\left.\frac{\partial x_{1}}{\partial \nu}\right|_{\partial B_{2}}
\end{array}\right]
$$

Using (2.56), we have the following harmonic expansion for the linear function $x_{1}$ :

$$
\begin{equation*}
x_{1}=\operatorname{sgn}(\xi) \alpha\left[1+2 \sum_{n=1}^{\infty} e^{-n|\xi|} \cos n \theta\right] \tag{2.94}
\end{equation*}
$$

which yields

$$
\begin{equation*}
x_{1}=\operatorname{sgn}(\xi) \alpha \sum_{m=-\infty}^{\infty} e^{-|m||\xi|+\sqrt{-1} m \theta} \tag{2.95}
\end{equation*}
$$

From 2.95, we obtain

$$
\begin{equation*}
\left.\frac{\partial x_{1}}{\partial \nu}\right|_{\xi= \pm \xi_{0}}= \pm h\left(\xi_{0}, \theta\right) \alpha \sum_{m=-\infty}^{\infty}(-|m|) e^{-|m| \xi_{0}+\sqrt{-1} m \theta} \tag{2.96}
\end{equation*}
$$

On the other hand,

$$
\left[\begin{array}{l}
\left.\frac{\partial x_{1}}{\partial \nu}\right|_{\partial B_{1}}  \tag{2.97}\\
\left.\frac{\partial x_{1}}{\partial \nu}\right|_{\partial B_{2}}
\end{array}\right]=\sum_{m=-\infty}^{\infty} \alpha \sqrt{2 \pi|m|\left(1-e^{-2|m| \xi_{0}}\right)} e^{-|m| \xi_{0}} \Psi_{m}^{+}+0 \cdot \Psi_{m}^{-}
$$

where $\Psi_{m}^{ \pm}$are defined by 2.64 . Hence, by Theorem 2.24 ,

$$
\begin{equation*}
\varphi=\sum_{n \neq 0} \frac{1}{\lambda-\lambda_{n}^{+}}\left(\alpha \sqrt{2 \pi|n|\left(1-e^{-2|m| \xi_{0}}\right)} e^{-|m| \xi_{0}}\right) \Psi_{n}^{+} \tag{2.98}
\end{equation*}
$$

Then (2.65) yields

$$
\begin{equation*}
u=x_{1}+\sum_{n \neq 0} \frac{\alpha e^{-2|n| \xi_{0}}}{\lambda-\lambda_{n}^{+}} \sinh |n| \xi e^{\sqrt{-1} n \theta} \quad \text { for }|\xi|<\left|\xi_{0}\right| \tag{2.99}
\end{equation*}
$$

Now we compute $\nabla u(\xi=0, \theta=\pi)$ at the center of the gap between $B_{1}$ and $B_{2}$. From 2.53 we have

$$
\nabla u(0, \pi)=e_{1}+E e_{1}, \quad E=\sum_{n=1}^{\infty} \frac{4|n| e^{-2|n| \xi_{0}}}{\lambda-\lambda_{\epsilon, n}^{+}}(-1)^{n}
$$

where $\left(e_{1}, e_{2}\right)$ is the orthonormal basis in Cartesian coordinates.
Let $k_{n}^{+}=-\operatorname{coth}|n| \xi_{0}$. Note that

$$
\lambda_{n}^{+}=\frac{k_{n}^{+}+1}{2\left(k_{n}^{+}-1\right)} .
$$

$E$ can be rewritten as

$$
E=\sum_{n=1}^{\infty} \frac{(1-k)\left(k_{n}^{+}-1\right)}{k-k_{n}^{+}} 4|n| e^{-2|n| \xi_{0}}(-1)^{n} .
$$

Let us assume that $k$ is given by

$$
k=k_{N}^{+}+\sqrt{-1} \delta
$$

for some $N \in \mathbb{N}$, where $\delta>0$ is a small parameter. For small $\delta>0, E$ can be approximated by

$$
\begin{equation*}
E \approx \frac{(1-k)\left(k_{N}^{+}-1\right)}{k-k_{N}^{+}} 4 N e^{-2 N \xi_{0}}(-1)^{N} \tag{2.100}
\end{equation*}
$$

Since $k_{N}^{+} \approx-\frac{\sqrt{r}}{N \sqrt{\epsilon}}$ for small $\epsilon>0$, we have

$$
\begin{equation*}
E \approx \sqrt{-1} \frac{r}{N \delta \epsilon} 4 e^{-2 N \xi_{0}}(-1)^{N} \tag{2.101}
\end{equation*}
$$

It then follows that

$$
\nabla u(0, \pi) \approx \sqrt{-1} \frac{r}{N \delta \epsilon} 4 e^{-2 N \xi_{0}}(-1)^{N} e_{1}
$$

Remark 2.35. Estimates of the field enhancement between two disks in the limiting case when $k \rightarrow 0$ or $k \rightarrow+\infty$ were first derived in 60. The behavior of the electric field between two nearly touching strictly convex perfect conductors or perfect insulators with smooth boundaries is investigated in [30] ; see also [117, 118, 282, 461]. In 459, the singular behavior of nearly touching spheres is fully characterized. By combining the method of image charges and transformation optics, an approximate analytical formula for the electric field for two spheres is derived. The formula is highly accurate for wide ranges of complex permittivities and gap distances.
2.5.5. Polarization Tensor of Multiple Particles. The polarization tensor can be defined for multiple particles. In the case of two particles $B_{1} \cup B_{2}$ with the same conductivity $k$, it is defined as follows. Let $\mathbb{K}_{B_{1} \cup B_{2}}^{*}$ be the Neumann-Poincaré operator associated with $B_{1} \cup B_{2}$ given by 2.49 and let $\nu^{(i)}$ be the outward normal on $\partial B_{i}, i=1,2$. The polarization tensor $M=\left(m_{p q}\right)_{p, q=1}^{d}$ associated with $B_{1} \cup B_{2}$ and $k$ is given by

$$
m_{p q}\left(\lambda(k), B_{1} \cup B_{2}\right)=\int_{\partial B_{1}} y_{p} \phi_{q}^{(1)} d \sigma(y)+\int_{\partial B_{2}} y_{p} \phi_{q}^{(2)} d \sigma(y) \quad \text { for } p, q=1, \ldots, d
$$

where

$$
\left[\begin{array}{l}
\phi_{p}^{(1)} \\
\phi_{p}^{(2)}
\end{array}\right]=\left(\lambda(k) I-\mathbb{K}_{B_{1} \cup B_{2}}^{*}\right)^{-1}\left[\begin{array}{l}
\left.\nu_{p}^{(1)}\right|_{\partial B_{1}} \\
\left.\nu_{p}^{(2)}\right|_{\partial B_{2}}
\end{array}\right] .
$$

If $B_{1}$ and $B_{2}$ are two separated disks of radius $r$ centered at $(-1)^{j}\left(r+\frac{\epsilon}{2}, 0\right)$ for $j=1,2$ and $\epsilon>0$ is their separation distance, then from formula 2.61) for the eigenvalues of $\mathbb{K}_{B_{1} \cup B_{2}}^{*}$, the polarization tensor associated with $B_{1} \cup B_{2}$ and the conductivity $k$ is given by the following formula:

$$
M\left(\lambda(k), B_{1} \cup B_{2}\right)=8 \pi \alpha^{2}\left(\begin{array}{cc}
\sum_{j=1}^{\infty} \frac{j e^{-2 j \xi_{0}}}{\lambda(k)-\frac{1}{2} e^{-2 j \xi_{0}}} & 0  \tag{2.102}\\
0 & \sum_{j=1}^{\infty} \frac{j e^{-2 j \xi_{0}}}{\lambda(k)+\frac{1}{2} e^{-2 j \xi_{0}}}
\end{array}\right)
$$

where $\alpha$ and $\xi_{0}$ are defined by 2.57 . Again, it is represented in a spectral form.
2.5.6. Representation by an Equivalent Ellipse. Consider the polarization tensor for some particle(s). It can be shown that there exists a corresponding unique ellipse $\mathcal{E}$ that has precisely the same polarization tensor. We will call $\mathcal{E}$ the equivalent ellipse. The equivalent ellipse represents the essential nature of the particle. From a given polarization tensor $M$, we can reconstruct the parameters for the equivalent ellipse using the following formula:

$$
\begin{equation*}
a_{1}=e a_{2}, \quad a_{2}=\sqrt{\frac{E}{\pi e}}, \quad E=\frac{\lambda_{1}(e+k)}{(e+1)(k-1)}, \quad e=\frac{\lambda_{2}-k \lambda_{1}}{\lambda_{1}-k \lambda_{2}} \tag{2.103}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{2}$ are the eigenvalues of $M$ and $\left[e_{11}, e_{12}\right]^{t},\left[e_{21}, e_{22}\right]^{t}$ are the associated normalized eigenvectors. Let $\mathcal{E}^{\prime}$ be the ellipse whose semi-axes are on the $x_{1}$ - and $x_{2}$-axes and of length $a_{1}$ and $a_{2}$. Let

$$
\theta=\arctan \frac{e_{21}}{e_{11}}
$$

Then the equivalent ellipse is given by

$$
\mathcal{E}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{2.104}\\
\sin \theta & \cos \theta
\end{array}\right) \mathcal{E}^{\prime}
$$

2.5.7. Numerical Results. With a particular choice of parameters we can obtain an explicit solution to the conductivity problem 2.66). Let $B$ be a disk of radius $R=5$ located at the origin in $\mathbb{R}^{2}$. Let us take the conductivity in $B$ to be $k=3$ which means $\lambda=1$. We also assume that $h(x)=x_{1}$. It can be shown that the explicit solution is given by

$$
u(r, \theta)= \begin{cases}r \cos (\theta)-\frac{k-1}{k+1} R^{2} r^{-1} \cos (\theta), & |r|>R  \tag{2.105}\\ \frac{2}{k+1} r \cos (\theta), & |r| \leq R\end{cases}
$$

where $(r, \theta)$ are the polar coordinates.
Likewise, we can obtain a numerical solution by using Code Conductivity Solver. This involves inverting the operator $\lambda I-\left(\mathcal{K}_{B}^{0}\right)^{*}$ which is possible in this case as $\lambda=1$. A comparison between the exact solution and the numerical solution is shown in Figure 2.1 where we have evaluated the solutions on the circle $|x|=10$.


Figure 2.1. The exact solution and the numerical solution of the conductivity problem $\sqrt{2.66}$ ) evaluated on the circle $|x|=10$.

Next, we compute the polarization tensor for an ellipse whose semi-axes are on the $x_{1}$ - and $x_{2}$-axes of length $a_{1}=5$ and $a_{2}=3$. We assume $k=3$ (or equivalently, $\lambda(k)=1$ ). A comparison between the numerical values obtained by Code Polarization Tensors and the exact values is provided in Table 2.3.

Finally, we consider the case of two separated disks $B_{1} \cup B_{2}$ where $B_{j}$ is a circular disk of radius $r=1$ centered at $(-1)^{j}\left(r+\frac{\epsilon}{2}, 0\right)$ for $j=1,2$. Let the distance between the two disks be $\epsilon=0.3$ and assume $k=3$. A comparison between the numerical values and the exact values is provided in Table 2.4 .

|  | Theoretical | Numerical |
| :---: | :---: | :---: |
| $M(\lambda(k), B)$ | $\left(\begin{array}{cc}53.8559 & 0.0000 \\ -0.0000 & 41.8879\end{array}\right)$ | $\left(\begin{array}{cc}53.8559 & 0.0000 \\ -0.0000 & 41.8879\end{array}\right)$ |

Table 2.3. Polarization Tensor $M(\lambda(k), B)$ when $B$ is an ellipse.

|  | Theoretical | Numerical |
| :---: | :---: | :---: |
| $M(\lambda(k), B)$ | $\left(\begin{array}{cc}6.9789 & 0.0000 \\ 0.0000 & 5.7629\end{array}\right)$ | $\left(\begin{array}{cc}6.9789 & 0.0000 \\ 0.0000 & 5.7629\end{array}\right)$ |

Table 2.4. Polarization Tensor $M\left(\lambda(k), B_{1} \cup B_{2}\right)$ when $B_{1}$ and $B_{2}$ are two disks of radius $r=1$ separated by a distance $\epsilon=0.3$.

From 2.103), the reconstructed parameters for the equivalent ellipse $\mathcal{E}$ defined in 2.104 turn out to be $a_{1}=1.713224, a_{2}=1.167994$, and $\theta=0.523599$. The two disks $B_{1} \cup B_{2}$ and the equivalent ellipse $\mathcal{E}$ are shown in Figure 2.2 .


Figure 2.2. Two circular disks (gray) and their equivalent ellipse (black). The parameters are given as $r=1, \epsilon=0.3$, and $k=1.4$.

### 2.6. Periodic and Quasi-Periodic Green's Functions

In this section we investigate Green's functions for gratings; periodic, and quasiperiodic Green's functions; and layer potentials for the Laplacian. The results described in this section will be applied to the mathematical theory of photonic crystals, metasurfaces, and metamaterials.
2.6.1. Green's Functions for Gratings. Consider a function $G_{\sharp}: \mathbb{R}^{2} \rightarrow \mathbb{C}$ satisfying

$$
\begin{equation*}
\Delta G_{\sharp}(x)=\sum_{n \in \mathbb{Z}} \delta_{0}(x+(n, 0)) . \tag{2.106}
\end{equation*}
$$

We call $G_{\sharp}$ a periodic Green's function for the one-dimensional grating in $\mathbb{R}^{2}$.
Lemma 2.36. Let $x=\left(x_{1}, x_{2}\right)$. Then

$$
\begin{equation*}
G_{\sharp}(x)=\frac{1}{4 \pi} \ln \left(\sinh ^{2}\left(\pi x_{2}\right)+\sin ^{2}\left(\pi x_{1}\right)\right), \tag{2.107}
\end{equation*}
$$

satisfies 2.106).
Proof. We have

$$
\begin{align*}
\Delta G_{\sharp}(x) & =\sum_{n \in \mathbb{Z}} \delta_{0}(x+(n, 0)) \\
& =\sum_{n \in \mathbb{Z}} \delta_{0}\left(x_{2}\right) \delta_{0}\left(x_{1}+n\right) \\
& =\sum_{n \in \mathbb{Z}} \delta_{0}\left(x_{2}\right) e^{\sqrt{-1} 2 \pi n x_{1}}, \tag{2.108}
\end{align*}
$$

where we have used the Poisson summation formula

$$
\sum_{n \in \mathbb{Z}} \delta_{0}\left(x_{1}+n\right)=\sum_{n \in \mathbb{Z}} e^{\sqrt{-1} 2 \pi n x_{1}}
$$

On the other hand, as $G_{\sharp}$ is periodic in $x_{1}$ of period 1 , we have

$$
\begin{equation*}
G_{\sharp}(x)=\sum_{n \in \mathbb{Z}} \beta_{n}\left(x_{2}\right) e^{\sqrt{-1} 2 \pi n x_{1}}, \tag{2.109}
\end{equation*}
$$

therefore

$$
\begin{equation*}
\Delta G_{\sharp}(x)=\sum_{n \in \mathbb{Z}}\left(\beta_{n}^{\prime \prime}\left(x_{2}\right)+(\sqrt{-1} 2 \pi n)^{2} \beta_{n}\right) e^{\sqrt{-1} 2 \pi n x_{1}} . \tag{2.110}
\end{equation*}
$$

Comparing 2.108 and 2.110 yields

$$
\begin{equation*}
\beta_{n}^{\prime \prime}\left(x_{2}\right)+(\sqrt{-1} 2 \pi n)^{2} \beta_{n}=\delta_{0}\left(x_{2}\right) \tag{2.111}
\end{equation*}
$$

A solution to the previous equation can be found by using standard techniques for ordinary differential equations. We have

$$
\begin{aligned}
& \beta_{0}=\frac{1}{2}\left|x_{2}\right|+c \\
& \beta_{n}=\frac{-1}{4 \pi|n|} e^{-2 \pi|n|\left|x_{2}\right|}, \quad n \neq 0
\end{aligned}
$$

where $c$ is a constant. Subsequently,

$$
\begin{aligned}
G_{\sharp}(x) & =\frac{1}{2}\left|x_{2}\right|+c-\sum_{n \in \mathbb{Z} \backslash\{0\}} \frac{1}{4 \pi|n|} e^{-2 \pi|n|\left|x_{2}\right|} e^{\sqrt{-1} 2 \pi n x_{1}} \\
& =\frac{1}{2}\left|x_{2}\right|+c-\sum_{n \in \mathbb{N} \backslash\{0\}} \frac{1}{2 \pi n} e^{-2 \pi n\left|x_{2}\right|} \cos \left(2 \pi n x_{1}\right) \\
& =\frac{1}{4 \pi} \ln \left(\sinh ^{2}\left(\pi x_{2}\right)+\sin ^{2}\left(\pi x_{1}\right)\right),
\end{aligned}
$$

where we have used the summation identity (see, for instance, [250, pp. 813-814])

$$
\begin{array}{r}
\sum_{n \in \mathbb{N} \backslash\{0\}} \frac{1}{2 \pi n} e^{-2 \pi n\left|x_{2}\right|} \cos \left(2 \pi n x_{1}\right)=\frac{1}{2}\left|x_{2}\right|-\frac{\ln (2)}{2 \pi} \\
-\frac{1}{4 \pi} \ln \left(\sinh ^{2}\left(\pi x_{2}\right)+\sin ^{2}\left(\pi x_{1}\right)\right)
\end{array}
$$

and defined $c=-\frac{\ln (2)}{2 \pi}$.

Let us denote by $G_{\sharp}(x, y):=G_{\sharp}(x-y)$. In the following we define the one-dimensional periodic single-layer potential and the one-dimensional periodic Neumann-Poincaré operator, respectively, for a bounded domain $\Omega \Subset\left(-\frac{1}{2}, \frac{1}{2}\right) \times \mathbb{R}$ which we assume to be of class $\mathcal{C}^{1, \eta}$ for some $\eta>0$. Let

$$
\begin{aligned}
\mathcal{S}_{\Omega, \sharp}: H^{-\frac{1}{2}}(\partial \Omega) & \longrightarrow H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}\right), H^{\frac{1}{2}}(\partial \Omega) \\
\varphi & \longmapsto \mathcal{S}_{\Omega, \sharp}[\varphi](x)=\int_{\partial \Omega} G_{\sharp}(x, y) \varphi(y) d \sigma(y)
\end{aligned}
$$

for $x \in \mathbb{R}^{2}$ (or $x \in \partial \Omega$ ) and let

$$
\begin{aligned}
\mathcal{K}_{\Omega, \sharp}^{*}: H^{-\frac{1}{2}}(\partial \Omega) & \longrightarrow H^{-\frac{1}{2}}(\partial \Omega) \\
\varphi & \longmapsto \mathcal{K}_{\Omega, \sharp}^{*}[\varphi](x)=\int_{\partial \Omega} \frac{\partial G_{\sharp}(x, y)}{\partial \nu(x)} \varphi(y) d \sigma(y)
\end{aligned}
$$

for $x \in \partial \Omega$. As in the previous subsections, the periodic Neumann-Poincaré operator $\mathcal{K}_{\Omega, \sharp}^{*}$ can be symmetrized. The following lemma holds.

Lemma 2.37. (i) For any $\varphi \in H^{-\frac{1}{2}}(\partial \Omega), \mathcal{S}_{\Omega, \sharp}[\varphi]$ is harmonic in $\Omega$ and in $\left(-\frac{1}{2}, \frac{1}{2}\right) \times \mathbb{R} \backslash \bar{\Omega}$;
(ii) The following trace formula holds: for any $\varphi \in H^{-\frac{1}{2}}(\partial \Omega)$,

$$
\left(-\frac{1}{2} I+\mathcal{K}_{\Omega, \sharp}^{*}\right)[\varphi]=\left.\frac{\partial \mathcal{S}_{\Omega, \sharp}[\varphi]}{\partial \nu}\right|_{-} ;
$$

(iii) The following Calderón identity holds: $\mathcal{K}_{\Omega, \sharp} \mathcal{S}_{\Omega, \sharp}=\mathcal{S}_{\Omega, \sharp} \mathcal{K}_{\Omega, \sharp}^{*}$, where $\mathcal{K}_{\Omega, \sharp}$ is the $L^{2}$-adjoint of $\mathcal{K}_{\Omega, \sharp}^{*}$;
(iv) The operator $\mathcal{K}_{\Omega, \sharp}^{*}: H_{0}^{-\frac{1}{2}}(\partial \Omega) \rightarrow H_{0}^{-\frac{1}{2}}(\partial \Omega)$ is compact self-adjoint equipped with the following inner product:

$$
\begin{equation*}
\langle u, v\rangle_{\mathcal{H}_{0}^{*}}=-\left\langle\mathcal{S}_{\Omega, \sharp}[v], u\right\rangle_{\frac{1}{2},-\frac{1}{2}} \tag{2.112}
\end{equation*}
$$

which makes $\mathcal{H}_{0}^{*}$ equivalent to $H_{0}^{-\frac{1}{2}}(\partial \Omega)$. Here, by $E_{0}$ we denote the zeromean subspace of $E$ for $E=\mathcal{H}^{*}$ or $H^{-\frac{1}{2}}(\partial \Omega)$.
(v) Let $\left(\lambda_{j}, \varphi_{j}\right), j=1,2, \ldots$ be the eigenvalue and normalized eigenfunction pair of $\mathcal{K}_{\Omega, \sharp}^{*}$ in $\mathcal{H}_{0}^{*}(\partial \Omega)$, then $\lambda_{j} \in\left(-\frac{1}{2}, \frac{1}{2}\right)$ and $\lambda_{j} \rightarrow 0$ as $j \rightarrow \infty$.

Proof. First, note that a Taylor expansion of $\sinh ^{2}\left(\pi x_{2}\right)+\sin ^{2}\left(\pi x_{1}\right)$ yields

$$
\begin{equation*}
G_{\sharp}(x)=\frac{\ln |x|}{2 \pi}+R(x), \tag{2.113}
\end{equation*}
$$

where $R$ is a smooth function such that

$$
R(x)=\frac{1}{4 \pi} \ln \left(1+O\left(x_{2}^{2}-x_{1}^{2}\right)\right)
$$

We can decompose the operators $\mathcal{S}_{\Omega, \sharp}$ and $\mathcal{K}_{\Omega, \sharp}^{*}$ on $\mathcal{H}_{0}^{*}(\partial \Omega)$ accordingly. Since $\mathcal{S}_{\Omega, \sharp}-\mathcal{S}_{\Omega}^{0}$ and $\mathcal{K}_{\Omega, \sharp}^{*}-\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ are smoothing operators, the proof of Lemma 2.37 follows the same arguments as those given in the previous subsections.
2.6.2. Periodic Green's Function. In order to derive effective medium properties of subwavelength resonators, we shall investigate the periodic transmission problem for the Laplace operator. The results in this subsection are from 67].

Let $Y=(-1 / 2,1 / 2)^{d}$ denote the unit cell and $\bar{D} \subset Y$. Consider the periodic transmission problem:

$$
\left\{\begin{array}{l}
\nabla \cdot(1+(k-1) \chi(D)) \nabla u_{p}=0 \quad \text { in } Y  \tag{2.114}\\
u_{p}-x_{p} \text { periodic (in each direction) with period } 1 \\
\int_{Y} u_{p} d x=0
\end{array}\right.
$$

for $p=1, \ldots, d$.
In order to derive a representation formula for the solution to the periodic transmission problem (2.114), we need to introduce a periodic Green's function.

Let

$$
\begin{equation*}
G_{\sharp}(x)=-\sum_{n \in \mathbb{Z}^{d} \backslash\{0\}} \frac{e^{\sqrt{-1} 2 \pi n \cdot x}}{4 \pi^{2}|n|^{2}} . \tag{2.115}
\end{equation*}
$$

Then we get, in the sense of distributions,

$$
\Delta G_{\sharp}(x)=\sum_{n \in \mathbb{Z}^{d} \backslash\{0\}} e^{\sqrt{-1} 2 \pi n \cdot x}=\sum_{n \in \mathbb{Z}^{d}} e^{\sqrt{-1} 2 \pi n \cdot x}-1,
$$

and $G_{\sharp}$ has mean zero. It then follows from the Poisson summation formula:

$$
\begin{equation*}
\sum_{n \in \mathbb{Z}^{d}} e^{\sqrt{-1} 2 \pi n \cdot x}=\sum_{n \in \mathbb{Z}^{d}} \delta_{0}(x-n) \tag{2.116}
\end{equation*}
$$

that

$$
\begin{equation*}
\Delta G_{\sharp}(x)=\sum_{n \in \mathbb{Z}^{d}} \delta_{0}(x-n)-1 . \tag{2.117}
\end{equation*}
$$

The appearance of the constant 1 in 2.117 may be somewhat peculiar. It is the volume of $Y$ and an integration by parts shows that it should be there. In fact,

$$
\int_{Y} \Delta G_{\sharp}(x) d x=\int_{\partial Y} \frac{\partial G_{\sharp}}{\partial \nu} d \sigma,
$$

and the right-hand side is zero because of the periodicity.
The expression 2.115 for $G_{\sharp}$ is called a lattice sum and its asymptotic behavior has been studied extensively in many contexts in solid state physics, e.g., 465.

We state the next lemma for the general case, but give in some detail a proof only for $d=2$, leaving the proof in higher dimensions to the reader. Formulas 2.118) and 2.119 will be applied later in our study of the effective properties of systems of subwavelength resonators.

Lemma 2.38. There exists a smooth function $R_{d}(x)$ in the unit cell $Y$ such that

$$
G_{\sharp}(x)= \begin{cases}\frac{1}{2 \pi} \ln |x|+R_{2}(x), & d=2  \tag{2.118}\\ \frac{1}{(2-d) \omega_{d}} \frac{1}{|x|^{d-2}}+R_{d}(x), & d \geq 3\end{cases}
$$

Moreover, the Taylor expansion of $R_{d}(x)$ at 0 for $d \geq 2$ is given by

$$
\begin{equation*}
R_{d}(x)=R_{d}(0)-\frac{1}{2 d}\left(x_{1}^{2}+\ldots+x_{d}^{2}\right)+O\left(|x|^{4}\right) \tag{2.119}
\end{equation*}
$$

Proof. As mentioned above, we assume that $d=2$. The proof we give here is not the simplest one, but has the advantage that it can be extended to other more complicated periodic Green's functions. Note that the behavior $G_{\sharp}(x) \sim \Gamma(x)$ as $|x| \rightarrow 0$ is to be expected since the effect of the periodic boundary conditions is negligible when $x$ is near the origin.

We begin by writing

$$
\begin{aligned}
G_{\sharp}(x)= & -\sum_{n \in \mathbb{Z}^{2} \backslash\{0\}} \frac{e^{\sqrt{-1} 2 \pi n \cdot x}}{4 \pi^{2}|n|^{2}}=-\frac{1}{4 \pi^{2}} \sum_{n \in \mathbb{Z}^{2} \backslash\{0\}} \frac{\cos 2 \pi n_{1} x_{1} \cos 2 \pi n_{2} x_{2}}{n_{1}^{2}+n_{2}^{2}} \\
= & -\frac{1}{2 \pi^{2}} \sum_{n_{1}=0}^{+\infty} \cos 2 \pi n_{1} x_{1} \sum_{n_{2}=1}^{+\infty} \frac{\cos 2 \pi n_{2} x_{2}}{n_{1}^{2}+n_{2}^{2}} \\
& -\frac{1}{2 \pi^{2}} \sum_{n_{2}=0}^{+\infty} \cos 2 \pi n_{2} x_{2} \sum_{n_{1}=1}^{+\infty} \frac{\cos 2 \pi n_{1} x_{1}}{n_{1}^{2}+n_{2}^{2}} \\
:= & G_{1}+G_{2} .
\end{aligned}
$$

After that, let us invoke three summation identities (see for instance [178, pp. 813-814]):

$$
\begin{align*}
& \sum_{n_{2}=1}^{+\infty} \frac{\cos 2 \pi n_{2} x_{2}}{n_{1}^{2}+n_{2}^{2}}= \begin{cases}-\frac{1}{2 n_{1}^{2}}+\frac{\pi}{2 n_{1}} \frac{\cosh \pi\left(2 x_{2}-1\right) n_{1}}{\sinh \pi n_{1}} & \text { if } n_{1} \neq 0 \\
\frac{\pi^{2}}{6}-\pi^{2} x_{2}+\pi^{2} x_{2}^{2} & \text { if } n_{1}=0\end{cases}  \tag{2.120}\\
& \sum_{n_{1}=1}^{+\infty} \frac{\cos 2 \pi n_{1} x_{1}}{n_{1}} e^{-2 \pi n_{1} x_{2}}=\pi x_{2}-\ln 2-\frac{1}{2} \ln \left(\sinh ^{2} \pi x_{2}+\sin ^{2} \pi x_{1}\right)
\end{align*}
$$

We then compute

$$
\begin{aligned}
G_{1}= & -\frac{1}{2 \pi^{2}} \sum_{n_{2}=1}^{+\infty} \frac{\cos 2 \pi n_{2} x_{2}}{n_{2}^{2}} \\
& -\frac{1}{2 \pi^{2}} \sum_{n_{1}=1}^{+\infty} \cos 2 \pi n_{1} x_{1}\left(-\frac{1}{2 n_{1}^{2}}+\frac{\pi}{2 n_{1}} \frac{\cosh \pi\left(2 x_{2}-1\right) n_{1}}{\sinh \pi n_{1}}\right) \\
= & -\frac{1}{2 \pi^{2}} \sum_{n_{2}=1}^{+\infty} \frac{\cos 2 \pi n_{2} x_{2}}{n_{2}^{2}}+\frac{1}{4 \pi^{2}} \sum_{n_{1}=1}^{+\infty} \frac{\cos 2 \pi n_{1} x_{1}}{n_{1}^{2}} \\
& -\frac{1}{4 \pi} \sum_{n_{1}=1}^{+\infty} \frac{\cos 2 \pi n_{1} x_{1}}{n_{1}} \frac{\cosh \pi\left(2 x_{2}-1\right) n_{1}}{\sinh \pi n_{1}}
\end{aligned}
$$

$$
\begin{aligned}
= & -\frac{1}{12}+\frac{1}{2} x_{2}-\frac{1}{2} x_{2}^{2}+\frac{1}{24}-\frac{1}{4} x_{1}+\frac{1}{4} x_{1}^{2}-\frac{1}{4 \pi} \sum_{n_{1}=1}^{+\infty} \frac{\cos 2 \pi n_{1} x_{1}}{n_{1}} e^{-2 \pi n_{1} x_{2}} \\
& -\frac{1}{4 \pi} \sum_{n_{1}=1}^{+\infty} \frac{\cos 2 \pi n_{1} x_{1}}{n_{1}}\left(\frac{\cosh \pi\left(2 x_{2}-1\right) n_{1}}{\sinh \pi n_{1}}-e^{-2 \pi n_{1} x_{2}}\right)
\end{aligned}
$$

to arrive at

$$
G_{1}=-\frac{1}{24}+\frac{\ln 2}{4 \pi}+\frac{1}{4}\left(x_{2}-x_{1}\right)-\frac{1}{4}\left(2 x_{2}^{2}-x_{1}^{2}\right)+\frac{1}{8 \pi} \ln \left(\sinh ^{2} \pi x_{2}+\sin ^{2} \pi x_{1}\right)+r_{1}(x)
$$

where the function $r_{1}(x)$ is given by

$$
\begin{aligned}
r_{1}(x) & =-\frac{1}{4 \pi} \sum_{n_{1}=1}^{+\infty} \frac{\cos 2 \pi n_{1} x_{1}}{n_{1}}\left(\frac{\cosh \pi\left(2 x_{2}-1\right) n_{1}}{\sinh \pi n_{1}}-e^{-2 \pi n_{1} x_{2}}\right) \\
& =-\frac{1}{4 \pi} \sum_{n_{1}=1}^{+\infty} \frac{\cos 2 \pi n_{1} x_{1}}{n_{1}} \frac{e^{2 \pi n_{1} x_{2}}+e^{-2 \pi n_{1} x_{2}}}{e^{2 \pi n_{1}}-1} .
\end{aligned}
$$

Because of the term $e^{-\pi n_{1}}$, we can easily see that $r_{1}$ is a $\mathcal{C}^{\infty}$-function.
In the same way we can derive
$G_{2}=-\frac{1}{24}+\frac{\ln 2}{4 \pi}+\frac{1}{4}\left(x_{1}-x_{2}\right)-\frac{1}{4}\left(2 x_{1}^{2}-x_{2}^{2}\right)+\frac{1}{8 \pi} \ln \left(\sinh ^{2} \pi x_{1}+\sin ^{2} \pi x_{2}\right)+r_{2}(x)$,
where

$$
r_{2}(x)=-\frac{1}{4 \pi} \sum_{n_{1}=1}^{+\infty} \frac{\cos 2 \pi n_{1} x_{2}}{n_{1}} \frac{e^{2 \pi n_{1} x_{1}}+e^{-2 \pi n_{1} x_{1}}}{e^{2 \pi n_{1}}-1}
$$

By a Taylor expansion, we readily see that

$$
\begin{aligned}
& \ln \left(\sinh ^{2} \pi x_{2}+\sin ^{2} \pi x_{1}\right)+\ln \left(\sinh ^{2} \pi x_{1}+\sin ^{2} \pi x_{2}\right) \\
& =4 \ln \pi+2 \ln \left(x_{1}^{2}+x_{2}^{2}\right)+r_{3}(x)
\end{aligned}
$$

where $r_{3}(x)$ is a $\mathcal{C}^{\infty}$-function with $r_{3}(x)=O\left(|x|^{4}\right)$ as $|x| \rightarrow 0$. In short, we obtain

$$
G_{\sharp}(x)=\frac{1}{2 \pi} \ln |x|+R_{2}(x),
$$

where

$$
R_{2}(x)=C-\frac{1}{4}\left(x_{1}^{2}+x_{2}^{2}\right)+r_{1}(x)+r_{2}(x)+r_{3}(x)
$$

for some constant $C$. By a Taylor expansion again, one can see that

$$
r_{1}(x)+r_{2}(x)=C+O\left(|x|^{4}\right) \quad \text { as }|x| \rightarrow 0
$$

for some constant $C$. That $R_{2}$ is harmonic follows from 2.117). This concludes the proof.

Note that in the two-dimensional case we can expand $R_{2}(x)$ even further to get

$$
R_{2}(x)=R_{2}(0)-\frac{1}{4}\left(x_{1}^{2}+x_{2}^{2}\right)+\sum_{s=3}^{m} R_{2}^{(s)}(x)+O\left(|x|^{m+1}\right) \quad \text { as }|x| \rightarrow 0
$$

where the harmonic polynomial $R_{2}^{(s)}$ is homogeneous of degree s, i.e., $R_{2}^{(s)}(t x)=$ $t^{s} R_{2}^{(s)}(x)$ for all $t \in \mathbb{R}$ and all $x \in \mathbb{R}^{2}$. Since

$$
R_{2}\left(-x_{1}, x_{2}\right)=R_{2}\left(x_{1}, x_{2}\right) \quad \text { and } R_{2}\left(x_{1},-x_{2}\right)=R_{2}\left(x_{1}, x_{2}\right)
$$

$R_{2}^{(s)} \equiv 0$ if $s$ is odd, and hence

$$
\begin{equation*}
R_{2}(x)=R_{2}(0)-\frac{1}{4}\left(x_{1}^{2}+x_{2}^{2}\right)+\sum_{s=2}^{m} R_{2}^{(2 s)}(x)+O\left(|x|^{m+2}\right) \quad \text { as }|x| \rightarrow 0 \tag{2.122}
\end{equation*}
$$

We now establish a representation formula for the solution of the periodic transmission problem 2.114).

Let the periodic single-layer potential of the density function $\phi \in L_{0}^{2}(\partial \Omega)$ be defined by

$$
\mathcal{S}_{\Omega, \sharp}^{0}[\phi](x):=\int_{\partial \Omega} G_{\sharp}(x-y) \phi(y) d \sigma(y), \quad x \in \mathbb{R}^{2} .
$$

Lemma 2.38 shows that

$$
\begin{equation*}
\mathcal{S}_{\Omega, \sharp}^{0}[\phi](x)=\mathcal{S}_{\Omega}^{0}[\phi](x)+\mathcal{R}_{\Omega}[\phi](x), \tag{2.123}
\end{equation*}
$$

where $\mathcal{R}_{\Omega}$ is a smoothing operator defined by

$$
\mathcal{R}_{\Omega}[\phi](x):=\int_{\partial \Omega} R_{d}(x-y) \phi(y) d \sigma(y)
$$

Thanks to 2.123, we have

$$
\left.\frac{\partial}{\partial \nu} \mathcal{S}_{\Omega, \sharp}^{0}[\phi]\right|_{ \pm}(x)=\left.\frac{\partial}{\partial \nu} \mathcal{S}_{\Omega}^{0}[\phi]\right|_{ \pm}(x)+\frac{\partial}{\partial \nu} \mathcal{R}_{\Omega}[\phi](x), \quad x \in \partial \Omega
$$

Thus we can understand, with the help of Lemma $2.38, \partial \mathcal{S}_{\Omega, \sharp}^{0}[\phi] /\left.\partial \nu\right|_{ \pm}$as a compact perturbation of $\partial \mathcal{S}_{\Omega}^{0}[\phi] /\left.\partial \nu\right|_{ \pm}$. Based on this natural idea, we obtain the following results.

Lemma 2.39. (i) Let $\phi \in L_{0}^{2}(\partial \Omega)$. The following behaviors at the boundary hold:

$$
\left.\frac{\partial}{\partial \nu} \mathcal{S}_{\Omega, \sharp}^{0}[\phi]\right|_{ \pm}(x)=\left( \pm \frac{1}{2} I+\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}\right)[\phi](x) \text { on } \partial \Omega
$$

where $\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}: L_{0}^{2}(\partial \Omega) \rightarrow L_{0}^{2}(\partial \Omega)$ is given by

$$
\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}[\phi](x)=\text { p.v. } \int_{\partial \Omega} \frac{\partial}{\partial \nu(x)} G_{\sharp}(x-y) \phi(y) d \sigma(y), \quad x \in \partial D .
$$

(ii) If $\phi \in L_{0}^{2}(\partial \Omega)$, then $\mathcal{S}_{\Omega, \sharp}^{0}[\phi]$ is harmonic in $\Omega$ and $Y \backslash \bar{\Omega}$.
(iii) If $|\lambda| \geq \frac{1}{2}$, then the operator $\lambda I-\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}$ is invertible on $L_{0}^{2}(\partial \Omega)$.

Proof. Since $\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}=\left(\mathcal{K}_{\Omega}^{0}\right)^{*}+\mathcal{C}_{\Omega}$ where $\mathcal{C}_{\Omega}$ is a smoothing operator, part (i) immediately follows from 2.8. Part (ii) follows from 2.117) and the fact that $\phi \in L_{0}^{2}(\partial \Omega)$. As a consequence of parts (i) and (ii), it follows that $\lambda I-\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}$ maps $L_{0}^{2}(\partial \Omega)$ into $L_{0}^{2}(\partial \Omega)$. To prove part (iii), we observe that $\mathcal{C}_{\Omega} \operatorname{maps} L^{2}(\partial \Omega)$ into $H^{1}(\partial \Omega)$, and hence it is a compact operator on $L^{2}(\partial \Omega)$. Since, by Lemma 2.2 , $\lambda I-\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is invertible on $L_{0}^{2}(\partial \Omega)$, it suffices, by applying the Fredholm alternative, to show that $\lambda I-\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}$ is one-to-one on $L_{0}^{2}(\partial \Omega)$. We shall prove this fact, using
the same argument as the one introduced in Lemma 2.2 Let $|\lambda| \geq 1 / 2$, and suppose that $\phi \in L_{0}^{2}(\partial \Omega)$ satisfies $\left(\lambda I-\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}\right)[\phi]=0$ and $\phi \neq 0$. Let

$$
A:=\int_{\Omega}\left|\nabla \mathcal{S}_{\Omega, \sharp}^{0}[\phi]\right|^{2} d x, \quad B:=\int_{Y \backslash \bar{\Omega}}\left|\nabla \mathcal{S}_{\Omega, \sharp}^{0}[\phi]\right|^{2} d x .
$$

Then $A \neq 0$. In fact, if $A=0$, then $\mathcal{S}_{\Omega, \sharp}^{0}[\phi]$ is constant in $\Omega$. Therefore $\mathcal{S}_{\Omega, \sharp}^{0}[\phi]$ in $Y \backslash \bar{\Omega}$ is periodic and satisfies $\left.\mathcal{S}_{\Omega, \sharp}^{0}[\phi]\right|_{\partial \Omega}=$ constant. Hence $\mathcal{S}_{\Omega, \sharp}^{0}[\phi]=$ constant in $Y \backslash \bar{\Omega}$. Therefore, by part (i), we get

$$
\phi=\left.\frac{\partial}{\partial \nu} \mathcal{S}_{\Omega, \sharp}^{0}[\phi]\right|_{+}-\left.\frac{\partial}{\partial \nu} \mathcal{S}_{\Omega, \sharp}^{0}[\phi]\right|_{-}=0,
$$

which contradicts our assumption. In a similar way, we can show that $B \neq 0$.
On the other hand, using Green's formula and periodicity, we have

$$
A=\int_{\partial \Omega}\left(-\frac{1}{2} I+\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}\right)[\phi] \mathcal{S}_{\Omega, \sharp}^{0}[\phi] d \sigma, \quad B=-\int_{\partial \Omega}\left(\frac{1}{2} I+\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}\right)[\phi] \mathcal{S}_{\Omega, \sharp}^{0}[\phi] d \sigma .
$$

Since $\left(\lambda I-\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}\right)[\phi]=0$, it follows that

$$
\lambda=\frac{1}{2} \frac{B-A}{B+A} .
$$

Thus, $|\lambda|<1 / 2$, which is a contradiction. This completes the proof.
The following result holds.
Theorem 2.40. Let $u_{p}$ be the unique solution to the transmission problem (2.114). Then $u_{p}, p=1, \ldots, d$, can be expressed as follows

$$
\begin{equation*}
u_{p}(x)=x_{p}+C_{p}+\mathcal{S}_{\Omega, \sharp}^{0}\left(\frac{k+1}{2(k-1)} I-\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}\right)^{-1}\left[\nu_{p}\right](x) \quad \text { in } Y, \tag{2.126}
\end{equation*}
$$

where $C_{p}$ is a constant and $\nu_{p}$ is the p-component of the outward unit normal $\nu$ to $\partial \Omega$.

Proof. Observe that $u_{p}, p=1, \ldots, d$, satisfies

$$
\left\{\begin{array}{l}
\Delta u_{p}=0 \quad \text { in } \Omega \cup(Y \backslash \bar{\Omega}) \\
\left.u_{p}\right|_{+}-\left.u_{p}\right|_{-}=0 \quad \text { on } \partial \Omega \\
\left.\frac{\partial u_{p}}{\partial \nu}\right|_{+}-\left.k \frac{\partial u_{p}}{\partial \nu}\right|_{-}=0 \quad \text { on } \partial \Omega \\
u_{p}-x_{p} \text { periodic with period } 1 \\
\int_{Y} u_{p} d x=0
\end{array}\right.
$$

To prove 2.126, define

$$
V_{p}(x)=\mathcal{S}_{\Omega, \sharp}^{0}\left(\left(\frac{k+1}{2(k-1)} I-\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}\right)^{-1}\left[\nu_{p}\right](x) \quad \text { in } Y .\right.
$$

Then routine calculations show that

$$
\left\{\begin{array}{l}
\Delta V_{p}=0 \text { in } \Omega \cup(Y \backslash \bar{D})  \tag{2.127}\\
\left.V_{p}\right|_{+}-\left.V_{p}\right|_{-}=0 \text { on } \partial \Omega \\
\left.\frac{\partial V_{p}}{\partial \nu}\right|_{+}-\left.k \frac{\partial V_{p}}{\partial \nu}\right|_{-}=(k-1) \nu_{p} \text { on } \partial \Omega \\
V_{p} \text { periodic with period } 1
\end{array}\right.
$$

Thus by choosing $C_{p}$ so that $\int_{Y} u_{p} d x=0$, we get 2.126 which completes the proof.

Consider a general periodic lattice in two dimensions. Suppose that the periodic lattice is given by $r_{n}=n_{1} a^{(1)}+n_{2} a^{(2)}, n=\left(n_{1}, n_{2}\right) \in \mathbb{Z}^{2}$. Here the vectors $a^{(1)}$ and $a^{(2)}$ determine the unit cell $Y:=\left\{s a^{(1)}+t a^{(2)}, s, t \in(-1 / 2,1 / 2)\right\}$ of the array. The reciprocal vector of $r_{n}$ is given by $k_{n} \cdot a^{(i)}=n_{i}, i=1,2$. The periodic Green's function of the Laplacian is defined by

$$
\left\{\begin{array}{l}
\Delta G_{\sharp}^{a}=\sum_{n \in \mathbb{Z}^{2}} \delta_{0}\left(x-r_{n}\right)-\frac{1}{|Y|}, \\
G_{\sharp}^{a}\left(x+r_{n}\right)=G_{\sharp}^{a}(x), \quad \forall n \in \mathbb{Z}^{2} .
\end{array}\right.
$$

Since it is possible to rotate and scale the given lattice in order to satisfy $a^{(1)}=(1,0)$ and $a^{(2)}=(a, b)$ with $b>0$, we can write

$$
r_{n}=n_{1}(1,0)+n_{2}(a, b), \quad k_{n}=n_{1}\left(1,-\frac{a}{b}\right)+n_{2}\left(0, \frac{1}{b}\right), \quad n=\left(n_{1}, n_{2}\right) \in \mathbb{Z}^{2}
$$

Analogously to 2.115, we have

$$
\begin{equation*}
G_{\sharp}^{a}(x)=-\sum_{n \in \mathbb{Z}^{2} \backslash\{0\}} \frac{e^{\sqrt{-1} 2 \pi\left(n_{1} x_{1}+\left(-\frac{a}{b} n_{1}+\frac{1}{b} n_{2}\right) x_{2}\right.}}{4 \pi^{2}\left(n_{1}^{2}+\left(-\frac{a}{b} n_{1}+\frac{1}{b} n_{2}\right)^{2}\right)^{2}} . \tag{2.128}
\end{equation*}
$$

Analogously to Lemma 2.37 , the Neumann-Poincaré operator $\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}$ can be symmetrized. The following lemma holds.

LEMMA 2.41. (i) The operator $\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}: H_{0}^{-\frac{1}{2}}(\partial \Omega) \rightarrow H_{0}^{-\frac{1}{2}}(\partial \Omega)$ is compact self-adjoint equipped with the following inner product

$$
\begin{equation*}
\langle u, v\rangle_{\mathcal{H}_{0}^{*}}=-\left\langle\mathcal{S}_{\Omega, \sharp}^{0}[v], u\right\rangle_{\frac{1}{2},-\frac{1}{2}} \tag{2.129}
\end{equation*}
$$

(ii) Let $\left(\lambda_{j, \sharp}, \varphi_{j, \sharp}\right), j=1,2, \ldots$ be the eigenvalue and normalized eigenfunction pair of $\left(\mathcal{K}_{\Omega, \sharp}^{0}\right)^{*}$ in $\mathcal{H}_{0}^{*}(\partial \Omega)$, then $\lambda_{j, \sharp} \in\left(-\frac{1}{2}, \frac{1}{2}\right)$ and $\lambda_{j, \sharp} \rightarrow 0$ as $j \rightarrow \infty$.
2.6.3. Quasi-Periodic Green's Functions. For $\alpha \in(0,2 \pi)^{d}$, a function $u$ is said to be $\alpha$-quasi-periodic if $e^{-\sqrt{-1} \alpha \cdot x} u$ is periodic.

Let

$$
\begin{equation*}
G_{\alpha}(x)=-\sum_{n \in \mathbb{Z}^{d}} \frac{e^{\sqrt{-1}(2 \pi n+\alpha) \cdot x}}{|2 \pi n+\alpha|^{2}}, \quad \alpha \in(0,2 \pi)^{d} \tag{2.130}
\end{equation*}
$$

We have

$$
\begin{equation*}
\Delta G_{\alpha}(x)=\sum_{n \in \mathbb{Z}^{d}} \delta_{0}(x-n) e^{\sqrt{-1} \alpha \cdot n} \quad \text { in } \mathbb{R}^{d} \tag{2.131}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\left(\Delta+\sqrt{-1} \alpha \cdot \nabla-|\alpha|^{2}\right)\left(e^{-\sqrt{-1} \alpha \cdot x} G_{\alpha}(x)\right)=\sum_{n \in \mathbb{Z}^{d}} \delta_{0}(x-n) \quad \text { in } \mathbb{R}^{d} \tag{2.132}
\end{equation*}
$$

We denote by $\mathcal{S}_{\Omega, \alpha}^{0}, \mathcal{D}_{\Omega, \alpha}^{0}$, and $\left(\mathcal{K}_{\Omega, \alpha}^{0}\right)^{*}$ the $\alpha$-quasi-periodic single- and doublelayer potentials and the $\alpha$-quasi-periodic Neumann-Poincaré operator associated with $G_{\alpha}$, respectively.

Analogously to Lemma 2.37, the quasi-periodic Neumann-Poincaré operator $\left(\mathcal{K}_{\Omega, \alpha}^{0}\right)^{*}$ can be symmetrized. The following lemma holds.

Lemma 2.42. (i) Let $\alpha \in(0,2 \pi)^{2}$. The operator $\left(\mathcal{K}_{\Omega, \alpha}^{0}\right)^{*}: H_{0}^{-\frac{1}{2}}(\partial \Omega) \rightarrow$ $H_{0}^{-\frac{1}{2}}(\partial \Omega)$ is compact self-adjoint equipped with the following inner product

$$
\begin{equation*}
\langle u, v\rangle_{\mathcal{H}_{0}^{*}}=-\left\langle\mathcal{S}_{\Omega, \alpha}^{0}[v], u\right\rangle_{\frac{1}{2},-\frac{1}{2}} \tag{2.133}
\end{equation*}
$$

(ii) Let $\left(\lambda_{j, \alpha}, \varphi_{j, \alpha}\right), j=1,2, \ldots$ be the eigenvalue and normalized eigenfunction pair of $\left(\mathcal{K}_{\Omega, \alpha}^{0}\right)^{*}$ in $\mathcal{H}_{0}^{*}(\partial \Omega)$, then $\lambda_{j, \alpha} \in\left(-\frac{1}{2}, \frac{1}{2}\right)$ and $\lambda_{j, \alpha} \rightarrow 0$ as $j \rightarrow \infty$.
2.6.4. Numerical Implementation. The periodic single layer potential $\mathcal{S}_{\Omega, \sharp}$ can be represented numerically in the same fashion as described previously for the Neumann-Poincaré operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ in Subsection 2.4.5. Recall that the boundary $\partial \Omega$ is parametrized by $x(t)$ for $t \in[0,2 \pi)$. After partitioning the interval $[0,2 \pi)$ into $N$ pieces

$$
\left[t_{1}, t_{2}\right),\left[t_{2}, t_{3}\right), \ldots,\left[t_{N}, t_{N+1}\right)
$$

with $t_{1}=0$ and $t_{N+1}=2 \pi$, we approximate the boundary $\partial \Omega=\left\{x(t) \in \mathbb{R}^{2}: t \in\right.$ $[0,2 \pi)\}$ by $x^{(i)}=x\left(t_{i}\right)$ for $1 \leq i \leq N$. We then represent the infinite dimensional operator $\mathcal{S}_{\Omega, \sharp}$ acting on the density $\varphi$ by a finite dimensional matrix $S$ acting on the coefficient vector $\bar{\varphi}_{i}:=\varphi\left(x^{(i)}\right)$ for $1 \leq i \leq N$. We have

$$
\mathcal{S}_{\Omega, \sharp}[\varphi](x)=\int_{\partial \Omega} G_{\sharp}(x, y) \varphi(y) d \sigma(y),
$$

for $\psi \in L^{2}(\partial \Omega)$ and we represent it numerically by

$$
S \tilde{\psi}=\left(\begin{array}{cccc}
S_{11} & S_{12} & \ldots & S_{1 N} \\
S_{21} & S_{22} & \ldots & S_{2 N} \\
\vdots & & \ddots & \vdots \\
S_{N 1} & \ldots & \ldots & S_{N N}
\end{array}\right)\left(\begin{array}{c}
\bar{\varphi}_{1} \\
\bar{\varphi}_{2} \\
\vdots \\
\bar{\varphi}_{N}
\end{array}\right)
$$

where
$S_{i j}=\frac{1}{4 \pi} \ln \left(\sinh ^{2}\left(\pi\left(x_{2}^{(i)}-x_{2}^{(j)}\right)\right)+\sin ^{2}\left(\pi\left(x_{1}^{(i)}-x_{1}^{(j)}\right)\right)\right)\left|T\left(x^{(j)}\right)\right|\left(t_{j+1}-t_{j}\right), \quad i \neq j$, with $T\left(x^{(i)}\right)$ being the tangent vector at $x^{(i)}$. When $i=j$ we have a logarithmic singularity and therefore we must handle the diagonal terms carefully. Let us explicitly calculate the integrals for the diagonal terms. Let the portion of the boundary starting at $x^{(i)}$ and ending at $x^{(i+1)}$ be parameterized by $s \in\left[0, \varepsilon=\frac{2 \pi}{N}\right)$ and note that $\varepsilon \rightarrow 0$ as the number of discretization points $N \rightarrow \infty$. Therefore, using the Taylor expansion 2.113 given in the proof of Lemma 2.37 the expression we need to calculate for the diagonal terms is:

$$
S_{i i}=\frac{1}{2 \pi} \int_{0}^{\varepsilon} \ln \left(\pi\left|x^{(i)}-x(s)\right|\right)|T(s)| d s
$$

Taylor expanding for small $s$ this expression becomes

$$
S_{i i}=\frac{1}{2 \pi} \int_{0}^{\varepsilon} \ln \left(\pi\left|x^{(i)}-\left(x(0)+x^{\prime}(0) s+O\left(s^{2}\right)\right)\right|\right)\left|T(0)+T^{\prime}(0) s+O\left(s^{2}\right)\right| d s
$$

Noting that $x^{(i)}=x(0)$ and $T^{(i)}=x^{\prime}(0)$ we have

$$
S_{i i} \approx \frac{\left|T^{(i)}\right|}{2 \pi} \int_{0}^{\varepsilon} \ln \left(\pi\left|T^{(i)}\right| s\right) d s
$$



Figure 2.3. The periodic Green's function $G_{\sharp}$ for the Laplace equation.
as $\varepsilon \rightarrow 0$. As $\int_{0}^{\varepsilon} \ln (a s) d s=\varepsilon(\ln (a \varepsilon)-1)$ this means that

$$
\begin{aligned}
S_{i i} & \approx \frac{\left|T^{(i)}\right| \varepsilon}{2 \pi}\left(\ln \left(\pi\left|T^{(i)}\right| \varepsilon\right)-1\right) \\
& =\frac{\left|T^{(i)}\right|}{N}\left(\ln \left(\frac{2 \pi^{2}}{N}\left|T^{(i)}\right|\right)-1\right)
\end{aligned}
$$

and we have found an explicit representation for the diagonal terms of the matrix $S$.

For the periodic Neumann-Poincaré operator $\mathcal{K}_{\Omega, \sharp}^{*}$, the terms of the corresponding discretization matrix $K$ are given by

$$
\begin{aligned}
K_{i j}= & \frac{1}{2}\left[\frac{\nu_{1}^{(i)} \sin \left(\pi \tilde{x}_{1}\right) \cos \left(\pi \tilde{x}_{1}\right)}{\sinh ^{2}\left(\pi \tilde{x}_{2}\right)+\sin ^{2}\left(\pi \tilde{x}_{1}\right)}\right. \\
& \left.+\frac{\nu_{2}^{(i)} \sinh \left(\pi \tilde{x}_{2}\right) \cosh \left(\pi \tilde{x}_{2}\right)}{\sinh ^{2}\left(\pi \tilde{x}_{2}\right)+\sin ^{2}\left(\pi \tilde{x}_{1}\right)}\right]\left|T^{(j)}\right|\left(t_{j+1}-t_{j}\right), \quad i \neq j
\end{aligned}
$$

where $\tilde{x}=x^{(i)}-x^{(i+1)}$. With regard to the diagonal terms, observe that in light of 2.113 we have precisely the same singularity as for the non-periodic case and therefore we can use the same expression for the diagonal terms of the periodic version of the discretization matrix, that is:

$$
\begin{equation*}
K_{i i} \approx-\frac{1}{2 N} \frac{\left.\left\langle a^{(i)}\right), \nu^{(i)}\right\rangle}{\left|T^{(i)}\right|} \tag{2.134}
\end{equation*}
$$

The periodic Green's function $G_{\sharp}$, which can be seen in Figure 2.3, and the associated layer potentials $\mathcal{S}_{\Omega, \sharp}$ and $\mathcal{K}_{\Omega, \sharp}^{*}$ are implemented in Code Periodic Green's Function Laplace.

### 2.7. Shape Derivatives of Layer Potentials

In this section, we compute shape derivatives of layer potentials (see Appendix B. 3 for the definition of the shape derivative). These calculations will be used for the sensitivity analysis with respect to changes in the shape of a cavity or a resonator of eigenmodes or resonant modes.

Let $D$ be a bounded domain of class $\mathcal{C}^{2}$ and $D_{\epsilon}$ be an $\epsilon$-perturbation of $D$; i.e., let $h \in \mathcal{C}^{2}(\partial D)$ and $\partial D_{\epsilon}$ be given by

$$
\partial D_{\epsilon}=\{\tilde{x}: \tilde{x}=x+\epsilon h(x) \nu(x), x \in \partial D\} .
$$

In this section we derive full asymptotic expansions of $\mathcal{S}_{D_{\epsilon}}^{\omega}$ and $\left(\mathcal{K}_{D_{\epsilon}}^{\omega}\right)^{*}$ in terms of $\epsilon$.

Let $a, b \in \mathbb{R}$, with $a<b$, and let $X(t):[a, b] \rightarrow \mathbb{R}^{2}$ be the arclength parametrization of $\partial D$; namely, $X$ is a $\mathcal{C}^{2}$-function satisfying $\left|X^{\prime}(t)\right|=1$ for all $t \in[a, b]$ and

$$
\partial D:=\{x=X(t), t \in[a, b]\} .
$$

Then the outward unit normal to $\partial D, \nu(x)$, is given by $\nu(x)=R_{-\pi / 2} X^{\prime}(t)$, where $R_{-\pi / 2}$ is the rotation by $-\pi / 2$, the tangential vector at $x, T(x)=X^{\prime}(t)$, and $X^{\prime}(t) \perp X^{\prime \prime}(t)$. Set the curvature $\tau(x)$ to be defined by

$$
X^{\prime \prime}(t)=\tau(x) \nu(x)
$$

We sometimes use $h(t)$ for $h(X(t))$ and $h^{\prime}(t)$ for the tangential derivative of $h(x)$.
Then, $\tilde{X}(t)=X(t)+\epsilon h(t) \nu(x)=X(t)+\epsilon h(t) R_{-\pi / 2} X^{\prime}(t)$ is a parametrization of $\partial D_{\epsilon}$. By $\tilde{\nu}(\tilde{x})$, we denote the outward unit normal to $\partial D_{\epsilon}$ at $\tilde{x}$. Then, we have

$$
\begin{align*}
\tilde{\nu}(\tilde{x}) & =\frac{R_{-\pi / 2} \tilde{X}^{\prime}(t)}{\left|\tilde{X}^{\prime}(t)\right|} \\
& =\frac{(1-\epsilon h(t) \tau(x)) \nu(x)-\epsilon h^{\prime}(t) X^{\prime}(t)}{\sqrt{\epsilon^{2} h^{\prime}(t)^{2}+(1-\epsilon h(t) \tau(x))^{2}}} \\
& =\frac{(1-\epsilon h(t) \tau(x)) \nu(x)-\epsilon h^{\prime}(t) T(x)}{\sqrt{\epsilon^{2} h^{\prime}(t)^{2}+(1-\epsilon h(t) \tau(x))^{2}}} \tag{2.135}
\end{align*}
$$

and hence $\tilde{\nu}(\tilde{x})$ can be expanded uniformly as

$$
\begin{equation*}
\tilde{\nu}(\tilde{x})=\sum_{n=0}^{+\infty} \epsilon^{n} \nu^{(n)}(x), \quad x \in \partial D \tag{2.136}
\end{equation*}
$$

where the vector-valued functions $\nu^{(n)}$ are bounded. In particular, the first two terms are given by

$$
\nu^{(0)}(x)=\nu(x), \quad \nu^{(1)}(x)=-h^{\prime}(t) T(x)
$$

Likewise, we get a uniformly convergent expansion for the length element $d \sigma_{\epsilon}(\tilde{y})$ : (2.137)

$$
d \sigma_{\epsilon}(\tilde{y})=\left|\tilde{X}^{\prime}(s)\right| d s=\sqrt{(1-\epsilon \tau(s) h(s))^{2}+\epsilon^{2} h^{2}(s)} d s=\sum_{n=0}^{+\infty} \epsilon^{n} \sigma^{(n)}(y) d \sigma(y)
$$

where $\sigma^{(n)}$ are bounded functions and

$$
\begin{equation*}
\sigma^{(0)}(y)=1, \quad \sigma^{(1)}(y)=-\tau(y) h(y) \tag{2.138}
\end{equation*}
$$

Set

$$
\begin{aligned}
& x=X(t), \tilde{x}=\tilde{X}(t)=x+\epsilon h(t) R_{-\frac{\pi}{2}} X^{\prime}(t) \\
& y=X(s), \tilde{y}=\tilde{X}(s)=y+\epsilon h(s) R_{-\frac{\pi}{2}} X^{\prime}(s)
\end{aligned}
$$

Since

$$
\begin{equation*}
\tilde{x}-\tilde{y}=x-y+\epsilon(h(t) \nu(x)-h(s) \nu(y)) \tag{2.139}
\end{equation*}
$$

we get
(2.140) $|\tilde{x}-\tilde{y}|^{2}=|x-y|^{2}+2 \epsilon\langle x-y, h(t) \nu(x)-h(s) \nu(y)\rangle+\epsilon^{2}|h(t) \nu(x)-h(s) \nu(y)|^{2}$, and hence $H_{0}^{(1)}(\omega|\tilde{x}-\tilde{y}|)$ is equal to

$$
H_{0}^{(1)}\left(\omega|x-y|\left(\sqrt{\left.1+\frac{2 \epsilon\langle x-y, h(t) \nu(x)-h(s) \nu(y)\rangle+\epsilon^{2}|h(t) \nu(x)-h(s) \nu(y)|^{2}}{|x-y|^{2}}\right)}\right) .\right.
$$

Therefore, we can write

$$
H_{0}^{(1)}(\omega|\tilde{x}-\tilde{y}|)=\sum_{n=0}^{+\infty} \epsilon^{n} H_{n}^{\omega}(x, y)
$$

where the series converges absolutely and uniformly and in particular,

$$
H_{0}^{\omega}(x, y)=H_{0}^{(1)}(\omega|x-y|)
$$

and

$$
H_{1}^{\omega}(x, y)=\omega\left(H_{0}^{(1)}\right)^{\prime}(\omega|x-y|) \frac{\langle x-y, h(t) \nu(x)-h(s) \nu(y)\rangle}{|x-y|}
$$

Introduce a sequence of integral operators $\left(\mathcal{S}_{D, \omega}^{(n)}\right)_{n \in \mathbb{N}}$, defined for any $\phi \in$ $L^{2}(\partial D)$ by

$$
\mathcal{S}_{D, \omega}^{(n)}[\phi](x)=-\frac{\sqrt{-1}}{4} \sum_{m=0}^{n} \int_{\partial D} H_{m}^{\omega}(x, y) \sigma^{(n-m)}(y) \phi(y) d \sigma(y) \quad \text { for } n \geq 0
$$

Let $\Psi_{\epsilon}$ be the diffeomorphism from $\partial D$ onto $\partial D_{\epsilon}$ given by

$$
\Psi_{\epsilon}(x)=x+\epsilon h(t) \nu(x)
$$

where $x=X(t)$.
The following lemma holds.
Lemma 2.43. Let $N \in \mathbb{N}$. There exists $C$ depending only on $N,\|X\|_{\mathcal{C}^{2}}$, and $\|h\|_{\mathcal{C}^{2}}$ such that for any $\tilde{\phi} \in L^{2}\left(\partial D_{\epsilon}\right)$,

$$
\begin{equation*}
\left\|\left(\mathcal{S}_{D_{\epsilon}}^{\omega}[\tilde{\phi}]\right) \circ \Psi_{\epsilon}-\mathcal{S}_{D}^{\omega}[\phi]-\sum_{n=1}^{N} \epsilon^{n} \mathcal{S}_{D, \omega}^{(n)}[\phi]\right\|_{L^{2}(\partial D)} \leq C \epsilon^{N+1}\|\phi\|_{L^{2}(\partial D)} \tag{2.141}
\end{equation*}
$$

where $\phi:=\tilde{\phi} \circ \Psi_{\epsilon}$.

Turning now to the operator $\left(\mathcal{K}_{D_{\epsilon}}^{\omega}\right)^{*}$, we first note that

$$
\left(\mathcal{K}_{D_{\epsilon}}^{\omega}\right)^{*}=\left(\mathcal{K}_{D_{\epsilon}}^{0}\right)^{*}+\mathcal{R}_{D_{\epsilon}}
$$

where $\mathcal{R}_{D_{\epsilon}}$ has a smooth kernel so that we can write

$$
\begin{equation*}
\left(\mathcal{R}_{D_{\epsilon}}[\tilde{\phi}]\right) \circ \Psi_{\epsilon}=\sum_{n=0}^{+\infty} \epsilon^{n} \int_{\partial D} r_{n}(x, y) \phi(y) d \sigma(y) \tag{2.142}
\end{equation*}
$$

where $r_{n}$ are smooth kernels and the series converges absolutely and uniformly. It suffices then to expand $\left(\mathcal{K}_{D_{\epsilon}}^{0}\right)^{*}$ with respect to $\epsilon$.

From 2.140, it follows that

$$
\begin{equation*}
\frac{1}{|\tilde{x}-\tilde{y}|^{2}}=\frac{1}{|x-y|^{2}} \frac{1}{1+2 \epsilon F(x, y)+\epsilon^{2} G(x, y)} \tag{2.143}
\end{equation*}
$$

where

$$
F(x, y)=\frac{\langle x-y, h(t) \nu(x)-h(s) \nu(y)\rangle}{|x-y|^{2}}
$$

and

$$
G(x, y)=\frac{|h(t) \nu(x)-h(s) \nu(y)|^{2}}{|x-y|^{2}}
$$

One can easily see that

$$
|F(x, y)|+|G(x, y)|^{\frac{1}{2}} \leq C\|X\|_{\mathcal{C}^{2}}\|h\|_{\mathcal{C}^{2}}
$$

It follows from (2.135), 2.137), 2.139, and (2.143) that

$$
\begin{aligned}
& \frac{\langle\tilde{x}-\tilde{y}, \tilde{\nu}(\tilde{x})\rangle}{|\tilde{x}-\tilde{y}|^{2}} d \sigma_{\epsilon}(\tilde{y})=\left(\frac{\langle x-y, \nu(x)\rangle}{|x-y|^{2}}+\epsilon\left[\frac{\langle h(t) \nu(x)-h(s) \nu(y), \nu(x)\rangle}{|x-y|^{2}}\right.\right. \\
& \left.\quad-\frac{\left\langle x-y, \tau(x) h(t) \nu(x)+h^{\prime}(t) T(x)\right\rangle}{|x-y|^{2}}\right] \\
& \left.\quad-\epsilon^{2} \frac{\left\langle h(t) \nu(x)-h(s) \nu(y), \tau(x) h(t) \nu(x)+h^{\prime}(t) T(x)\right\rangle}{|x-y|^{2}}\right) \\
& \quad \times \frac{1}{1+2 \epsilon F(x, y)+\epsilon^{2} G(x, y)} \frac{\sqrt{(1-\epsilon \tau(y) h(s))^{2}+\epsilon^{2} h^{\prime 2}(s)}}{\sqrt{(1-\epsilon \tau(x) h(t))^{2}+\epsilon^{2} h^{\prime 2}(t)}} d \sigma(y) \\
& :=\left(K_{0}(x, y)+\epsilon K_{1}(x, y)+\epsilon^{2} K_{2}(x, y)\right) \\
& \quad \times \frac{1}{1+2 \epsilon F(x, y)+\epsilon^{2} G(x, y)} \frac{\sqrt{(1-\epsilon \tau(y) h(s))^{2}+\epsilon^{2} h^{\prime 2}(s)}}{\sqrt{(1-\epsilon \tau(x) h(t))^{2}+\epsilon^{2} h^{\prime 2}(t)}} d \sigma(y) .
\end{aligned}
$$

Let

$$
\frac{1}{1+2 \epsilon F(x, y)+\epsilon^{2} G(x, y)} \frac{\sqrt{(1-\epsilon \tau(y) h(s))^{2}+\epsilon^{2} h^{2}(s)}}{\sqrt{(1-\epsilon \tau(x) h(t))^{2}+\epsilon^{2} h^{\prime 2}(t)}}=\sum_{n=0}^{+\infty} \epsilon^{n} F_{n}(x, y)
$$

where the series converges absolutely and uniformly. In particular, we can easily see that

$$
F_{0}(x, y)=1, \quad F_{1}(x, y)=-2 F(x, y)+\tau(x) h(x)-\tau(y) h(y)
$$

Then we now have

$$
\begin{aligned}
& \frac{\langle\tilde{x}-\tilde{y}, \tilde{\nu}(\tilde{x})\rangle}{|\tilde{x}-\tilde{y}|^{2}} d \sigma_{\epsilon}(\tilde{y})=\frac{\langle x-y, \nu(x)\rangle}{|x-y|^{2}} d \sigma(y)+\epsilon\left(K_{0}(x, y) F_{1}(x, y)+K_{1}(x, y)\right) d \sigma(y) \\
& +\epsilon^{2} \sum_{n=0}^{+\infty} \epsilon^{n}\left(F_{n+2}(x, y) K_{0}(x, y)+F_{n+1}(x, y) K_{1}(x, y)+F_{n}(x, y) K_{2}(x, y)\right) d \sigma(y)
\end{aligned}
$$

Therefore, we obtain that

$$
\frac{\langle\tilde{x}-\tilde{y}, \tilde{\nu}(\tilde{x})\rangle}{|\tilde{x}-\tilde{y}|^{2}} d \sigma_{\epsilon}(\tilde{y})=\sum_{n=0}^{+\infty} \epsilon^{n} \mathbb{k}_{n}(x, y) d \sigma(y)
$$

where

$$
\mathbb{k}_{0}(x, y)=\frac{\langle x-y, \nu(x)\rangle}{|x-y|^{2}}, \quad \mathbb{k}_{1}(x, y)=K_{0}(x, y) F_{1}(x, y)+K_{1}(x, y)
$$

and for any $n \geq 2$,

$$
\mathbb{k}_{n}(x, y)=F_{n}(x, y) K_{0}(x, y)+F_{n-1}(x, y) K_{1}(x, y)+F_{n-2}(x, y) K_{2}(x, y)
$$

Introduce a sequence of integral operators $\left(\mathcal{K}_{D}^{(n)}\right)_{n \in \mathbb{N}}$, defined for any $\phi \in$ $L^{2}(\partial D)$ by

$$
\begin{equation*}
\mathcal{K}_{D}^{(n)}[\phi](x)=\int_{\partial D} \mathbb{k}_{n}(x, y) \phi(y) d \sigma(y) \quad \text { for } n \geq 0 \tag{2.144}
\end{equation*}
$$

Note that $\mathcal{K}_{D}^{(0)}=\left(\mathcal{K}_{D}^{0}\right)^{*}$. Observe that the same operator with the kernel $\mathbb{k}_{n}(x, y)$ replaced with $K_{j}(x, y), j=0,1,2$, is bounded on $L^{2}(\partial D)$. In fact, it is an immediate consequence of the theorem of Coifman, McIntosh, and Meyer 177. Therefore, each $\mathcal{K}_{D}^{(n)}$ is bounded on $L^{2}(\partial D)$.

The following lemma from 61 holds.
Lemma 2.44. Let $N_{\sim} \in \mathbb{N}$. There exists $C$ depending only on $N,\|X\|_{\mathcal{C}^{2}}$, and $\|h\|_{\mathcal{C}^{2}}$ such that for any $\tilde{\phi} \in L^{2}\left(\partial D_{\epsilon}\right)$,

$$
\begin{equation*}
\left\|\left(\left(\mathcal{K}_{D_{\epsilon}}^{0}\right)^{*}[\tilde{\phi}]\right) \circ \Psi_{\epsilon}-\left(\mathcal{K}_{D}^{0}\right)^{*}[\phi]-\sum_{n=1}^{N} \epsilon^{n} \mathcal{K}_{D}^{(n)}[\phi]\right\|_{L^{2}(\partial D)} \leq C \epsilon^{N+1}\|\phi\|_{L^{2}(\partial D)} \tag{2.145}
\end{equation*}
$$

where $\phi:=\tilde{\phi} \circ \Psi_{\epsilon}$.
Now combining 2.142 and 2.145 immediately yields a full asymptotic expansion of $\left(\mathcal{K}_{D_{\epsilon}}^{\omega}\right)^{*}$ with respect to $\epsilon$ and allows us to write

$$
\begin{equation*}
\left(\mathcal{K}_{D_{\epsilon}}^{\omega}\right)^{*}[\cdot] \circ \Psi_{\epsilon}=\left(\mathcal{K}_{D}^{\omega}\right)^{*}[\cdot]+\epsilon \mathcal{K}_{D, \omega}^{(1)}[\cdot]+\epsilon^{2} \mathcal{K}_{D, \omega}^{(2)}[\cdot]+\ldots \tag{2.146}
\end{equation*}
$$

where each operator $\mathcal{K}_{D, \omega}^{(n)}$ is bounded on $L^{2}(\partial D)$.

### 2.8. Layer Potentials for the Helmholtz Equation

In this section we review a number of basic facts and results regarding the layer potentials associated with the Helmholtz equation. The integral equations applying to the eigenvalue problem will be obtained from a study of these layer potentials.
2.8.1. Fundamental Solution. For $\omega>0$, a fundamental solution $\Gamma_{\omega}(x)$ to the Helmholtz operator $\Delta+\omega^{2}$ in $\mathbb{R}^{d}, d=2,3$, is given by

$$
\Gamma_{\omega}(x)= \begin{cases}-\frac{\sqrt{-1}}{4} H_{0}^{(1)}(\omega|x|), & d=2  \tag{2.147}\\ -\frac{e^{\sqrt{-1} \omega|x|}}{4 \pi|x|}, & d=3\end{cases}
$$

for $x \neq 0$, where $H_{0}^{(1)}$ is the Hankel function of the first kind of order 0 . For the Hankel function we refer, for instance, to $\mathbf{3 1 3}$. The only relevant fact we shall recall here is the following behavior of the Hankel function near 0:

$$
\begin{equation*}
-\frac{\sqrt{-1}}{4} H_{0}^{(1)}(\omega|x|)=\frac{1}{2 \pi} \ln |x|+\eta_{\omega}+\sum_{j=1}^{+\infty}\left(b_{j} \ln (\omega|x|)+c_{j}\right)(\omega|x|)^{2 j} \tag{2.148}
\end{equation*}
$$

where

$$
b_{j}=\frac{(-1)^{j}}{2 \pi} \frac{1}{2^{2 j}(j!)^{2}}, \quad c_{j}=b_{j}\left(\gamma-\ln 2-\frac{\pi \sqrt{-1}}{2}-\sum_{l=1}^{j} \frac{1}{l}\right)
$$

and the constant $\eta_{\omega}=(1 / 2 \pi)(\ln \omega+\gamma-\ln 2)-\sqrt{-1} / 4, \gamma$ being the Euler constant. It is known (see, for example, $[\mathbf{3 1 3}, \mathbf{1 7 9}$ ) that for large values of $t$ we have

$$
\begin{align*}
H_{0}^{(1)}(t) & =\sqrt{\frac{2}{\pi t}} e^{\sqrt{-1}\left(t-\frac{\pi}{4}\right)}\left[1+O\left(\frac{1}{t}\right)\right],  \tag{2.149}\\
\frac{d}{d t} H_{0}^{(1)}(t) & =\sqrt{\frac{2}{\pi t}} e^{\sqrt{-1}\left(t+\frac{\pi}{4}\right)}\left[1+O\left(\frac{1}{t}\right)\right],
\end{align*}
$$

Using 2.149 in two dimensions and the explicit form of $\Gamma_{\omega}$ in three dimensions, one can see that

$$
\frac{x}{|x|} \cdot \nabla \Gamma_{\omega}(x)-\sqrt{-1} \omega \Gamma_{\omega}(x)= \begin{cases}O\left(|x|^{-3 / 2}\right), & d=2  \tag{2.150}\\ O\left(|x|^{-2}\right), & d=3\end{cases}
$$

This is exactly the Sommerfeld radiation condition one should impose in order to select the physical solution. The Sommerfeld radiation condition is also called the outgoing radiation condition and $\Gamma_{\omega}$ the outgoing fundamental solution to the Helmholtz equation.
2.8.2. Single- and Double-Layer Potentials. For a bounded Lipschitz domain $\Omega$ in $\mathbb{R}^{d}$ and $\omega>0$, let $\mathcal{S}_{\Omega}^{\omega}$ and $\mathcal{D}_{\Omega}^{\omega}$ be the single- and double-layer potentials defined by $\Gamma_{\omega}$; that is,

$$
\begin{align*}
\mathcal{S}_{\Omega}^{\omega}[\varphi](x) & =\int_{\partial \Omega} \Gamma_{\omega}(x-y) \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{d}  \tag{2.151}\\
\mathcal{D}_{\Omega}^{\omega}[\varphi](x) & =\int_{\partial \Omega} \frac{\partial \Gamma_{\omega}(x-y)}{\partial \nu(y)} \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{d} \backslash \partial \Omega \tag{2.152}
\end{align*}
$$

for $\varphi \in L^{2}(\partial \Omega)$. Then $\mathcal{S}_{\Omega}^{\omega}[\varphi]$ and $\mathcal{D}_{\Omega}^{\omega}[\varphi]$ satisfy the Helmholtz equation

$$
\left(\Delta+\omega^{2}\right) u=0 \quad \text { in } \Omega \text { and in } \mathbb{R}^{d} \backslash \bar{\Omega}
$$

Moreover, in view of 2.150, both of them satisfy the Sommerfeld radiation condition, namely,

$$
\begin{equation*}
\left|\frac{\partial u}{\partial r}-\sqrt{-1} \omega u\right|=O\left(r^{-(d+1) / 2}\right) \quad \text { as } r=|x| \rightarrow+\infty \quad \text { uniformly in } \frac{x}{|x|} \tag{2.153}
\end{equation*}
$$

Let us make note of a Green's formula to be used later. If $\left(\Delta+\omega^{2}\right) u=0$ in $\Omega$ and $\partial u / \partial \nu \in L^{2}(\partial \Omega)$, then

$$
-\mathcal{S}_{\Omega}^{\omega}\left[\left.\frac{\partial u}{\partial \nu}\right|_{-}\right](x)+\mathcal{D}_{\Omega}^{\omega}[u](x)= \begin{cases}u(x), & x \in \Omega  \tag{2.154}\\ 0, & x \in \mathbb{R}^{d} \backslash \bar{\Omega}\end{cases}
$$

A formula similar to 2.154 holds for the solution to the Helmholtz equation in $\mathbb{R}^{d} \backslash \bar{\Omega}$ subject to the Sommerfeld radiation condition 2.153.

Analogously to (2.7) and 2.8 , the following formulas give the jump relations obeyed by the double-layer potential and by the normal derivative of the single-layer potential on general Lipschitz domains:

$$
\begin{gather*}
\left.\frac{\partial\left(\mathcal{S}_{\Omega}^{\omega}[\varphi]\right)}{\partial \nu}\right|_{ \pm}(x)=\left( \pm \frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}\right)[\varphi](x) \quad \text { a.e. } x \in \partial \Omega  \tag{2.155}\\
\left.\left(\mathcal{D}_{\Omega}^{\omega}[\varphi]\right)\right|_{ \pm}(x)=\left(\mp \frac{1}{2} I+\mathcal{K}_{\Omega}^{\omega}\right)[\varphi](x) \quad \text { a.e. } x \in \partial \Omega \tag{2.156}
\end{gather*}
$$

for $\varphi \in L^{2}(\partial \Omega)$, where $\mathcal{K}_{\Omega}^{\omega}$ is the singular integral operator defined by

$$
\mathcal{K}_{\Omega}^{\omega}[\varphi](x)=\text { p.v. } \int_{\partial \Omega} \frac{\partial \Gamma_{\omega}(x-y)}{\partial \nu(y)} \varphi(y) d \sigma(y)
$$

and $\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}$ is the $L^{2}$-adjoint of $\mathcal{K}_{\Omega}^{-\omega}$, that is,

$$
\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}[\varphi](x)=\text { p.v. } \int_{\partial \Omega} \frac{\partial \Gamma_{\omega}(x-y)}{\partial \nu(x)} \varphi(y) d \sigma(y)
$$

Moreover, analogously to 2.10 , for $\varphi \in H^{\frac{1}{2}}(\partial \Omega)$,

$$
\begin{equation*}
\left.\frac{\partial}{\partial \nu} \mathcal{D}_{\Omega}^{\omega}[\varphi]\right|_{-}(x)=\left.\frac{\partial}{\partial \nu} \mathcal{D}_{\Omega}^{\omega}[\varphi]\right|_{+}(x) \quad \text { in } H^{-\frac{1}{2}}(\partial \Omega) \tag{2.157}
\end{equation*}
$$

The singular integral operators $\mathcal{K}_{\Omega}^{\omega}$ and $\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}$ are bounded on $L^{2}(\partial \Omega)$. Since $\Gamma_{\omega}(x)-\Gamma_{0}(x)=C+O(|x|)$ as $|x| \rightarrow 0$ where $C$ is constant, we deduce that $\mathcal{K}_{\Omega}^{\omega}-\mathcal{K}_{\Omega}^{0}$ is bounded from $L^{2}(\partial \Omega)$ into $H^{1}(\partial \Omega)$ and hence is compact on $L^{2}(\partial \Omega)$. If $\Omega$ is $\mathcal{C}^{1, \eta}, \eta>0$, then $\mathcal{K}_{\Omega}^{0}$ itself is compact on $L^{2}(\partial \Omega)$ and so is $\mathcal{K}_{\Omega}^{\omega}$.
2.8.3. Low-Frequency Asymptotic Expansions of Layer Potentials. We recall some basic asymptotic expansion for the layer potentials in three and two dimensions.
2.8.3.1. Expansions in Three Dimensions. We first consider the single layer potential. We have the following asymptotic expansion as $\omega \rightarrow 0$ :

$$
\begin{equation*}
\mathcal{S}_{\Omega}^{\omega}=\mathcal{S}_{\Omega}^{0}+\sum_{j=1}^{\infty} \omega^{j} \mathcal{S}_{\Omega, j} \tag{2.158}
\end{equation*}
$$

where

$$
\mathcal{S}_{\Omega, j}[\psi](x)=-\frac{\sqrt{-1}}{4 \pi} \int_{\partial \Omega} \frac{(\sqrt{-1}|x-y|)^{j-1}}{j!} \psi(y) d \sigma(y)
$$

In particular, we have

$$
\begin{align*}
\mathcal{S}_{\Omega, 1}[\psi](x) & =-\frac{\sqrt{-1}}{4 \pi} \int_{\partial \Omega} \psi(y) d \sigma(y)  \tag{2.159}\\
\mathcal{S}_{\Omega, 2}[\psi](x) & =-\frac{1}{8 \pi} \int_{\partial \Omega}|x-y| \psi(y) d \sigma(y) \tag{2.160}
\end{align*}
$$

Lemma 2.45. The norm $\left\|\mathcal{S}_{\Omega, j}\right\|_{\mathcal{L}\left(L^{2}(\partial \Omega), H^{1}(\partial \Omega)\right)}$ is uniformly bounded with respect to $j$. Moreover, the series in 2.158) is convergent in $\mathcal{L}\left(L^{2}(\partial \Omega), H^{1}(\partial \Omega)\right)$.

We now consider the boundary integral operator $\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}$. We have

$$
\begin{equation*}
\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}=\left(\mathcal{K}_{\Omega}^{0}\right)^{*}+\omega \mathcal{K}_{\Omega, 1}+\omega^{2} \mathcal{K}_{\Omega, 2}+\ldots \tag{2.161}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{K}_{\Omega, j}[\psi](x) & =-\frac{\sqrt{-1}}{4 \pi} \int_{\partial \Omega} \frac{\partial(\sqrt{-1}|x-y|)^{j-1}}{j!\partial \nu(x)} \psi(y) d \sigma(y) \\
& =-\frac{(\sqrt{-1})^{j}(j-1)}{4 \pi j!} \int_{\partial \Omega}|x-y|^{j-3}(x-y) \cdot \nu(x) \psi(y) d \sigma(y)
\end{aligned}
$$

In particular, we have

$$
\begin{aligned}
\mathcal{K}_{\Omega, 1} & =0 \\
\mathcal{K}_{\Omega, 2}[\psi](x) & =\frac{1}{8 \pi} \int_{\partial \Omega} \frac{(x-y) \cdot \nu(x)}{|x-y|} \psi(y) d \sigma(y) \\
\mathcal{K}_{\Omega, 3}[\psi](x) & =\frac{\sqrt{-1}}{12 \pi} \int_{\partial D}(x-y) \cdot \nu(x) \psi(y) d \sigma(y)
\end{aligned}
$$

Lemma 2.46. The norm $\left\|\mathcal{K}_{\Omega, j}\right\|_{\mathcal{L}\left(L^{2}(\partial \Omega)\right)}$ is uniformly bounded for $j \geq 1$. Moreover, the series in 2.161) is convergent in $\mathcal{L}\left(L^{2}(\partial \Omega)\right)$.

Lemma 2.47. The following identities hold:
$\mathcal{K}_{\Omega, 2}^{*}[1](x)=\frac{1}{8 \pi} \int_{\partial \Omega} \frac{(y-x) \cdot \nu(y)}{|y-x|} d \sigma(y)=\frac{1}{8 \pi} \int_{\Omega} \nabla \cdot \frac{y-x}{|y-x|} d y=\frac{1}{4 \pi} \int_{\Omega} \frac{1}{|y-x|} d y$.
(ii)
$\mathcal{K}_{\Omega, 3}^{*}[1](x)=\frac{-\sqrt{-1}}{12 \pi} \int_{\partial \Omega}(y-x) \cdot \nu(y) d \sigma(y)=\frac{-\sqrt{-1}}{12 \pi} \int_{\Omega} \nabla \cdot(y-x) d y=\frac{-\sqrt{-1}}{4 \pi}|\Omega|$.
2.8.3.2. Expansions in Two Dimensions. From 2.148, it follows that the singlelayer potential for the Helmholtz equation in two dimensions has the following expansion as $\omega \rightarrow 0$ :

$$
\begin{equation*}
\mathcal{S}_{\Omega}^{\omega}=\widehat{\mathcal{S}}_{\Omega}^{\omega}+\sum_{j=1}^{\infty}\left(\omega^{2 j} \ln \omega\right) \mathcal{S}_{\Omega, j}^{(1)}+\sum_{j=1}^{\infty} \omega^{2 j} \mathcal{S}_{\Omega, j}^{(2)} \tag{2.162}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{\mathcal{S}}_{\Omega}^{\omega}[\psi](x)=\mathcal{S}_{\Omega}^{0}[\psi](x)+\eta_{\omega} \int_{\partial \Omega} \psi d \sigma \tag{2.163}
\end{equation*}
$$

and

$$
\begin{aligned}
\mathcal{S}_{\Omega, j}^{(1)}[\psi](x) & =\int_{\partial \Omega} b_{j}|x-y|^{2 j} \psi(y) d \sigma(y) \\
\mathcal{S}_{\Omega, j}^{(2)}[\psi](x) & =\int_{\partial \Omega}|x-y|^{2 j}\left(b_{j} \ln |x-y|+c_{j}\right) \psi(y) d \sigma(y)
\end{aligned}
$$

We next consider the boundary integral operator $\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}$. We have

$$
\begin{equation*}
\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}=\left(\mathcal{K}_{\Omega}^{0}\right)^{*}+\sum_{j=1}^{\infty}\left(\omega^{2 j} \ln \omega\right) \mathcal{K}_{\Omega, j}^{(1)}+\sum_{j=1}^{\infty} \omega^{2 j} \mathcal{K}_{\Omega, j}^{(2)}, \tag{2.164}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{K}_{\Omega, j}^{(1)}[\psi](x) & =\int_{\partial \Omega} b_{j} \frac{\partial|x-y|^{2 j}}{\partial \nu(x)} \psi(y) d \sigma(y), \\
\mathcal{K}_{\Omega, j}^{(2)}[\psi](x) & =\int_{\partial \Omega} \frac{\partial\left(|x-y|^{2 j}\left(b_{j} \ln |x-y|+c_{j}\right)\right)}{\nu(x)} \psi(y) d \sigma(y) .
\end{aligned}
$$

Lemma 2.48. The following estimates hold in $\mathcal{L}\left(L^{2}(\partial \Omega), H^{1}(\partial \Omega)\right)$ and $\mathcal{L}\left(L^{2}(\partial \Omega), L^{2}(\partial \Omega)\right)$, respectively:

$$
\begin{aligned}
\mathcal{S}_{\Omega}^{\omega} & =\widehat{\mathcal{S}}_{\Omega}^{\omega}+\omega^{2} \ln \omega \mathcal{S}_{\Omega, 1}^{(1)}+\omega^{2} \mathcal{S}_{\Omega, 1}^{(2)}+O\left(\omega^{4} \ln \omega\right) \\
\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*} & =\left(\mathcal{K}_{\Omega}^{0}\right)^{*}+\omega^{2} \ln \omega \mathcal{K}_{\Omega, 1}^{(1)}+\omega^{2} \mathcal{K}_{\Omega, 1}^{(2)}+O\left(\omega^{4} \ln \omega\right)
\end{aligned}
$$

Lemma 2.49. The following identities hold:
(i)

$$
\left(\mathcal{K}_{\Omega, 1}^{(1)}\right)^{*}[1](x)=4 \bar{b}_{1}|\Omega| ;
$$

(ii)

$$
\left(\mathcal{K}_{\Omega, 1}^{(2)}\right)^{*}[1](x)=\left(2 \bar{b}_{1}+4 \bar{c}_{1}\right)|\Omega|+4 \bar{b}_{1} \int_{\Omega} \ln |x-y| d y
$$

where $\bar{b}_{1}$ and $\bar{c}_{1}$ are the complex conjugates of $b_{1}$ and $c_{1}$.
Proof. First, we have

$$
\begin{aligned}
\left(\mathcal{K}_{\Omega, 1}^{(1)}\right)^{*}[1](x) & =\bar{b}_{1} \int_{\partial \Omega} 2(y-x, \nu(y)) d \sigma(y) \\
& =\bar{b}_{1} \int_{\partial \Omega} \frac{\partial|y-x|^{2}}{\partial \nu(y)} d \sigma(y) \\
& =\bar{b}_{1} \int_{\Omega} \Delta_{y}|y-x|^{2} d y \\
& =4 \bar{b}_{1}|\Omega|
\end{aligned}
$$

We now prove the second identity. We have

$$
\begin{aligned}
\left(\mathcal{K}_{\Omega, 1}^{(2)}\right)^{*}[1](x) & =\int_{\partial \Omega} \frac{\partial\left[|y-x|^{2}\left(\bar{b}_{1} \ln |x-y|+\bar{c}_{1}\right)\right]}{\partial \nu(y)} d \sigma(y) \\
& =\int_{\Omega} \Delta_{y}\left[|y-x|^{2}\left(\bar{b}_{1} \ln |x-y|+\bar{c}_{1}\right)\right] d y \\
& =4 \bar{c}_{1}|\Omega|+\bar{b}_{1} \int_{\Omega} \Delta_{y}\left[|y-x|^{2} \ln |x-y|\right] d y \\
& \left.=4 \bar{c}_{1}|\Omega|+\bar{b}_{1} \int_{\Omega} 4 \ln |x-y|\right] d y+\bar{b}_{1} \int_{\Omega} 2 d y+\bar{b}_{1} \int_{\Omega}|y-x|^{2} \Delta \ln |y-x| d y \\
& =\left(2 \bar{b}_{1}+4 \bar{c}_{1}\right)|\Omega|+4 \bar{b}_{1} \int_{\Omega} \ln |x-y| d y
\end{aligned}
$$

where we have used the fact that

$$
\int_{\Omega}|y-x|^{2} \Delta \ln |y-x| d y=0 \text { for } x \in \partial \Omega
$$

This completes the proof of the Lemma.
2.8.4. Uniqueness Results. In this subsection we consider important uniqueness results for the Helmholtz equation.

We will need the following key result from the theory of the Helmholtz equation. It will help us prove uniqueness for exterior Helmholtz problems. For its proof we refer to [179, Lemma 2.11] or [344, Lemma 9.8].

Lemma 2.50 (Rellich's lemma). Let $R_{0}>0$ and $B_{R}=\{|x|<R\}$. Let u satisfy the Helmholtz equation $\Delta u+\omega^{2} u=0$ for $|x|>R_{0}$. Assume, furthermore, that

$$
\lim _{R \rightarrow+\infty} \int_{\partial B_{R}}|u(x)|^{2} d \sigma(x)=0
$$

Then, $u \equiv 0$ for $|x|>R_{0}$.
Note that the assertion of this lemma does not hold if $\omega$ is imaginary or $\omega=0$.
2.8.4.1. Exterior Helmholtz Problems. Now, using Lemma 2.50, we can establish the following uniqueness result for the exterior Helmholtz problem.

Lemma 2.51. Suppose $d=2$ or 3 . Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^{d}$. Let $u \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d} \backslash \bar{\Omega}\right)$ satisfy

$$
\left\{\begin{array}{l}
\Delta u+\omega^{2} u=0 \quad \text { in } \mathbb{R}^{d} \backslash \bar{\Omega} \\
\left|\frac{\partial u}{\partial r}-\sqrt{-1} \omega u\right|=O\left(r^{-(d+1) / 2}\right) \quad \text { as } r=|x| \rightarrow+\infty \quad \text { uniformly in } \frac{x}{|x|}, \\
u=0 \text { or } \frac{\partial u}{\partial \nu}=0 \quad \text { on } \partial \Omega .
\end{array}\right.
$$

Then, $u \equiv 0$ in $\mathbb{R}^{d} \backslash \bar{\Omega}$.
Proof. Let $B_{R}=\{|x|<R\}$. For $R$ large enough, $\Omega \subset B_{R}$. Notice first that by multiplying $\Delta u+\omega^{2} u=0$ by $\bar{u}$ and integrating by parts over $B_{R} \backslash \bar{\Omega}$, we arrive at

$$
\Im \int_{\partial B_{R}} \bar{u} \frac{\partial u}{\partial \nu} d \sigma=0
$$

But

$$
\Im \int_{\partial B_{R}} \bar{u}\left(\frac{\partial u}{\partial \nu}-\sqrt{-1} \omega u\right) d \sigma=-\omega \int_{\partial B_{R}}|u|^{2} .
$$

Applying the Cauchy-Schwarz inequality,

$$
\begin{aligned}
\left\lvert\, \Im \int_{\partial B_{R}} \bar{u}\left(\frac{\partial u}{\partial \nu}-\sqrt{-1} \omega u\right)\right. & d \sigma \mid \\
& \leq\left(\int_{\partial B_{R}}|u|^{2}\right)^{1 / 2}\left(\int_{\partial B_{R}}\left|\frac{\partial u}{\partial \nu}-\sqrt{-1} \omega u\right|^{2} d \sigma\right)^{1 / 2}
\end{aligned}
$$

and using the radiation condition 2.153 , we get

$$
\left|\Im \int_{\partial B_{R}} \bar{u}\left(\frac{\partial u}{\partial \nu}-\sqrt{-1} \omega u\right) d \sigma\right| \leq \frac{C}{R}\left(\int_{\partial B_{R}}|u|^{2}\right)^{1 / 2}
$$

for some positive constant $C$ independent of $R$. Consequently, we obtain that

$$
\left(\int_{\partial B_{R}}|u|^{2}\right)^{1 / 2} \leq \frac{C}{R}
$$

which indicates by Rellich's lemma that $u \equiv 0$ in $\mathbb{R}^{d} \backslash \overline{B_{R}}$. Hence, by the unique continuation property for $\Delta+\omega^{2}$, we can conclude that $u \equiv 0$ up to the boundary $\partial \Omega$. This finishes the proof.
2.8.4.2. Transmission Problem for the Helmholtz equation. Let $D$ be a bounded smooth domain in $\mathbb{R}^{d}$. Let $\mu$ and $\varepsilon$ be two piecewise constant functions such that $\mu(x)=\mu_{m}$ and $\varepsilon(x)=\varepsilon_{m}$ for $x \in \mathbb{R}^{d} \backslash \bar{D}$ and $\mu(x)=\mu_{c}$ and $\varepsilon(x)=\varepsilon_{c}$ for $x \in D$. Suppose that $\mu_{m}, \varepsilon_{m}, \mu_{c}$, and $\varepsilon_{c}$ are positive and let $k_{m}=\omega \sqrt{\varepsilon_{m} \mu_{m}}$ and $k_{c}=\omega \sqrt{\varepsilon_{c} \mu_{c}}$.

We consider the following transmission problem for the Helmholtz equation:

$$
\left\{\begin{array}{l}
\nabla \cdot \frac{1}{\mu} \nabla u+\omega^{2} \varepsilon u=0 \quad \text { in } \mathbb{R}^{d}  \tag{2.165}\\
u^{s}:=u-u^{i} \text { satisfies the Sommerfeld radiation condition, }
\end{array}\right.
$$

where $u^{i}$ is an incident wave. Here, the Sommerfeld radiation condition reads:

$$
\begin{equation*}
\left|\frac{\partial u^{s}}{\partial r}-\sqrt{-1} k_{m} u^{s}\right|=O\left(r^{-(d+1) / 2}\right) \quad \text { as } r=|x| \rightarrow+\infty \quad \text { uniformly in } \frac{x}{|x|} . \tag{2.166}
\end{equation*}
$$

Notice that 2.165 can be rewritten as

$$
\left\{\begin{array}{l}
\left(\Delta+k_{m}^{2}\right) u=0 \quad \text { in } \mathbb{R}^{d} \backslash \bar{D}  \tag{2.167}\\
\left(\Delta+k_{c}^{2}\right) u=0 \quad \text { in } D \\
\left.u\right|_{+}=\left.u\right|_{-} \text {on } \partial D \\
\left.\frac{1}{\mu_{m}} \frac{\partial u}{\partial \nu}\right|_{+}=\left.\frac{1}{\mu_{c}} \frac{\partial u}{\partial \nu}\right|_{-} \text {on } \partial D \\
u^{s}:=u-u^{i} \text { satisfies the Sommerfeld radiation condition. }
\end{array}\right.
$$

By using Rellich's lemma, we can prove that the following uniqueness result holds.
Lemma 2.52. If $u$ satisfies 2.165) with $u^{i}=0$, then $u \equiv 0$ in $\mathbb{R}^{d}$.

Proof. Using the fact that

$$
\left.\int_{\partial D} \frac{\partial u}{\partial \nu}\right|_{+} \bar{u} d \sigma=\left.\frac{\mu_{m}}{\mu_{c}} \int_{\partial D} \frac{\partial u}{\partial \nu}\right|_{-} \bar{u} d \sigma=\frac{\mu_{m}}{\mu_{c}} \int_{D}\left(|\nabla u|^{2}-k_{c}^{2}|u|^{2}\right) d x
$$

we find that

$$
\left.\Im \int_{\partial D} \frac{\partial u}{\partial \nu}\right|_{+} \bar{u} d \sigma=0
$$

which gives, by applying Lemma 2.51, that $u \equiv 0$ in $\mathbb{R}^{d} \backslash D$. Now $u$ satisfies $\left(\Delta+k_{c}^{2}\right) u=0$ in $D$ and $u=\partial u / \partial \nu=0$ on $\partial D$. By the unique continuation property of $\Delta+k_{c}^{2}$, we readily get $u \equiv 0$ in $D$, and hence in $\mathbb{R}^{d}$.

The following result from [46] is of importance to us for establishing a representation formula for the solution $u$ to 2.165.

Proposition 2.53. Suppose that $k_{m}^{2}$ is not a Dirichlet eigenvalue for $-\Delta$ on $D$. For each $(F, G) \in H^{1}(\partial D) \times L^{2}(\partial D)$, there exists a unique solution $(f, g) \in$ $L^{2}(\partial D) \times L^{2}(\partial D)$ to the system of integral equations

$$
\left\{\begin{array}{l}
\mathcal{S}_{D}^{k_{c}}[f]-\mathcal{S}_{D}^{k_{m}}[g]=F  \tag{2.168}\\
\left.\frac{1}{\mu_{c}} \frac{\partial\left(\mathcal{S}_{D}^{k_{c}}[f]\right)}{\partial \nu}\right|_{-}-\left.\frac{1}{\mu_{m}} \frac{\partial\left(\mathcal{S}_{D}^{k_{m}}[g]\right)}{\partial \nu}\right|_{+}=G \quad \text { on } \partial D .
\end{array}\right.
$$

Furthermore, there exists a constant $C$ independent of $F$ and $G$ such that

$$
\begin{equation*}
\|f\|_{L^{2}(\partial D)}+\|g\|_{L^{2}(\partial D)} \leq C\left(\|F\|_{H^{1}(\partial D)}+\|G\|_{L^{2}(\partial D)}\right) \tag{2.169}
\end{equation*}
$$

where in the three-dimensional case the constant $C$ can be chosen independently of $k_{m}$ and $k_{c}$ if $k_{m}$ and $k_{c}$ go to zero.

Proof. We only give the proof for $d=3$ and $\mu_{m} \neq \mu_{c}$ leaving the general case to the reader. Let $X:=L^{2}(\partial D) \times L^{2}(\partial D)$ and $Y:=H^{1}(\partial D) \times L^{2}(\partial D)$, and define the operator $T: X \rightarrow Y$ by

$$
T(f, g):=\left(\mathcal{S}_{D}^{k_{c}}[f]-\mathcal{S}_{D}^{k_{m}}[g],\left.\frac{1}{\mu_{c}} \frac{\partial\left(\mathcal{S}_{D}^{k_{c}}[f]\right)}{\partial \nu}\right|_{-}-\left.\frac{1}{\mu_{m}} \frac{\partial\left(\mathcal{S}_{D}^{k_{m}}[g]\right)}{\partial \nu}\right|_{+}\right)
$$

We also define $T_{0}$ by

$$
T_{0}(f, g):=\left(\mathcal{S}_{D}^{0}[f]-\mathcal{S}_{D}^{0}[g],\left.\frac{1}{\mu} \frac{\partial\left(\mathcal{S}_{D}^{0}[f]\right)}{\partial \nu}\right|_{-}-\left.\frac{1}{\mu_{m}} \frac{\partial\left(\mathcal{S}_{D}^{0}[g]\right)}{\partial \nu}\right|_{+}\right)
$$

We can easily see that $\mathcal{S}_{D}^{k_{0}}-\mathcal{S}_{D}^{0}: L^{2}(\partial D) \rightarrow H^{1}(\partial D)$ is a compact operator, and so is $\left.\frac{\partial}{\partial \nu} \mathcal{S}_{D}^{k_{m}}\right|_{ \pm}-\left.\frac{\partial}{\partial \nu} \mathcal{S}_{D}^{0}\right|_{ \pm}: L^{2}(\partial D) \rightarrow L^{2}(\partial D)$. Therefore, $T-T_{0}$ is a compact operator from $X$ into $Y$. It can be proved that $T_{0}: X \rightarrow Y$ is invertible. In fact, a solution $(f, g)$ of the equation $T_{0}(f, g)=(F, G)$ is given by

$$
\begin{aligned}
& f=g+\left(\mathcal{S}_{D}^{0}\right)^{-1}(F) \\
& g=\frac{\mu_{m} \mu_{c}}{\mu_{m}-\mu_{c}}\left(\lambda I+\left(\mathcal{K}_{D}^{0}\right)^{*}\right)^{-1}\left(G+\frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D}^{0}\right)^{*}\right)\left(\left(\mathcal{S}_{D}^{0}\right)^{-1}[F]\right)\right)
\end{aligned}
$$

where $\lambda=\left(\mu_{c}+\mu_{m}\right) /\left(2\left(\mu_{c}-\mu_{m}\right)\right)$. From the invertibility of $\mathcal{S}_{D}^{0}$ and $\lambda I+\left(\mathcal{K}_{D}^{0}\right)^{*}$ we can see, by the Fredholm alternative, that it is enough to prove that $T$ is injective.

Suppose that $T(f, g)=0$. Then the function $u$ defined by

$$
u(x):= \begin{cases}\mathcal{S}_{D}^{k_{m}}[g](x) & \text { if } x \in \mathbb{R}^{d} \backslash \bar{D} \\ \mathcal{S}_{D}^{k_{c}}[f](x) & \text { if } x \in D\end{cases}
$$

satisfies the transmission problem 2.165 with $u^{i}=0$ and hence, by Lemma 2.52 , $u \equiv 0$ in $\mathbb{R}^{d}$. In particular, $\mathcal{S}_{D}^{k_{m}}[g]=0$ on $\partial D$. Since $\left(\Delta+k_{m}^{2}\right) \mathcal{S}_{D}^{k_{m}}[g]=0$ in $D$ and $k_{m}^{2}$ is not a Dirichlet eigenvalue for $-\Delta$ on $D$, we have $\mathcal{S}_{D}^{k_{m}}[g]=0$ in $D$, and hence in $\mathbb{R}^{d}$. It then follows from the jump relation 2.155 that

$$
g=\left.\frac{\partial\left(\mathcal{S}_{D}^{k_{m}}[g]\right)}{\partial \nu}\right|_{+}-\left.\frac{\partial\left(\mathcal{S}_{D}^{k_{m}}[g]\right)}{\partial \nu}\right|_{-}=0 \quad \text { on } \partial D
$$

On the other hand, $\mathcal{S}_{D}^{k_{c}} f$ satisfies $\left(\Delta+k_{c}^{2}\right) \mathcal{S}_{D}^{k_{c}}[f]=0$ in $\mathbb{R}^{d} \backslash \bar{D}$ and $\mathcal{S}_{D}^{k_{c}}[f]=0$ on $\partial D$. It then follows from Lemma 2.51, that $\mathcal{S}_{D}^{k_{c}}[f]=0$. Then, in the same way as above, we can conclude that $f=0$. This finishes the proof of solvability of 2.168 . The estimate 2.169 is an easy consequence of solvability and the closed graph theorem. Finally, it can be easily proved in the three-dimensional case that if $k_{m}$ and $k_{c}$ go to zero, then the constant $C$ in 2.169 can be chosen independently of $k_{m}$ and $k_{c}$. We leave the details to the reader.

By using Proposition 2.53 , the following representation formula holds.
THEOREM 2.54. Suppose that $k_{0}^{2}$ is not a Dirichlet eigenvalue for $-\Delta$ on $D$. Let $u$ be the solution of (2.165). Then $u$ can be represented using the single-layer potentials $\mathcal{S}_{D}^{k_{m}}$ and $\mathcal{S}_{D}^{k_{c}}$ as follows:

$$
u(x)=\left\{\begin{array}{l}
u^{i}(x)+\mathcal{S}_{D}^{k_{m}}[\psi](x), \quad x \in \mathbb{R}^{2} \backslash \bar{D},  \tag{2.170}\\
\mathcal{S}_{D}^{k_{c}}[\varphi](x), \quad x \in D,
\end{array}\right.
$$

where the pair $(\varphi, \psi) \in L^{2}(\partial D) \times L^{2}(\partial D)$ is the unique solution to

$$
\left\{\begin{array}{l}
\mathcal{S}_{D}^{k_{c}}[\varphi]-\mathcal{S}_{D}^{k_{m}}[\psi]=u^{i}  \tag{2.171}\\
\left.\left.\frac{1}{\mu_{c}} \frac{\partial\left(\mathcal{S}_{D}^{k_{c}}[\varphi]\right)}{\partial \nu}\right|_{-} ^{-} \frac{1}{\mu_{m}} \frac{\partial\left(\mathcal{S}_{D}^{k_{m}}[\psi]\right)}{\partial \nu}\right|_{+}=\frac{1}{\mu_{m}} \frac{\partial u^{i}}{\partial \nu} \quad \text { on } \partial D .
\end{array}\right.
$$

Moreover, there exists $C>0$ independent of $u^{i}$ such that

$$
\begin{equation*}
\|\varphi\|_{L^{2}(\partial D)}+\|\psi\|_{L^{2}(\partial D)} \leq C\left(\delta^{-1}\left\|u^{i}\right\|_{L^{2}(\partial D)}+\left\|\nabla u^{i}\right\|_{L^{2}(\partial D)}\right) \tag{2.172}
\end{equation*}
$$

Remark 2.55. For a special case of the domain B, we can obtain an explicit solution to the transmission problem. Let $B$ be a disk of radius $R$ located at the origin in $\mathbb{R}^{2}$. We also assume that the incident wave is given by $u^{i}(x)=J_{n}\left(k_{m} r\right) e^{\sqrt{-1} n \theta}$. Then it can be shown that the explicit solution is given by

$$
u(r, \theta)= \begin{cases}J_{n}\left(k_{m} r\right) e^{\sqrt{-1} n \theta}+a_{n} H_{n}^{(1)}\left(k_{m} r\right) e^{\sqrt{-1} n \theta}, & |r|>R  \tag{2.173}\\ b_{n} J_{n}\left(k_{c} r\right) e^{\sqrt{-1} n \theta}, & |r| \leq R\end{cases}
$$

where $(r, \theta)$ are the polar coordinates and the constants $a_{n}$ and $b_{n}$ are given by

$$
\begin{align*}
a_{n} & =\frac{\frac{k_{m}}{\mu_{m}} J_{n}\left(k_{c} R\right) J_{n}^{\prime}\left(k_{m} R\right)-\frac{k_{c}}{\mu_{c}} J_{n}\left(k_{m} R\right) J_{n}^{\prime}\left(k_{c} R\right)}{\frac{k_{c}}{\mu_{c}} H_{n}^{(1)}\left(k_{m} R\right) J_{n}^{\prime}\left(k_{c} R\right)-\frac{k_{m}}{\mu_{m}} J_{n}\left(k_{c} R\right) H_{n}^{\prime}\left(k_{m} R\right)}  \tag{2.174}\\
b_{n} & =\frac{J_{n}\left(k_{m} R\right)+a_{n} H_{n}^{(1)}\left(k_{m} R\right)}{J_{n}\left(k_{c} R\right)} \tag{2.175}
\end{align*}
$$

### 2.9. Laplace Eigenvalues

In this section we transform eigenvalue problems of $-\Delta$ on an open bounded connected domain $\Omega$ with either Neumann, Dirichlet, Robin or mixed boundary conditions into the determination of the characteristic values of certain integral operator-valued functions in the complex plane. This results in a considerable advantage as it allows us to reduce the dimension of the eigenvalue problem. After discretization of the kernels of the integral operators, the problem can be turned into a complex root finding process for a scalar function; see for instance $\mathbf{1 7 2}$. Many tools are available for finding complex roots of scalar functions. Muller's method described in Section 1.6 is both efficient and robust.

Moreover, with the help of the generalized argument principle, the integral formulations can also be used to study perturbations of the eigenvalues with respect to changes in $\Omega$, as we will see in Subsection 3.2.2 Furthermore, the splitting problem in the evolution of multiple eigenvalues can be easily handled. In Subsection 2.9.6. we present a method for deriving sensitivity analysis of multiple eigenvalues with respect to changes in $\Omega$ which relies on finding a polynomial of degree equal to the geometric multiplicity of the eigenvalue such that its zeros are precisely the perturbations.
2.9.1. Eigenvalue Characterization. We first restrict our attention to the three-dimensional case. We note that because of the holomorphic dependence of $\Gamma_{\omega}$ as given in 2.147), $\mathcal{K}_{\Omega}^{\omega}$ is an operator-valued holomorphic function in $\mathbb{C}$. Indeed, the following result holds. See, for example, 441.

Proposition 2.56 (Neumann Eigenvalue characterization). Suppose that $\Omega$ is of class $\mathcal{C}^{1, \eta}$ for some $\eta>0$. Let $\omega>0$. Then $\omega^{2}$ is an eigenvalue of $-\Delta$ on $\Omega$ with Neumann boundary condition if and only if $\omega$ is a positive real characteristic value of the operator $-(1 / 2) I+\mathcal{K}_{\Omega}^{\omega}$.

Proof. Suppose that $\omega^{2}$ is an eigenvalue of

$$
\begin{cases}\Delta u+\omega^{2} u=0 & \text { in } \Omega  \tag{2.176}\\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \Omega\end{cases}
$$

By Green's formula (2.154), we have

$$
u(x)=\mathcal{D}_{\Omega}^{\omega}\left[\left.u\right|_{\partial \Omega}\right](x), \quad x \in \Omega
$$

It then follows from (2.156) that $\left(-I / 2+\mathcal{K}_{\Omega}^{\omega}\right)\left[\left.u\right|_{\partial \Omega}\right]=0$ and $\left.u\right|_{\partial \Omega} \neq 0$ since otherwise the unique continuation property for $\Delta+\omega^{2}$ would imply that $u \equiv 0$ in $\Omega$. Thus $\omega$ is a characteristic value of $-(1 / 2) I+\mathcal{K}_{\Omega}^{\omega}$.

Suppose now that $\omega$ is a characteristic value of $-(1 / 2) I+\mathcal{K}_{\Omega}^{\omega}$; i.e., there is a nonzero $\psi \in L^{2}(\partial \Omega)$ such that

$$
\left(-\frac{1}{2} I+\mathcal{K}_{\Omega}^{\omega}\right)[\psi]=0
$$

Then $u=\mathcal{D}_{\Omega}^{\omega}[\psi]$ on $\mathbb{R}^{d} \backslash \bar{\Omega}$ is a solution to the Helmholtz equation with the boundary condition $\left.u\right|_{+}=0$ on $\partial \Omega$ and satisfies the radiation condition (2.153). The uniqueness result in Lemma 2.51 implies that $\mathcal{D}_{\Omega}^{\omega}[\psi]=0$ in $\mathbb{R}^{d} \backslash \bar{\Omega}$. Since $\partial \mathcal{D}_{\Omega}^{\omega}[\psi] / \partial \nu$ exists and has no jump across $\partial \Omega$, we get

$$
\left.\frac{\partial \mathcal{D}_{\Omega}^{\omega}[\psi]}{\partial \nu}\right|_{+}=\left.\frac{\partial \mathcal{D}_{\Omega}^{\omega}[\psi]}{\partial \nu}\right|_{-} \quad \text { on } \partial \Omega .
$$

Hence, we deduce that $\mathcal{D}_{\Omega}^{\omega}[\psi]$ is a solution of 2.176$)$. Note that $\mathcal{D}_{\Omega}^{\omega}[\psi] \neq 0$ in $\Omega$, since otherwise

$$
\psi=\left.\mathcal{D}_{\Omega}^{\omega}[\psi]\right|_{-}-\left.\mathcal{D}_{\Omega}^{\omega}[\psi]\right|_{+}=0 .
$$

Thus $\omega^{2}$ is an eigenvalue of $-\Delta$ on $\Omega$ with Neumann condition, and so the proposition is proved.

Proposition 2.56 asserts that $-(1 / 2) I+\mathcal{K}_{\Omega}^{\omega}$ is invertible on $L^{2}(\partial \Omega)$ for all positive $\omega$ except for a discrete set. The following result, whose proof can be found in [441, Proposition 7.3], shows that $\left(-(1 / 2) I+\mathcal{K}_{\Omega}^{\omega}\right)^{-1}$ has a continuation to an operator-valued meromorphic function on $\mathbb{C}$.

Proposition 2.57. $-(1 / 2) I+\mathcal{K}_{\Omega}^{\omega}$ is invertible on $L^{2}(\partial \Omega)$ for all $\omega \in \mathbb{C}$ except for a discrete set, and $\left(-(1 / 2) I+\mathcal{K}_{\Omega}^{\omega}\right)^{-1}$ is an operator-valued meromorphic function on $\mathbb{C}$.

In the two-dimensional case, Proposition 2.56 holds true. Moreover, due to the logarithmic behavior of the Hankel function as shown by 2.148$),\left(-(1 / 2) I+\mathcal{K}_{\Omega}^{\omega}\right)^{-1}$ has a continuation to an operator-valued meromorphic function on only $\mathbb{C} \backslash \sqrt{-1 \mathbb{R}^{-}}$.

Similarly, the eigenvalues of $-\Delta$ on $\Omega$ with Dirichlet boundary condition can be characterized as follows.

Proposition 2.58 (Dirichlet Eigenvalue characterization). Suppose that $\Omega$ is of class $\mathcal{C}^{1, \eta}$ for some $\eta>0$. Let $\omega>0$. Then $\omega^{2}$ is an eigenvalue of $-\Delta$ on $\Omega$ with Dirichlet boundary condition if and only if $\omega$ is a positive real characteristic value of the operator $(1 / 2) I+\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}$.

The problem of finding the eigenvalues of $-\Delta$ on $\Omega$ with the Robin boundary condition,

$$
\begin{equation*}
\frac{\partial u}{\partial \nu}+\lambda u=0 \quad \text { on } \partial \Omega, \tag{2.177}
\end{equation*}
$$

can be also transformed into the determination of a certain integral operator-valued function in the complex plane.

Proposition 2.59 (Robin Eigenvalue characterization). Suppose that $\Omega$ is of class $\mathcal{C}^{1, \eta}$ for some $\eta>0$. Let $\omega>0$ and $\lambda \leq 0$. Then $\omega^{2}$ is an eigenvalue of $-\Delta$ on $\Omega$ with the Robin boundary condition 2.177) if and only if $\omega$ is a positive real characteristic value of the operator $-(1 / 2) I+\mathcal{K}_{\Omega}^{\omega}-\lambda \mathcal{S}_{\Omega}^{\omega}$.

Finally, we consider the mixed boundary value problem and state the following result.

Proposition 2.60 (Zaremba eigenvalue characterization). Suppose that $\Omega$ is of class $\mathcal{C}^{1, \eta}$ for some $\eta>0$. Let $\Gamma_{D}$ be a subset of $\partial \Omega$ and let $\Gamma_{N}=\partial \Omega \backslash \overline{\Gamma_{D}}$. Let $\omega>0$. Then $\omega^{2}$ is an eigenvalue of $-\Delta$ on $\Omega$ with the mixed boundary conditions (also called a Zaremba eigenvalue),

$$
\begin{cases}\Delta u+\omega^{2} u=0 & \text { in } \Omega  \tag{2.178}\\ u=0 & \text { on } \Gamma_{D} \\ \frac{\partial u}{\partial \nu}=0 & \text { on } \Gamma_{N}\end{cases}
$$

if and only if $\omega$ is a positive real characteristic value of the operator

$$
\omega \mapsto\left[\begin{array}{cc}
(1 / 2) I+\left(\mathcal{K}_{\Gamma_{D}}^{\omega}\right)^{*} & \left.\frac{\partial}{\partial \nu} \mathcal{D}_{\Gamma_{N}}^{\omega}\right|_{\Gamma_{D}} \\
-\left.\mathcal{S}_{\Gamma_{D}}^{\omega}\right|_{\Gamma_{N}} & -(1 / 2) I+\mathcal{K}_{\Gamma_{N}}^{\omega}
\end{array}\right]
$$

Here, $\mathcal{S}_{\Gamma_{D}}^{\omega}, \mathcal{K}_{\Gamma_{N}}^{\omega},\left(\mathcal{K}_{\Gamma_{D}}^{\omega}\right)^{*}$, and $\mathcal{D}_{\Gamma_{N}}^{\omega}$ are defined in the same way as in Section 2.3 with $\partial \Omega$ replaced with $\Gamma_{N}$ or $\Gamma_{D}$.
2.9.2. Neumann Function. Let $0=\mu_{1}<\mu_{2} \leq \mu_{3} \leq \ldots$ be the eigenvalues of $-\Delta$ on $\Omega$ with Neumann conditions on $\partial \Omega$. Let $u_{j}$ denote the normalized eigenfunction associated with $\mu_{j}$; that is, it satisfies $\left\|u_{j}\right\|_{L^{2}(\Omega)}=1$. Let $\omega \notin\left\{\sqrt{\mu_{j}}\right\}_{j \geq 1}$. Introduce $N_{\Omega}^{\omega}(x, z)$ as the Neumann function for $\Delta+\omega^{2}$ in $\Omega$ corresponding to a Dirac mass at $z$. That is, $N_{\Omega}^{\omega}$ is the unique solution to

$$
\begin{cases}\left(\Delta_{x}+\omega^{2}\right) N_{\Omega}^{\omega}(x, z)=-\delta_{z} & \text { in } \Omega  \tag{2.179}\\ \left.\frac{\partial N_{\Omega}^{\omega}}{\partial \nu}\right|_{\partial \Omega}=0 & \text { on } \partial \Omega\end{cases}
$$

We derive two useful facts on the Neumann function. First, we establish the following proposition, providing a purely formal proof. We refer the reader to 413 , Theorem 9.8] for a more rigorous one where even the case $\omega=0$ is treated.

Proposition 2.61 (Spectral decomposition). The following spectral decomposition holds pointwise:

$$
\begin{equation*}
N_{\Omega}^{\omega}(x, z)=\sum_{j=1}^{+\infty} \frac{u_{j}(x) u_{j}(z)}{\mu_{j}-\omega^{2}}, \quad x \neq z \in \Omega \tag{2.180}
\end{equation*}
$$

Proof. Consider the function

$$
f(x):=\sum_{j=1}^{+\infty} a_{j} u_{j}(x), \quad x \in \Omega
$$

If $\left(\Delta_{x}+\omega^{2}\right) f(x)=-\delta_{z}(x)$, then we have

$$
\sum_{j=1}^{+\infty} a_{j}\left(\omega^{2}-\mu_{j}\right) u_{j}(x)=-\delta_{z}(x)
$$

Integrating both sides of the above identity against $u_{k}$ over $\Omega$ gives

$$
a_{k}\left(\omega^{2}-\mu_{k}\right)=-u_{k}(z)
$$

and hence 2.180 follows. Here note that we used the orthogonality relation

$$
\int_{\Omega} u_{j} u_{k}=\delta_{j k}
$$

satisfied by the eigenfunctions, where $\delta_{j k}$ denotes the Kronecker symbol.

Next, we provide an important relation between the fundamental solution $\Gamma_{\omega}$ and the Neumann function $N_{\Omega}^{\omega}$. Note that the Neumann function $N_{\Omega}^{\omega}$ yields a solution operator for the Neumann problem for the Helmholtz equation. In fact, the function $u$ defined by

$$
u(z)=\int_{\partial \Omega} N_{\Omega}^{\omega}(x, z) g(x) d \sigma(x), \quad z \in \Omega
$$

is the unique solution to the Helmholtz equation:

$$
\begin{cases}\Delta u+\omega^{2} u=0 & \text { in } \Omega  \tag{2.181}\\ \frac{\partial u}{\partial \nu}=g & \text { on } \partial \Omega\end{cases}
$$

provided that $\omega^{2}$ is not an eigenvalue of $-\Delta$ on $\Omega$ with Neumann boundary condition. On the other hand, under this assumption, $-(1 / 2) I+\mathcal{K}_{\Omega}^{\omega}: L^{2}(\partial \Omega) \rightarrow L^{2}(\partial \Omega)$ is invertible, and so we can readily see that the solution to 2.181) can be represented as

$$
\begin{equation*}
u(z)=\mathcal{S}_{\Omega}^{\omega}\left(-\frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}\right)^{-1}[g](z), \quad z \in \Omega \tag{2.182}
\end{equation*}
$$

Therefore, we obtain

$$
\int_{\partial \Omega} \Gamma_{\omega}(x-z)\left(-\frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}\right)^{-1}[g](x) d \sigma(x)=\int_{\partial \Omega} N_{\Omega}^{\omega}(x, z) g(x) d \sigma(x)
$$

and hence

$$
\int_{\partial \Omega}\left(-\frac{1}{2} I+\mathcal{K}_{\Omega}^{\omega}\right)^{-1}\left[\Gamma_{\omega}(\cdot-z)\right](x) g(x) d \sigma(x)=\int_{\partial \Omega} N_{\Omega}^{\omega}(x, z) g(x) d \sigma(x)
$$

We then have the following proposition.
Proposition 2.62. The following identity relating the fundamental solution $\Gamma_{\omega}$ to the Neumann function $N_{\Omega}^{\omega}$ holds:

$$
\begin{equation*}
-\left(\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega}\right)^{-1}\left[\Gamma_{\omega}(\cdot-z)\right](x)=N_{\Omega}^{\omega}(x, z), \quad x \in \partial \Omega, z \in \Omega \tag{2.183}
\end{equation*}
$$

Finally, we recall that the Neumann function $N_{\Omega}^{\omega}$ has a logarithmic singularity in two dimensions [45].

Lemma 2.63. The Neumann function $N_{\Omega}^{\omega}$ has the form

$$
\begin{equation*}
N_{\Omega}^{\omega}(x, z)=-\frac{1}{2 \pi} \ln |x-z|+R_{\Omega}^{\omega}(x, z) \quad \text { for } x \neq z \in \Omega \tag{2.184}
\end{equation*}
$$

where $R_{\Omega}^{\omega}(\cdot, z)$ belongs to $H^{3 / 2}(\Omega)$ for any $z \in \Omega$.
In dimension $d \geq 3$, the following lemma holds.
Lemma 2.64. The Neumann function $N_{\Omega}^{\omega}$ has the form

$$
\begin{equation*}
N_{\Omega}^{\omega}(x, z)=\frac{1}{(d-2) \omega_{d}}|x-z|^{2-d}+R_{\Omega}^{\omega, d}(x, z) \quad \text { for } x \neq z \in \Omega \tag{2.185}
\end{equation*}
$$

where $R_{\Omega}^{\omega, d}(\cdot, z)$ belongs to $H^{3 / 2}(\Omega)$ for any $z \in \Omega$.
2.9.3. Dirichlet Function. Let $0<\tau_{1}<\tau_{2} \leq \tau_{3} \leq \ldots$ be the eigenvalues of $-\Delta$ on $\Omega$ with Dirichlet conditions on $\partial \Omega$. Let $v_{j}$ denote the normalized eigenfunction associated with $\tau_{j}$; that is, it satisfies $\left\|v_{j}\right\|_{L^{2}(\Omega)}=1$. Let $\omega \notin\left\{\sqrt{\tau_{j}}\right\}_{j \geq 1}$. The Dirichlet function $G_{\Omega}^{\omega}(x, z)$ is defined by

$$
\begin{cases}\left(\Delta_{x}+\omega^{2}\right) G_{\Omega}^{\omega}(x, z)=-\delta_{z} & \text { in } \Omega  \tag{2.186}\\ G_{\Omega}^{\omega}=0 & \text { on } \partial \Omega\end{cases}
$$

The following useful facts on the Dirichlet function hold.
Proposition 2.65. We have
(i) The following spectral decomposition holds pointwise:

$$
\begin{equation*}
G_{\Omega}^{\omega}(x, z)=\sum_{j=1}^{+\infty} \frac{v_{j}(x) v_{j}(z)}{\tau_{j}-\omega^{2}}, \quad x \neq z \in \Omega \tag{2.187}
\end{equation*}
$$

(ii) The Dirichlet function $G_{\Omega}^{\omega}$ has the form

$$
\begin{equation*}
G_{\Omega}^{\omega}(x, z)=\frac{1}{(d-2) \omega_{d}}|x-z|^{2-d}+\widetilde{R}_{\Omega}^{\omega, d}(x, z) \quad \text { for } x \neq z \in \Omega \tag{2.188}
\end{equation*}
$$

where $\widetilde{R}_{\Omega}^{\omega, d}(\cdot, z)$ belongs to $H^{3 / 2}(\Omega)$ for any $z \in \Omega$.
2.9.4. Eigenvalues in Circular Domains. Let $\kappa_{n m}$ be the positive zeros of $J_{n}(z)$ (Dirichlet), $J_{n}^{\prime}(z)$ (Neumann), and $J_{n}^{\prime}(z)+\lambda J_{n}(z)$ (Robin). The index $n=0,1,2, \ldots$ counts the order of Bessel functions of first kind $J_{n}$ while $m=1,2, \ldots$ counts their positive zeros. The rotational symmetry of a disk $\Omega=\{x:|x|<$ $R\}$ of radius $R$ leads to an explicit representation of the eigenfunctions in polar coordinates:

$$
u_{n m l}(r, \theta)=J_{n}\left(\frac{\kappa_{n m} r}{R}\right) \times\left\{\begin{array}{ll}
\cos (n \theta), & l=1  \tag{2.189}\\
\sin (n \theta), & l=2
\end{array} \quad(n \neq 0)\right.
$$

The eigenvalues of $-\Delta$ on $\Omega$ are given by $\kappa_{n m}^{2} / R^{2}$. They are independent of the index $l$. They are simple for $n=0$ and twice degenerate for $n>0$. In the latter case, the eigenfunction is any nontrivial linear combination of $u_{n m 1}$ and $u_{n m 2}$.

Notice that when the index $n$ is fixed while $m$ increases, the Bessel functions $J_{n}\left(\frac{\kappa_{n m} r}{R}\right)$ rapidly oscillate, the amplitude of oscillations decreasing toward the boundary and the eigenfunctions $u_{n m l}$ given by 2.189 are mainly localized at the origin, yielding focusing modes. In turn, when the index $m$ is fixed while $n$ increases, the Bessel functions $J_{n}\left(\frac{\kappa_{n m} r}{R}\right)$ become strongly attenuated near the origin and essentially localized near the boundary. This yields the so-called whispering gallery eigenmodes. Estimates of localization are derived in [241].
2.9.5. Shape Derivative of Laplace Eigenvalues. In this subsection, we compute shape derivatives of Laplace eigenvalues by using the generalized argument principle. Let $\Omega$ be a bounded domain of class $\mathcal{C}^{2}$. We consider Neumann eigenvalues in the two-dimensional case and let $\Omega_{\epsilon}$ be given by

$$
\partial \Omega_{\epsilon}=\{\tilde{x}: \tilde{x}=x+\epsilon h(x) \nu(x), x \in \partial \Omega\}
$$

where $h \in \mathcal{C}^{2}(\partial \Omega)$ and $0<\epsilon \ll 1$.

To fix ideas, we set $\mu_{j}$ for $j>1$ to be a Neumann eigenvalue of $-\Delta$ on $\Omega$ and consider the integral operator-valued function

$$
\begin{equation*}
\omega \mapsto \mathcal{A}_{\epsilon}(\omega):=-\frac{1}{2} I+\mathcal{K}_{\Omega_{\epsilon}}^{\omega} \tag{2.190}
\end{equation*}
$$

when $\omega$ is in a small complex neighborhood of $\sqrt{\mu_{j}}$.
By using the compactness of $\mathcal{K}_{\Omega_{\epsilon}}^{\omega}$ and the analyticity of $H_{0}^{(1)}$ in $\mathbb{C} \backslash \sqrt{-1} \mathbb{R}^{-}$, the following results hold.

Lemma 2.66. The operator-valued function $\mathcal{A}_{\epsilon}(\omega)$ is Fredholm analytic with index 0 in $\mathbb{C} \backslash \sqrt{-1} \mathbb{R}^{-}$and $\left(\mathcal{A}_{\epsilon}\right)^{-1}(\omega)$ is a meromorphic function. If $\omega$ is a real characteristic value of the operator-valued function $\mathcal{A}_{\epsilon}$ (or equivalently, a real pole of $\left.\left(\mathcal{A}_{\epsilon}\right)^{-1}(\omega)\right)$, then there exists $j$ such that $\omega=\sqrt{\mu_{j}^{\epsilon}}$.

Lemma 2.67. Any $\sqrt{\mu_{j}}$ is a simple pole of the operator-valued function $\left(\mathcal{A}_{0}\right)^{-1}(\omega)$.
Proof. We define $\phi(\omega)$ the root function corresponding to $\sqrt{\mu_{j}}$ as a characteristic value of $\mathcal{A}_{0}(\omega)$. Recall that the multiplicity of $\phi(\omega)$ is the order of $\sqrt{\mu_{j}}$ as a zero of $\mathcal{A}_{0}(\omega) \phi(\omega)$. Since the order of $\sqrt{\mu_{j}}$ as a pole of $\left(\mathcal{A}_{0}\right)^{-1}(\omega)$ is precisely the maximum of the ranks of eigenvectors in $\operatorname{Ker} \mathcal{A}_{0}\left(\sqrt{\mu_{j}}\right)$, it suffices to show that the rank of an arbitrary eigenvector is equal to one. Then let us write

$$
\mathcal{A}_{0}(\omega) \phi(\omega)=\left(\omega^{2}-\mu_{j}\right) \psi(\omega)
$$

where $\psi(\omega)$ is a holomorphic function in $L^{2}(\partial \Omega)$. For $\omega$ in a small neighborhood $V_{\delta_{0}}$ of $\sqrt{\mu_{j}}$, we denote by $u(\omega)$ the unique solution to

$$
\left\{\begin{array}{l}
\left(\Delta+\omega^{2}\right) u(\omega)=0 \quad \text { in } \Omega \\
\frac{\partial u}{\partial \nu}=\left(\omega^{2}-\mu_{j}\right) \psi(\omega) \quad \text { on } \partial \Omega
\end{array}\right.
$$

By integration by parts over $\Omega$, we find that

$$
\int_{\Omega} u(\omega) \overline{u\left(\sqrt{\mu_{j}}\right)} d x=\int_{\partial \Omega} \psi(\omega) \overline{u\left(\sqrt{\mu_{j}}\right)} d \sigma
$$

which implies that

$$
\int_{\partial \Omega} \psi\left(\sqrt{\mu_{j}}\right) \overline{u\left(\sqrt{\mu_{j}}\right)} d \sigma=1
$$

since $\omega \mapsto \int_{\Omega} u(\omega) \overline{u\left(\sqrt{\mu_{j}}\right)} d x$ is holomorphic in $V_{\delta_{0}}$. Therefore, $\int_{\partial \Omega}\left|\psi\left(\sqrt{\mu_{j}}\right)\right|^{2} \neq 0$ and thus, the function $\psi\left(\sqrt{\mu_{j}}\right)$ is not trivial.

LEMMA 2.68. Let $\omega_{0}=\sqrt{\mu_{j}}$ and suppose that $\mu_{j}$ is simple. Then there exists a positive constant $\delta_{0}$ such that for $|\delta|<\delta_{0}$, the operator-valued function $\omega \mapsto \mathcal{A}_{\epsilon}(\omega)$ has exactly one characteristic value in $\overline{V_{\delta_{0}}}\left(\omega_{0}\right)$, where $V_{\delta_{0}}\left(\omega_{0}\right)$ is a disk of center $\omega_{0}$ and radius $\delta_{0}>0$. This characteristic value is analytic with respect to $\epsilon$ in $]-\epsilon_{0}, \epsilon_{0}[$. Moreover, the following assertions hold:
(i) $\mathcal{M}\left(\mathcal{A}_{\epsilon}(\omega) ; \partial V_{\delta_{0}}\right)=1$,
(ii) $\left(\mathcal{A}_{\epsilon}\right)^{-1}(\omega)=\left(\omega-\omega_{\epsilon}\right)^{-1} \mathcal{L}_{\epsilon}+\mathcal{R}_{\epsilon}(\omega)$,
(iii) $\mathcal{L}_{\epsilon}: \operatorname{Ker}\left(\left(\mathcal{A}_{\epsilon}\left(\omega_{\epsilon}\right)\right)^{*}\right) \rightarrow \operatorname{Ker}\left(\mathcal{A}_{\epsilon}\left(\omega_{\epsilon}\right)\right)$,
where $\mathcal{R}_{\epsilon}(\omega)$ is a holomorphic function with respect to $\left.(\epsilon, \omega) \in\right]-\epsilon_{0}, \epsilon_{0}\left[\times V_{\delta_{0}}\left(\omega_{0}\right)\right.$ and $\mathcal{L}_{\epsilon}$ is a finite-dimensional operator.

Proof. Note that the kernel of $\mathcal{K}_{\Omega_{\epsilon}}^{\omega}$ is jointly analytic with respect to $\epsilon$ in ] - $\epsilon_{0}, \epsilon_{0}$ [ and $\omega \in V_{\delta_{0}}$ for $\epsilon_{0}$ and $\delta_{0}$ small enough; see 155. Since $\mu_{j}$ is simple, it is clear that $\mathcal{M}\left(\mathcal{A}_{\epsilon}(\omega) ; \partial V_{\delta_{0}}\right)=1$. Furthermore, from Lemmas 2.66 and 2.67, it follows that

$$
\left(\mathcal{A}_{\epsilon}\right)^{-1}(\omega)=\left(\omega-\omega_{\epsilon}\right)^{-1} \mathcal{L}_{\epsilon}+\mathcal{R}_{\epsilon}(\omega)
$$

where

$$
\mathcal{L}_{\epsilon}: \operatorname{Ker}\left(\left(\mathcal{A}_{\epsilon}\left(\omega_{\epsilon}\right)\right)^{*}\right) \rightarrow \operatorname{Ker}\left(\mathcal{A}_{\epsilon}\left(\omega_{\epsilon}\right)\right)
$$

is a finite-dimensional operator and $\mathcal{R}_{\epsilon}(\omega)$ is a holomorphic function with respect to $(\epsilon, \omega)$.

Let $\omega_{0}=\sqrt{\mu_{j}}$ and suppose that $\mu_{j}$ is simple. Then, from Theorem 1.14 it follows that $\omega_{\epsilon}=\sqrt{\mu_{j}^{\epsilon}}$ is given by

$$
\begin{equation*}
\omega_{\epsilon}-\omega_{0}=\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right) \mathcal{A}_{\epsilon}(\omega)^{-1} \frac{d}{d \omega} \mathcal{A}_{\epsilon}(\omega) d \omega \tag{2.191}
\end{equation*}
$$

With the same notation as in Section 2.7. let the operator $\mathcal{K}_{\Omega}^{(1)}$ be defined by

$$
\begin{equation*}
\mathcal{K}_{\Omega}^{(1)}[\varphi]=\int_{\partial \Omega} k_{1}(x, y) \varphi(y) d \sigma(y) \tag{2.192}
\end{equation*}
$$

with

$$
k_{1}(x, y)=\frac{\sqrt{-1} \omega}{4}\left(L_{0} M_{0} N_{1}+\left(L_{0} M_{1}+L_{1} M_{0}\right) N_{0}\right)(x, y)
$$

and the functions $L_{0}, L_{1}, M_{0}, M_{1}, N_{0}$ and $N_{1}$ being defined by

$$
\begin{aligned}
L_{0}(x, y) & =H_{1}^{(1)}(\omega|x-y|), \quad M_{0}(x, y)=|x-y|, \quad N_{0}(x, y)=\frac{\left\langle y-x, \nu_{y}\right\rangle}{|x-y|^{2}} \\
L_{1}(x, y) & =\left(H_{1}^{(1)}\right)^{\prime}(\omega|x-y|) \frac{\langle x-y, h(x) \nu(x)-h(y) \nu(y)\rangle}{|x-y|} \\
M_{1}(x, y) & =\frac{\langle x-y, h(x) \nu(x)-h(y) \nu(y)\rangle}{|x-y|} \\
N_{1}(x, y) & =N_{0}(x, y) \widetilde{F}(x, y)+K_{1}(x, y) \\
K_{1}(x, y) & =\frac{\langle h(y) \nu(y)-h(x) \nu(x), \nu(y)\rangle}{|x-y|^{2}}-\frac{\left\langle y-x, \tau(y) h(y) \nu(y)+h^{\prime}(y) T(y)\right\rangle}{|x-y|^{2}} \\
\widetilde{F}(x, y) & =-2 M_{1}(x, y)+\tau(x) h(x)-\tau(y) h(y)
\end{aligned}
$$

Here, $\tau(x)$ represents the curvature at the point $x$.
Substituting

$$
\begin{equation*}
\mathcal{K}_{\Omega_{\epsilon}}^{\omega}[\tilde{\phi}] \circ \Psi_{\epsilon}=\mathcal{K}_{\Omega}^{\omega}[\phi]+\epsilon \mathcal{K}_{\Omega}^{(1)}[\phi]+O\left(\epsilon^{2}\right) \tag{2.193}
\end{equation*}
$$

into 2.191, we obtain the following shape derivative of the Neumann eigenvalues.
THEOREM 2.69 (Shape derivative of Neumann eigenvalues). The following asymptotic expansion holds:

$$
\begin{equation*}
\sqrt{\mu_{j}^{\epsilon}}-\sqrt{\mu_{j}}=\frac{\epsilon}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{\delta_{0}}} \mathcal{A}_{0}(\omega)^{-1} \mathcal{K}_{\Omega}^{(1)}(\omega) d \omega+O\left(\epsilon^{2}\right) \tag{2.194}
\end{equation*}
$$

where $V_{\delta_{0}}$ is a disk of center $\sqrt{\mu_{j}}$ and radius $\delta_{0}$ small enough, $\mathcal{A}_{0}(\omega)=-(1 / 2) I+\mathcal{K}_{\Omega}^{\omega}$ and $\mathcal{K}_{\Omega}^{(1)}(\omega)$ is given by 2.192.

Proof. If $\epsilon$ is small enough, then the following expansion is uniform with respect to $\omega$ in $\partial V_{\delta_{0}}$ :

$$
\mathcal{A}_{\epsilon}(\omega)^{-1}=\mathcal{A}_{0}(\omega)^{-1}-\epsilon \mathcal{A}_{0}(\omega)^{-1} \mathcal{K}_{\Omega}^{(1)}(\omega) \mathcal{A}_{0}(\omega)^{-1}+O\left(\epsilon^{2}\right)
$$

and therefore,

$$
\begin{aligned}
\omega_{\epsilon}-\omega_{0}= & \frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right)\left[\mathcal{A}_{0}(\omega)^{-1} \frac{d}{d \omega} \mathcal{A}_{0}(\omega)\right. \\
& \left.-\epsilon \mathcal{A}_{0}(\omega)^{-1} \mathcal{K}_{\Omega}^{(1)}(\omega) \mathcal{A}_{0}(\omega)^{-1} \frac{d}{d \omega} \mathcal{A}_{0}(\omega)+\epsilon \mathcal{A}_{0}(\omega)^{-1} \frac{d}{d \omega} \mathcal{K}_{\Omega}^{(1)}(\omega)\right] d \omega+O\left(\epsilon^{2}\right)
\end{aligned}
$$

Because of Lemma 2.67. $\omega_{0}$ is a simple pole of $\mathcal{A}_{0}(\omega)^{-1}$ and $\mathcal{A}_{0}(\omega)$ is analytic, and hence we get

$$
\begin{equation*}
\int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right) \mathcal{A}_{0}(\omega)^{-1} \frac{d}{d \omega} \mathcal{A}_{0}(\omega) d \omega=0 \tag{2.195}
\end{equation*}
$$

Moreover, by using the property 1.4 of the trace together with the identity

$$
\begin{equation*}
\frac{d}{d \omega} \mathcal{A}_{0}(\omega)^{-1}=-\mathcal{A}_{0}(\omega)^{-1} \frac{d \mathcal{A}_{0}}{d \omega}(\omega) \mathcal{A}_{0}(\omega)^{-1} \tag{2.196}
\end{equation*}
$$

we arrive at

$$
\omega_{\epsilon}-\omega_{0}=-\frac{\epsilon}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right) \frac{d}{d \omega}\left[\mathcal{A}_{0}^{-1}(\omega) \mathcal{K}_{\Omega}^{(1)}(\omega)\right] d \omega+O\left(\epsilon^{2}\right)
$$

Now, a simple integration by parts yields the desired result.
2.9.6. Splitting of Multiple Eigenvalues. The main difficulty in deriving asymptotic expansions of perturbations in multiple eigenvalues of the unperturbed configuration relates to their continuation. Multiple eigenvalues may evolve, under perturbations, as separated, distinct eigenvalues, and the splitting may only become apparent at high orders in their Taylor expansions with respect to the perturbation parameter [290, 412, 429, 155.

In this subsection, as an example, we address the splitting problem in the evaluation of the perturbations of the Neumann eigenvalues due to shape deformations. Our approach applies to the other eigenvalue perturbation problems as well.

Let $\omega_{0}^{2}$ denote an eigenvalue of the Neumann problem for $-\Delta$ on $\Omega$ with geometric multiplicity $m$. We call the $\omega_{0}$-group the totality of the perturbed eigenvalues $\omega_{\epsilon}^{2}$ of $-\Delta$ on $\Omega_{\epsilon}$ for $\epsilon>0$ that are generated by splitting from $\omega_{0}^{2}$.

In exactly the same way as Lemma 2.68 we can show that the eigenvalues are exactly the characteristic values of $\mathcal{A}_{\epsilon}$ defined by 2.190 . We then proceed from the generalized argument principle to investigate the splitting problem.

Lemma 2.70. Let $\omega_{0}=\sqrt{\mu_{j}}$ and suppose that $\mu_{j}$ is a multiple Neumann eigenvalue of $-\Delta$ on $\Omega$ with geometric multiplicity $m$. Then there exists a positive constant $\delta_{0}$ such that for $|\delta|<\delta_{0}$, the operator-valued function $\omega \mapsto \mathcal{A}_{\epsilon}(\omega)$ defined by 2.190) has exactly $m$ characteristic values (counted according to their multiplicity) in $\overline{V_{\delta_{0}}}\left(\omega_{0}\right)$, where $V_{\delta_{0}}\left(\omega_{0}\right)$ is a disk of center $\omega_{0}$ and radius $\delta_{0}>0$. These characteristic values form the $\omega_{0}$-group associated to the perturbed eigenvalue problem (3.2) and are analytic with respect to $\epsilon$ in $]-\epsilon_{0}, \epsilon_{0}\left[\right.$. They satisfy $\left.\omega_{\epsilon}^{i}\right|_{\epsilon=0}=\omega_{0}$ for $i=1, \ldots, m$. Moreover, if $\left(\omega_{\epsilon}^{i}\right)_{i=1}^{n}$ denotes the set of distinct values of $\left(\omega_{\epsilon}^{i}\right)_{i=1}^{m}$, then the following assertions hold:
(i) $\mathcal{M}\left(\mathcal{A}_{\epsilon}(\omega) ; \partial V_{\delta_{0}}\right)=\sum_{i=1}^{n} \mathcal{M}\left(\mathcal{A}_{\epsilon}\left(\omega_{\epsilon}^{i}\right) ; \partial V_{\delta_{0}}\right)=m$,
(ii) $\left(\mathcal{A}_{\epsilon}\right)^{-1}(\omega)=\sum_{i=1}^{n}\left(\omega-\omega_{\epsilon}^{i}\right)^{-1} \mathcal{L}_{\epsilon}^{i}+\mathcal{R}_{\epsilon}(\omega)$,
(iii) $\mathcal{L}_{\epsilon}^{i}: \operatorname{Ker}\left(\left(\mathcal{A}_{\epsilon}\left(\omega_{\epsilon}^{i}\right)\right)^{*}\right) \rightarrow \operatorname{Ker}\left(\mathcal{A}_{\epsilon}\left(\omega_{\epsilon}^{i}\right)\right)$,
where $\mathcal{R}_{\epsilon}(\omega)$ is a holomorphic function with respect to $\omega \in V_{\delta_{0}}\left(\omega_{0}\right)$ and $\mathcal{L}_{\epsilon}^{i}$ for $i=1, \ldots, n$ is a finite-dimensional operator. Here $\mathcal{M}\left(\mathcal{A}_{\epsilon}\left(\omega_{\epsilon}^{i}\right) ; \partial V_{\delta_{0}}\right)$ is defined by (1.9).

Let, for $l \in \mathbb{N}, a_{l}(\epsilon)$ denote

$$
a_{l}(\epsilon)=\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right)^{l} \mathcal{A}_{\epsilon}(\omega)^{-1} \frac{d}{d \omega} \mathcal{A}_{\epsilon}(\omega) d \omega
$$

By the generalized argument principle, we find

$$
a_{l}(\epsilon)=\sum_{i=1}^{m}\left(\omega_{\epsilon}^{i}-\omega_{0}\right)^{l} \quad \text { for } l \in \mathbb{N} .
$$

The following theorems from [78] hold.
THEOREM 2.71. The following asymptotic expansion for $a_{l}(\epsilon)$ as $\epsilon \rightarrow 0$ holds:

$$
\begin{equation*}
a_{l}(\epsilon)=\frac{\epsilon}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{\delta_{0}}} l\left(\omega-\omega_{0}\right)^{l-1} \mathcal{A}_{0}(\omega)^{-1} \mathcal{K}_{\Omega}^{(1)}(\omega) d \omega+O\left(\epsilon^{2}\right), \tag{2.197}
\end{equation*}
$$

where $V_{\delta_{0}}$ is a disk of center $\sqrt{\mu_{j}}$ and radius $\delta_{0}$ small enough, $\mathcal{A}_{0}(\omega)=-(1 / 2) I+\mathcal{K}_{\Omega}^{\omega}$ and $\mathcal{K}_{\Omega}^{(1)}(\omega)$ is given by 2.192.

Theorem 2.72 (Splitting of a multiple eigenvalue). There exists a polynomialvalued function $\omega \mapsto Q_{\epsilon}(\omega)$ of degree $m$ and of the form

$$
Q_{\epsilon}(\omega)=\omega^{m}+c_{1}(\epsilon) \omega^{m-1}+\ldots+c_{i}(\epsilon) \omega^{m-i}+\ldots+c_{m}(\epsilon)
$$

such that the perturbations $\omega_{\epsilon}^{i}-\omega_{0}$ are precisely its zeros. The polynomial coefficients $\left(c_{i}\right)_{i=1}^{m}$ are given by the recurrence relation

$$
a_{l+m}+c_{1} a_{l+m-1}+\ldots+c_{m} a_{l}=0 \quad \text { for } l=0,1, \ldots, m-1
$$

Based on Theorems 2.71 and 2.72, our strategy for deriving asymptotic expansions of the perturbations $\omega_{\epsilon}^{i}-\omega_{0}$ relies on finding a polynomial of degree $m$ such that its zeros are precisely the perturbations $\omega_{\epsilon}^{i}-\omega_{0}$. We then obtain complete asymptotic expansions of the perturbations in the eigenvalues by computing the Taylor series of the polynomial coefficients.

Notice that in the cases where the multiplicity $m \in\{2,3,4\}$, there is no need to use Theorem 2.72, because we can explicitly have the expressions of the perturbed eigenvalues as functions of $\left(a_{l}\right)_{l=1}^{m}$. For example, if $m=2$ which is the case when $\Omega$ is a disk, we can easily see when the splitting occurs. It suffices that one of the terms in the expansion of $2 a_{2}(\epsilon)-a_{1}^{2}(\epsilon)$ in terms of $\epsilon$ does not vanish. Necessarily the order of splitting is even (because of the analyticity of the eigenvalues). Let $a_{j}(\epsilon)=\sum_{n} a_{j, n} \epsilon^{n}$ and write

$$
2 a_{2}(\epsilon)-a_{1}^{2}(\epsilon)=\sum_{n \geq 2} \alpha_{n} \epsilon^{n}, \quad \alpha_{n}=2 a_{2, n}-\sum_{p=1}^{n} a_{1, p} a_{1, n-p}
$$

Suppose that the splitting order is $2 s$, then we obtain

$$
\omega_{\epsilon}^{j}=\omega_{0}+\sum_{i \geq 1} \lambda_{i}^{(j)} \epsilon^{i}, \quad j=1,2
$$

with

$$
\begin{aligned}
& \lambda_{i}^{(1)}=\lambda_{i}^{(2)} \quad \text { for } i \leq 2 s-1, \\
& \lambda_{2 s}^{(1)}=\frac{a_{1,2 s}}{2}-\sqrt{\alpha_{2 s}}, \quad \lambda_{2 s}^{(2)}=\frac{a_{1,2 s}}{2}+\sqrt{\alpha_{2 s}} .
\end{aligned}
$$

Explicit formulas for $\lambda_{i}^{(j)}$ for $j=1,2$, can be obtained; see [78].

### 2.9.7. Numerical Implementation.

2.9.7.1. Discretization of the Operator $\mathcal{K}_{\Omega}^{\omega}$. Similarly to the case of the NeumannPoincaré operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ in Subsection 2.4.5 we must now define an appropriate numerical representation for the operator $\mathcal{K}_{\Omega}^{\omega}$. Suppose that the boundary $\partial \Omega$ is parametrized by $x(t)$ for $t \in[0,2 \pi)$. We first partition the interval $[0,2 \pi)$ into $N$ pieces

$$
\left[t_{1}, t_{2}\right),\left[t_{2}, t_{3}\right), \ldots,\left[t_{N}, t_{N+1}\right),
$$

with $t_{1}=0$ and $t_{N+1}=2 \pi$, and then approximate the boundary $\partial \Omega=\left\{x(t) \in \mathbb{R}^{2}\right.$ : $t \in[0,2 \pi)\}$ by $x^{(i)}=x\left(t_{i}\right)$ for $1 \leq i \leq N$.

We represent the infinite dimensional operator $\mathcal{K}_{\Omega}^{\omega}$ by a finite dimensional matrix $K$ and the density function $\varphi$ by $\bar{\varphi}_{i}:=\varphi\left(x^{(i)}\right)$ for $1 \leq i \leq N$. Then

$$
\begin{aligned}
\mathcal{K}_{\Omega}^{\omega}[\varphi](x) & =\int_{\partial \Omega} \frac{\partial \Gamma_{\omega}}{\partial \nu_{y}}(x, y) \varphi(y) d \sigma(y) \\
& =\int_{\partial \Omega} \frac{\sqrt{-1}}{4} H_{1}^{(1)}(\omega|x-y|) \omega \frac{\left\langle y-x, \nu_{y}\right\rangle}{|y-x|} \varphi(y) d \sigma(y)
\end{aligned}
$$

for $\psi \in L^{2}(\partial \Omega)$ has the numeric representation

$$
K \tilde{\psi}=\left(\begin{array}{cccc}
K_{11} & K_{12} & \ldots & K_{1 N} \\
K_{21} & K_{22} & \ldots & K_{2 N} \\
\vdots & & \ddots & \vdots \\
K_{N 1} & \ldots & \ldots & K_{N N}
\end{array}\right)\left(\begin{array}{c}
\bar{\varphi}_{1} \\
\bar{\varphi}_{2} \\
\vdots \\
\bar{\varphi}_{N}
\end{array}\right)
$$

where

$$
K_{i j}=\frac{\sqrt{-1}}{4} H_{1}^{(1)}\left(\omega\left|x^{(i)}-x^{(j)}\right|\right) \omega \frac{\left\langle x^{(j)}-x^{(i)}, \nu_{y}\right\rangle}{\left|x^{(j)}-x^{(i)}\right|}\left|T\left(x^{(j)}\right)\right|\left(t_{j+1}-t_{j}\right) \quad i \neq j,
$$

with $T\left(x^{(i)}\right)$ being the tangent vector at $x^{(i)}$.
As in the previous section, we have singularities in the diagonal terms of the discretization matrix. Recall that $\Gamma_{0}(x)=\frac{1}{2 \pi} \ln |x|$ and in Subsection 2.4.5.2 we showed how to compute the diagonal elements in the case of the Neumann-Poincaré operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$. In view of 2.148, the kernel $\partial \Gamma_{\omega} / \partial \nu_{y}(x, y)$ has the same singularity as that of the Neumann-Poincaré operator. Therefore we can approximate the diagonal elements of $K$ by

$$
\begin{equation*}
K_{i i} \approx \frac{1}{2 N} \frac{\left.\left\langle a^{(i)}\right), \nu^{(i)}\right\rangle}{\left|T^{(i)}\right|} \tag{2.198}
\end{equation*}
$$

2.9.7.2. Finding the Eigenvalues by Muller's Method. We now describe the computation of Laplace eigenvalues (or the characteristic values of $\mathcal{A}(\omega)$ ) using Muller's method. Let us define a function $f: \mathbb{C} \rightarrow \mathbb{C}$ such that $f(\omega)$ is the smallest eigenvalue of $\mathcal{A}(\omega)$. This means that $f(\omega)=0$ whenever $\omega$ is a characteristic value of $\mathcal{A}$ and using Muller's method we can find such an $\omega$.

Consider the following numerical example. Assume that $\Omega$ is a unit disk. We discretize the boundary $\partial \Omega$ with $N=500$ points. As discussed previously, characteristic values are zeros of $J_{n}^{\prime}(z)=0$. The first zero is approximately 1.8412. Upon computing a characteristic value near 1.8 using Muller's method in Code Eigenvalues of the Laplacian we find that there is a good agreement with the exact value, as can be seen in Table 2.5 .

| Theoretical | Numerical |
| :---: | :---: |
| $1.8412+0.0000 \sqrt{-1}$ | $1.8421-0.0026 \sqrt{-1}$ |

Table 2.5. Characteristic value of $\mathcal{A}$ near 1.8.

Next, we present a numerical example for computing perturbed eigenvalues using the shape derivative. We assume that $\Omega$ is a unit disk. We use polar coordinates $(r, \theta)$ to parametrize the boundary $\partial \Omega$. For the boundary perturbation, we set $\epsilon=0.01$ and $h(\theta)=\cos (2 \theta)$. We discretize the boundary $\partial \Omega_{\epsilon}$ with $N=100$ points. We compute the perturbed characteristic values near $\omega_{0}=0.8412$ using Muller's method. Then we compute their approximation by using the shape derivative. A comparison between the perturbed eigenvalues obtained via Muller's method and the approximation given by the shape derivative in Code Shape Perturbations of Eigenvalues of the Laplacian is provided in Table 2.6 .

| Muller's method | Shape derivative |
| ---: | ---: |
| $1.8623-0.0126 \sqrt{-1}$ | $1.8619+0.0008 \sqrt{-1}$ |
| $1.8288-0.0126 \sqrt{-1}$ | $1.8204-0.0007 \sqrt{-1}$ |

Table 2.6. Perturbed characteristic values of the operator $\mathcal{A}_{\epsilon}$.

### 2.10. Helmholtz-Kirchhoff Identity, Scattering Amplitude and Optical Theorem

In this section we derive the Helmholtz-Kirchhoff identity, which plays a key role in understanding the resolution limit in imaging with waves, and outline the optical theorem. The optical theorem establishes a fundamental relation between the imaginary part of the scattering amplitude and the total cross-section. The scattering amplitude (or the far-field pattern) is the amplitude of the outgoing spherical or cylindrical wave scattered by a particle, relative to a plane wave. It is function of the incidence and observation directions. The total cross-section (also called the extinction cross-section) is the sum of the scattering and absorption cross-sections, which are respectively defined as the ratio of the total radiant power scattered and absorbed by a particle in all directions, to the radiant power incident on the particle.
2.10.1. Reciprocity. An important property satisfied by the outgoing fundamental solution of the Helmholtz equation is the reciprocity property.

Let $\mu$ and $\varepsilon$ be two piecewise smooth functions such that $\mu(x)=\mu_{m}$ and $\varepsilon(x)=\varepsilon_{m}$ for $|x| \geq R_{0}$ for some positive $R_{0}$. Let $k_{m}=\omega \sqrt{\varepsilon_{m} \mu_{m}}$. For $y \in \mathbb{R}^{d}$, introduce the fundamental solution $\Phi_{k_{m}}(x, y)$ to be the solution to

$$
\begin{equation*}
\left(\nabla_{x} \cdot \frac{1}{\mu(x)} \nabla_{x}+\omega^{2} \varepsilon(x)\right) \Phi_{k_{m}}(x, y)=\frac{1}{\mu_{m}} \delta_{y}(x), \tag{2.199}
\end{equation*}
$$

subject to the Sommerfeld radiation condition:

$$
\begin{equation*}
\left|\frac{\partial \Phi_{k_{m}}}{\partial r}-\sqrt{-1} k_{m} \Phi_{k_{m}}\right|=O\left(r^{-(d+1) / 2}\right) \quad \text { as } r=|x| \rightarrow+\infty \quad \text { uniformly in } \frac{x}{|x|} \tag{2.200}
\end{equation*}
$$

The following holds.
Lemma 2.73. We have, for $x \neq y$,

$$
\begin{equation*}
\Phi_{k_{m}}(x, y)=\Phi_{k_{m}}(y, x) \tag{2.201}
\end{equation*}
$$

Identity 2.201 means that the wave recorded at $x$ when there is a timeharmonic source at $y$ is equal to the wave recorded at $y$ when there is a timeharmonic source at $x$.

Proof. We consider the equations satisfied by the fundamental solution with the source at $y_{2}$ and with the source at $y_{1}\left(\right.$ with $\left.y_{1} \neq y_{2}\right)$ :

$$
\begin{aligned}
& \left(\nabla_{x} \cdot \frac{1}{\mu} \nabla_{x}+\omega^{2} \varepsilon\right) \Phi_{k_{m}}\left(x, y_{2}\right)=\frac{1}{\mu_{m}} \delta_{y_{2}} \\
& \left(\nabla_{x} \cdot \frac{1}{\mu} \nabla_{x}+\omega^{2} \varepsilon\right) \Phi_{k_{m}}\left(x, y_{1}\right)=\frac{1}{\mu_{m}} \delta_{y_{1}} .
\end{aligned}
$$

We multiply the first equation by $\Phi_{k_{m}}\left(x, y_{1}\right)$ and subtract the second equation multiplied by $\Phi_{k_{m}}\left(x, y_{2}\right)$ :

$$
\begin{aligned}
& \nabla_{x} \cdot \frac{\mu_{m}}{\mu}\left[\Phi_{k_{m}}\left(x, y_{1}\right) \nabla_{x} \Phi_{k_{m}}\left(x, y_{2}\right)-\Phi_{k_{m}}\left(x, y_{2}\right) \nabla_{x} \Phi_{k_{m}}\left(x, y_{1}\right)\right] \\
& =-\Phi_{k_{m}}\left(x, y_{2}\right) \delta_{y_{1}}+\Phi_{k_{m}}\left(x, y_{1}\right) \delta_{y_{2}} \\
& =-\Phi_{k_{m}}\left(y_{1}, y_{2}\right) \delta_{y_{1}}+\Phi_{k_{m}}\left(y_{2}, y_{1}\right) \delta_{y_{2}}
\end{aligned}
$$

We next integrate over the ball $B_{R}$ of center 0 and radius $R$ which contains both $y_{1}$ and $y_{2}$ and use the divergence theorem:

$$
\begin{aligned}
& \int_{\partial B_{R}} \nu \cdot\left[\Phi_{k_{m}}\left(x, y_{1}\right) \nabla_{x} \Phi_{k_{m}}\left(x, y_{2}\right)-\Phi_{k_{m}}\left(x, y_{2}\right) \nabla_{x} \Phi_{k_{m}}\left(x, y_{1}\right)\right] d \sigma(x) \\
& =-\Phi_{k_{m}}\left(y_{1}, y_{2}\right)+\Phi_{k_{m}}\left(y_{2}, y_{1}\right)
\end{aligned}
$$

where $\nu$ is the unit outward normal to the ball $B_{R}$, which is $\nu=x /|x|$.
If $x \in \partial B_{R}$ and $R \rightarrow \infty$, then we have by the Sommerfeld radiation condition:

$$
\nu \cdot \nabla_{x} \Phi_{k_{m}}(x, y)=\sqrt{-1} k_{m} \Phi_{k_{m}}(x, y)+O\left(\frac{1}{R^{(d+1) / 2}}\right)
$$

Therefore, as $R \rightarrow \infty$,

$$
\begin{aligned}
& -\Phi_{k_{m}}\left(y_{1}, y_{2}\right)+\Phi_{k_{m}}\left(y_{2}, y_{1}\right) \\
& =i k_{m} \int_{\partial B_{R}}\left[\Phi_{k_{m}}\left(x, y_{1}\right) \Phi_{k_{m}}\left(x, y_{2}\right)-\Phi_{k_{m}}\left(x, y_{2}\right) \Phi_{k_{m}}\left(x, y_{1}\right)\right] d \sigma(x) \\
& =0
\end{aligned}
$$

which is the desired result.
2.10.2. Lippmann-Schwinger Representation Formula. The following Lippmann-Schwinger representation formula for $\Phi_{k_{m}}$ holds.

Lemma 2.74. For any $x \neq y$, we have

$$
\begin{align*}
\Phi_{k_{m}}(x, y)= & \Gamma_{k_{m}}(x, y)+\int\left(\frac{\mu_{m}}{\mu(z)}-1\right) \nabla \Phi_{k_{m}}(z, x) \cdot \nabla \Gamma_{k_{m}}(z, y) d z  \tag{2.202}\\
& +k_{m}^{2} \int\left(1-\frac{\varepsilon(z)}{\varepsilon_{m}}\right) \Phi_{k_{m}}(z, x) \Gamma_{k_{m}}(z, y) d z
\end{align*}
$$

Proof. We multiply 2.199 by $\Gamma_{k_{m}}$ and subtract the equation satisfied by $\Gamma_{k_{m}}$ multiplied by $\frac{1}{\mu_{m}} \Phi_{k_{m}}$ :

$$
\begin{aligned}
& \nabla_{z} \cdot\left[\frac{1}{\mu(z)} \Gamma_{k_{m}}(z, y) \nabla_{z} \Phi_{k_{m}}(z, x)-\frac{1}{\mu_{m}} \Phi_{k_{m}}(z, x) \nabla_{z} \Gamma_{k_{m}}(z, y)\right] \\
& =\left(\frac{1}{\mu(z)}-\frac{1}{\mu_{m}}\right) \nabla_{z} \Phi_{k_{m}}(z, x) \cdot \nabla_{z} \Gamma_{k_{m}}(z, y) \\
& \quad+\omega^{2} \varepsilon_{m}\left(1-\frac{\varepsilon(z)}{\varepsilon_{m}}\right) \Phi_{k_{m}}(z, x) \Gamma_{k_{m}}(z, y) \\
& \quad+\frac{1}{\mu_{m}}\left(\Gamma_{k_{m}}(x, y) \delta_{x}(z)-\Phi_{k_{m}}(x, y) \delta_{y}(z)\right) .
\end{aligned}
$$

We integrate over $B_{R}$ (with $R$ large enough so that it encloses the support of $\mu-\mu_{m}$ and $\varepsilon-\varepsilon_{m}$ ) and send $R$ to infinity to obtain thanks to the Sommerfeld radiation condition the desired result.

Lippmann-Schwinger representation formula 2.202 is used as a basis for expanding the fundamental solution $\Phi_{k_{m}}$ when $\mu \approx \mu_{m}$ and $\varepsilon \approx \varepsilon_{m}$. If $\Phi_{k_{m}}$ in the right-hand side is replaced by $\Gamma_{k_{m}}$, then we obtain:

$$
\begin{align*}
\Phi_{k_{m}}(x, y) \approx & \Gamma_{k_{m}}(x, y)+\int\left(\frac{\mu_{m}}{\mu(z)}-1\right) \nabla \Gamma_{k_{m}}(z, y) \cdot \nabla \Gamma_{k_{m}}(z, y) d z \\
& +k_{m}^{2} \int\left(1-\frac{\varepsilon(z)}{\varepsilon_{m}}\right) \Gamma_{k_{m}}(z, y) \Gamma_{k_{m}}(z, y) d z \tag{2.203}
\end{align*}
$$

which is the (first-order) Born approximation for $\Phi_{k_{m}}$.
2.10.3. The Helmholtz-Kirchhoff Theorem. The Helmholtz-Kirchhoff theorem plays a key role in understanding the resolution limit in imaging with waves. The following holds.

Lemma 2.75. Let $\partial B_{R}$ be the sphere of radius $R$ and center 0 . We have (2.204)

$$
\int_{\partial B_{R}}\left(\frac{\partial \overline{\Gamma_{k_{m}}}}{\partial \nu}(x, y) \Gamma_{k_{m}}(z, y)-\overline{\Gamma_{k_{m}}}(x, y) \frac{\partial \Gamma_{k_{m}}}{\partial \nu}(z, y)\right) d \sigma(y)=2 \sqrt{-1} \Im \Gamma_{k_{m}}(x, z)
$$

which yields

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \int_{\partial B_{R}} \overline{\Gamma_{k_{m}}}(x, y) \Gamma_{k_{m}}(z, y) d \sigma(y)=-\frac{1}{k_{m}} \Im \Gamma_{k_{m}}(x, z) \tag{2.205}
\end{equation*}
$$

by using the Sommerfeld radiation condition.
Identity 2.204 follows from multiplying by $\overline{\Gamma_{k_{m}}}$ the equation satisfied by $\Gamma_{k_{m}}$ and integrating by parts. Identity 2.205 can be deduced from 2.204 by using the Sommerfeld radiation condition.

Notice that identity $(2.205$ is valid even in inhomogeneous media. The following identity holds, which as we will see shows that the sharper the behavior of the imaginary part of the fundamental solution $\Phi_{k_{m}}$ around the source is, the higher is the resolution.

Theorem 2.76. Let $\Phi_{k_{m}}$ be the fundamental solution defined in 2.199. We have

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \int_{|y|=R} \overline{\Phi_{k_{m}}}(x, y) \Phi_{k_{m}}(z, y) d \sigma(y)=-\frac{1}{k_{m}} \Im \Phi_{k_{m}}(x, z) \tag{2.206}
\end{equation*}
$$

Proof. As for Lemma 2.73, the proof is based essentially on the second Green's identity and the Sommerfeld radiation condition. Let us consider

$$
\begin{aligned}
\left(\nabla_{y} \cdot \frac{1}{\mu} \nabla_{y}+\omega^{2} \varepsilon\right) \Phi_{k_{m}}\left(y, x_{2}\right) & =\frac{1}{\mu_{m}} \delta_{x_{2}} \\
\left(\nabla_{y} \cdot \frac{1}{\mu} \nabla_{y}+\omega^{2} \varepsilon\right) \Phi_{k_{m}}\left(y, x_{1}\right) & =\frac{1}{\mu_{m}} \delta_{x_{1}}
\end{aligned}
$$

We multiply the first equation by $\overline{\Phi_{k_{m}}}\left(y, x_{1}\right)$ and we subtract the second equation multiplied by $\Phi_{k_{m}}\left(y, x_{2}\right)$ :

$$
\begin{aligned}
\nabla_{y} \frac{\mu_{m}}{\mu} \cdot & {\left[\overline{\Phi_{k_{m}}}\left(y, x_{1}\right) \nabla_{y} \Phi_{k_{m}}\left(y, x_{2}\right)-\Phi_{k_{m}}\left(y, x_{2}\right) \nabla_{y} \overline{\Phi_{k_{m}}}\left(y, x_{1}\right)\right] } \\
& =-\Phi_{k_{m}}\left(y, x_{2}\right) \delta_{x_{1}}+\overline{\Phi_{k_{m}}}\left(y, x_{1}\right) \delta_{x_{2}} \\
& =-\Phi_{k_{m}}\left(x_{1}, x_{2}\right) \delta_{x_{1}}+\overline{\Phi_{k_{m}}}\left(x_{1}, x_{2}\right) \delta_{x_{2}}
\end{aligned}
$$

using the reciprocity property $\Phi_{k_{m}}\left(x_{1}, x_{2}\right)=\Phi_{k_{m}}\left(x_{2}, x_{1}\right)$.
We integrate over the ball $B_{R}$ and we use the divergence theorem:

$$
\begin{aligned}
& \int_{\partial B_{R}} \nu \cdot\left[\overline{\Phi_{k_{m}}}\left(y, x_{1}\right) \nabla_{y} \Phi_{k_{m}}\left(y, x_{2}\right)-\Phi_{k_{m}}\left(y, x_{2}\right) \nabla_{y} \overline{\Phi_{k_{m}}}\left(y, x_{1}\right)\right] d \sigma(y) \\
& =-\Phi_{k_{m}}\left(x_{1}, x_{2}\right)+\overline{\Phi_{k_{m}}}\left(x_{1}, x_{2}\right)
\end{aligned}
$$

This equality can be viewed as an application of the second Green's identity. The Green's function also satisfies the Sommerfeld radiation condition

$$
\lim _{|y| \rightarrow \infty}|y|\left(\frac{y}{|y|} \cdot \nabla_{y}-\sqrt{-1} k_{m}\right) \Phi_{k_{m}}\left(y, x_{1}\right)=0
$$

uniformly in all directions $y /|y|$. Using this property, we substitute $\sqrt{-1} k_{m} \Phi_{k_{m}}\left(y, x_{2}\right)$ for $\nu \cdot \nabla_{y} \Phi_{k_{m}}\left(y, x_{2}\right)$ in the surface integral over $\partial B_{R}$, and $-\sqrt{-1} k_{m} \overline{\Phi_{k_{m}}}\left(y, x_{1}\right)$ for $\nu \cdot \nabla_{y} \overline{\Phi_{k_{m}}}\left(y, x_{1}\right)$, and we obtain the desired result.

### 2.10.4. Scattering Amplitude and the Optical Theorem.

2.10.4.1. Scattering Coefficients. We first define the scattering coefficients of a particle $D$ in two dimensions. Assume that $k_{m}^{2}$ is not a Dirichlet eigenvalue for $-\Delta$ on $D$. Then, the solution $u$ to 2.165 ) (for $d=2$ ) can be represented using the singlelayer potentials $\mathcal{S}_{D}^{k_{m}}$ and $\mathcal{S}_{D}^{k_{c}}$ by 2.170 where the pair $(\varphi, \psi) \in L^{2}(\partial D) \times L^{2}(\partial D)$ is the unique solution to 2.171 . Moreover, by using Proposition 2.53 it follows that there exists a constant $C=C\left(k_{c}, k_{m}, D\right)$ such that

$$
\begin{equation*}
\|\varphi\|_{L^{2}(\partial D)}+\|\psi\|_{L^{2}(\partial D)} \leq C\left(\left\|u^{i}\right\|_{L^{2}(\partial D)}+\left\|\nabla u^{i}\right\|_{L^{2}(\partial D)}\right) . \tag{2.207}
\end{equation*}
$$

Furthermore, the constant $C$ can be chosen to be scale independent. There exists $\delta_{0}$ such that if one denotes by $\left(\varphi_{\delta}, \psi_{\delta}\right)$ the solution of 2.171) with $k_{c}$ and $k_{m}$ respectively replaced by $\delta k_{c}$ and $\delta k_{m}$, then

$$
\begin{equation*}
\left\|\varphi_{\delta}\right\|_{L^{2}(\partial D)}+\left\|\psi_{\delta}\right\|_{L^{2}(\partial D)} \leq C\left(\left\|u^{i}\right\|_{L^{2}(\partial D)}+\left\|\nabla u^{i}\right\|_{L^{2}(\partial D)}\right) \tag{2.208}
\end{equation*}
$$

Recall the Graf's addition formula:

$$
\begin{equation*}
H_{0}^{(1)}(k|x-y|)=\sum_{l \in \mathbb{Z}} H_{l}^{(1)}(k|x|) e^{\sqrt{-1} l \theta_{x}} J_{l}(k|y|) e^{-\sqrt{-1} l \theta_{y}} \quad \text { for }|x|>|y| \tag{2.209}
\end{equation*}
$$

where $x=\left(|x|, \theta_{x}\right)$ and $y=\left(|y|, \theta_{y}\right)$ in polar coordinates and $H_{l}^{(1)}$ is the Hankel function of the first kind of order $l$ and $J_{l}$ is the Bessel function of order $l$.

From 2.170) and 2.209, the following asymptotic formula holds as $|x| \rightarrow \infty$ : (2.210)

$$
u(x)-u^{i}(x)=-\frac{\sqrt{-1}}{4} \sum_{l \in \mathbb{Z}} H_{l}^{(1)}\left(k_{m}|x|\right) e^{\sqrt{-1} l \theta_{x}} \int_{\partial D} J_{l}\left(k_{m}|y|\right) e^{-\sqrt{-1} l \theta_{y}} \psi(y) d \sigma(y)
$$

Let $\left(\varphi_{l^{\prime}}, \psi_{l^{\prime}}\right)$ be the solution to 2.171 with $J_{l^{\prime}}\left(k_{m}|x|\right) e^{\sqrt{-1} l^{\prime} \theta_{x}}$ in the place of $u^{i}(x)$. We define the scattering coefficient as follows.

Definition 2.77. The scattering coefficients $W_{l l^{\prime}}, l, l^{\prime} \in \mathbb{Z}$, associated with the permittivity and permeability distributions $\varepsilon, \mu$ and the frequency $\omega$ (or $k_{c}, k_{m}, D$ ) are defined by

$$
\begin{equation*}
W_{l l^{\prime}}=W_{l l^{\prime}}[\varepsilon, \mu, \omega]:=\int_{\partial D} J_{l}\left(k_{m}|y|\right) e^{-\sqrt{-1} l \theta_{y}} \psi_{l^{\prime}}(y) d \sigma(y) \tag{2.211}
\end{equation*}
$$

We derive the exponential decay of the scattering coefficients. We have the following lemma for the size of $\left|W_{l l^{\prime}}\right|$.

LEmmA 2.78. There is a constant $C$ depending on $(\varepsilon, \mu, \omega)$ such that

$$
\begin{equation*}
\left|W_{l l^{\prime}}[\varepsilon, \mu, \omega]\right| \leq \frac{C^{|l|+\left|l^{\prime}\right|}}{\left.|l|\right|^{|l|}\left|l^{\prime}\right|^{\left|l^{\prime}\right|}} \quad \text { for all } l, l^{\prime} \in \mathbb{Z} \backslash\{0\} \tag{2.212}
\end{equation*}
$$

Moreover, there exists $\delta_{0}$ such that, for all $\delta \leq \delta_{0}$,

$$
\begin{equation*}
\left|W_{l l^{\prime}}[\varepsilon, \mu, \delta \omega]\right| \leq \frac{C^{|l|+\left|l^{\prime}\right|}}{|l|^{|l|}\left|l^{\prime}\right|^{\left|l^{\prime}\right|}} \delta^{|l|+\left|l^{\prime}\right|} \quad \text { for all } l, l^{\prime} \in \mathbb{Z} \backslash\{0\} \tag{2.213}
\end{equation*}
$$

where the constant $C$ depends on $(\varepsilon, \mu, \omega)$ but is independent of $\delta$.
Proof. Let $u^{i}(x)=J_{l^{\prime}}\left(k_{m}|x|\right) e^{\sqrt{-1} l^{\prime} \theta_{x}}$ and $\left(\varphi_{l^{\prime}}, \psi_{l^{\prime}}\right)$ be the solution to 2.171. Since

$$
\begin{equation*}
J_{l^{\prime}}(t) \sim \frac{(-1)^{l^{\prime}}}{\sqrt{2 \pi\left|l^{\prime}\right|}}\left(\frac{e t}{2\left|l^{\prime}\right|}\right)^{\left|l^{\prime}\right|} \tag{2.214}
\end{equation*}
$$

as $l^{\prime} \rightarrow \infty$, we have

$$
\left\|u^{i}\right\|_{L^{2}(\partial D)}+\left\|\nabla u^{i}\right\|_{L^{2}(\partial D)} \leq \frac{C^{\left|l^{\prime}\right|}}{\left|l^{\prime}\right|^{\left|l^{\prime}\right|}}
$$

for some constant $C$. Thus it follows from 2.207 that

$$
\begin{equation*}
\left\|\psi_{l^{\prime}}\right\|_{L^{2}(\partial D)} \leq \frac{C^{\left|l^{\prime}\right|}}{\left|l^{\prime}\right|^{\left|l^{\prime}\right|}} \tag{2.215}
\end{equation*}
$$

for another constant $C$. So we get 2.212 from 2.211 .
On the other hand, one can see from 2.208) that 2.215 still holds for some $C$ independent of $\delta$ as long as $\delta \leq \delta_{0}$ for some $\delta_{0}$. Note that

$$
\begin{equation*}
W_{l l^{\prime}}[\varepsilon, \mu, \delta \omega]=\int_{\partial D} J_{l}\left(\delta k_{m}|y|\right) e^{-\sqrt{-1} l \theta_{y}} \psi_{l^{\prime}, \delta}(y) d \sigma(y) \tag{2.216}
\end{equation*}
$$

where $\left(\varphi_{l^{\prime}, \delta}, \psi_{l^{\prime}, \delta}\right)$ is the solution to 2.171 with $k_{c}$ and $k_{m}$ respectively replaced by $\delta k_{c}$ and $\delta k_{m}$ and $J_{l^{\prime}}\left(\delta k_{m}|x|\right) e^{\sqrt{-1} l^{\prime} \theta_{x}}$ in the place of $u^{i}(x)$. So one can use 2.214) to obtain 2.213$)$. This completes the proof.

Recall that the family of cylindrical waves $\left\{J_{n}\left(k_{m}|y|\right) e^{-\sqrt{-1} n \theta_{y}}\right\}_{n}$ form a complete set. We have the completeness relation

$$
\begin{equation*}
\frac{\delta_{0}\left(r-r_{0}\right) \delta_{0}\left(\theta-\theta_{0}\right)}{r}=\sum_{l^{\prime} \in \mathbb{Z}} \frac{1}{2 \pi} \int_{0}^{+\infty} t J_{l^{\prime}}(t r) J_{l^{\prime}}\left(t r_{0}\right) d t e^{\sqrt{-1} l^{\prime}\left(\theta-\theta_{0}\right)} \tag{2.217}
\end{equation*}
$$

If $u^{i}$ is given as

$$
\begin{equation*}
u^{i}(x)=\sum_{l^{\prime} \in \mathbb{Z}} a_{l^{\prime}}\left(u^{i}\right) J_{l^{\prime}}\left(k_{m}|x|\right) e^{\sqrt{-1 l^{\prime}} \theta_{x}} \tag{2.218}
\end{equation*}
$$

where $a_{l^{\prime}}\left(u^{i}\right)$ are constants, it follows from the principle of superposition that the solution $(\varphi, \psi)$ to 2.171) is given by

$$
\psi=\sum_{l^{\prime} \in \mathbb{Z}} a_{l^{\prime}}\left(u^{i}\right) \psi_{l^{\prime}}
$$

Then one can see from 2.210 that the solution $u$ to 2.165 can be represented as (2.219)

$$
u(x)-u^{i}(x)=-\frac{\sqrt{-1}}{4} \sum_{l \in \mathbb{Z}} H_{l}^{(1)}\left(k_{m}|x|\right) e^{\sqrt{-1}} \theta_{x} \sum_{l^{\prime} \in \mathbb{Z}} W_{l l^{\prime}} a_{l^{\prime}}\left(u^{i}\right) \quad \text { as }|x| \rightarrow \infty
$$

In particular, if $u^{i}$ is given by a plane wave $e^{\sqrt{-1} k_{m} \xi \cdot x}$ with $\xi$ being on the unit circle, then
(2.220)
$u(x)-e^{\sqrt{-1}} k_{m} \xi \cdot x=-\frac{\sqrt{-1}}{4} \sum_{l \in \mathbb{Z}} H_{l}^{(1)}\left(k_{m}|x|\right) e^{\sqrt{-1}} l \theta_{x} \sum_{l^{\prime} \in \mathbb{Z}} W_{l l^{\prime}} e^{\sqrt{-1} l^{\prime}\left(\frac{\pi}{2}-\theta_{\xi}\right)} \quad$ as $|x| \rightarrow \infty$,
where $\xi=\left(\cos \theta_{\xi}, \sin \theta_{\xi}\right)$ and $x=\left(|x|, \theta_{x}\right)$. In fact, from the Jacobi-Anger expansion of plane waves

$$
\begin{equation*}
e^{\sqrt{-1} \xi \cdot x}=\sum_{l \in \mathbb{Z}} e^{\sqrt{-1} l\left(\frac{\pi}{2}-\theta_{\xi}\right)} J_{l}(|\xi \| x|) e^{\sqrt{-1} l \theta_{x}}, \tag{2.221}
\end{equation*}
$$

where $x=\left(|x|, \theta_{x}\right)$ and $\xi=\left(|\xi|, \theta_{\xi}\right)$ in the polar coordinates, it follows that

$$
\begin{equation*}
e^{\sqrt{-1} k_{m} \xi \cdot x}=\sum_{l^{\prime} \in \mathbb{Z}} e^{\sqrt{-1} l^{\prime}\left(\frac{\pi}{2}-\theta_{\xi}\right)} J_{l^{\prime}}\left(k_{m}|x|\right) e^{\sqrt{-1} l^{\prime} \theta_{x}} \tag{2.222}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi=\sum_{l^{\prime} \in \mathbb{Z}} e^{\sqrt{-1} l^{\prime}\left(\frac{\pi}{2}-\theta_{\xi}\right)} \psi_{l^{\prime}} \tag{2.223}
\end{equation*}
$$

Thus 2.220 holds. It is worth emphasizing that the expansion formula 2.219 or 2.220) determines uniquely the scattering coefficients $W_{l l^{\prime}}$, for $l, l^{\prime} \in \mathbb{Z}$.

Remark 2.79. Let $D$ be a disk of radius $R$ located at the origin in $\mathbb{R}^{2}$. Remark 2.55 yields an explicit expression for the scattering coefficients. In fact, we have

$$
\begin{aligned}
& W_{l l^{\prime}}=0, \quad l \neq l^{\prime} \\
& W_{l l}=4 \sqrt{-1} a_{l}, \quad l \in \mathbb{Z}
\end{aligned}
$$

where $a_{l}$ is given by 2.174) with $n$ replaced with $l$.
REMARK 2.80. In 27, the concept of scattering coefficients is extended to heterogeneous media. The exponential decay of the heterogeneous scattering coefficients is shown and the relationship between the scattering coefficients and the scattering amplitude is established.
2.10.4.2. Scattering Amplitude. Let $D$ be a bounded domain in $\mathbb{R}^{2}$ with smooth boundary $\partial D$, and let $\left(\varepsilon_{m}, \mu_{m}\right)$ be the pair of electromagnetic parameters (permittivity and permeability) of $\mathbb{R}^{2} \backslash \bar{D}$ and $\left(\varepsilon_{c}, \mu_{c}\right)$ be that of $D$. Then the permittivity and permeability distributions are given by

$$
\begin{equation*}
\varepsilon=\varepsilon_{m} \chi\left(\mathbb{R}^{2} \backslash \bar{D}\right)+\varepsilon_{c} \chi(D) \quad \text { and } \quad \mu=\mu_{m} \chi\left(\mathbb{R}^{2} \backslash \bar{D}\right)+\mu_{c} \chi(D) \tag{2.224}
\end{equation*}
$$

Given a frequency $\omega$, set $k_{c}=\omega \sqrt{\varepsilon_{c} \mu_{c}}$ and $k_{m}=\omega \sqrt{\varepsilon_{m} \mu_{m}}$. For a function $u^{i}$ satisfying $\left(\Delta+k_{m}^{2}\right) u^{i}=0$ in $\mathbb{R}^{2}$, we consider the total wave $u$, i.e., the solution to (2.165).

Suppose that $u^{i}$ is given by a plane wave $e^{\sqrt{-1} k_{m} \xi \cdot x}$ with $\xi$ being on the unit circle, then 2.220 yields
(2.225)
$u(x)-e^{\sqrt{-1}} k_{m} \xi \cdot x=-\frac{\sqrt{-1}}{4} \sum_{l \in \mathbb{Z}} H_{l}^{(1)}\left(k_{m}|x|\right) e^{\sqrt{-1} l \theta_{x}} \sum_{l^{\prime} \in \mathbb{Z}} W_{l l^{\prime}} e^{\sqrt{-1} l^{\prime}\left(\frac{\pi}{2}-\theta_{\xi}\right)} \quad$ as $|x| \rightarrow \infty$,
where $W_{l l^{\prime}}$, given by 2.211), are the scattering coefficients, $\xi=\left(\cos \theta_{\xi}, \sin \theta_{\xi}\right)$, and $x=\left(|x|, \theta_{x}\right)$.

The far-field pattern $A_{\infty}[\varepsilon, \mu, \omega]$, when the incident field is given by $e^{\sqrt{-1} k_{m} \xi \cdot x}$, is defined to be
$u(x)-e^{\sqrt{-1} k_{m} \xi \cdot x}=-\sqrt{-1} e^{-\frac{\pi \sqrt{-1}}{4}} \frac{e^{\sqrt{-1} k_{m}|x|}}{\sqrt{|x|}} A_{\infty}[\varepsilon, \mu, \omega]\left(\theta_{\xi}, \theta_{x}\right)+o\left(|x|^{-\frac{1}{2}}\right) \quad$ as $|x| \rightarrow \infty$.
Recall that

$$
\begin{equation*}
H_{0}^{(1)}(t) \sim \sqrt{\frac{2}{\pi t}} e^{\sqrt{-1}\left(t-\frac{\pi}{4}\right)} \quad \text { as } t \rightarrow \infty \tag{2.227}
\end{equation*}
$$

where $\sim$ indicates that the difference between the right-hand and left-hand side is $O\left(t^{-1}\right)$. If $|x|$ is large while $|y|$ is bounded, then we have

$$
|x-y|=|x|-|y| \cos \left(\theta_{x}-\theta_{y}\right)+O\left(\frac{1}{|x|}\right)
$$

and hence

$$
H_{0}^{(1)}\left(k_{m}|x-y|\right) \sim e^{-\frac{\pi \sqrt{-1}}{4}} \sqrt{\frac{2}{\pi k_{m}|x|}} e^{\sqrt{-1} k_{m}\left(|x|-|y| \cos \left(\theta_{x}-\theta_{y}\right)\right)} \quad \text { as }|x| \rightarrow \infty
$$

Thus, from 2.170), we get

$$
\begin{equation*}
u(x)-e^{\sqrt{-1} k_{m} \xi \cdot x} \sim-\sqrt{-1} e^{-\frac{\pi \sqrt{-1}}{4}} \frac{e^{\sqrt{-1} k_{m}|x|}}{\sqrt{8 \pi k_{m}|x|}} \int_{\partial D} e^{-\sqrt{-1} k_{m}|y| \cos \left(\theta_{x}-\theta_{y}\right)} \psi(y) d \sigma(y) \tag{2.228}
\end{equation*}
$$

as $|x| \rightarrow \infty$ and infer that the far-field pattern is given by

$$
\begin{equation*}
A_{\infty}[\varepsilon, \mu, \omega]\left(\theta_{\xi}, \theta_{x}\right)=\frac{1}{\sqrt{8 \pi k_{m}}} \int_{\partial D} e^{-\sqrt{-1} k_{m}|y| \cos \left(\theta_{x}-\theta_{y}\right)} \psi(y) d \sigma(y) \tag{2.229}
\end{equation*}
$$

where $\psi$ is given by 2.223 .
We now show that the scattering coefficients are basically the Fourier coefficients of the far-field pattern (the scattering amplitude) which is $2 \pi$-periodic function in two dimensions.

Let

$$
A_{\infty}[\varepsilon, \mu, \omega]\left(\theta_{\xi}, \theta_{x}\right)=\sum_{l \in \mathbb{Z}} b_{l}\left(\theta_{\xi}\right) e^{\sqrt{-1} l \theta_{x}}
$$

be the Fourier series of $A_{\infty}[\varepsilon, \mu, \omega]\left(\theta_{\xi}, \cdot\right)$. From 2.229 it follows that

$$
\begin{aligned}
b_{l}\left(\theta_{\xi}\right) & =\frac{1}{2 \pi} \int_{0}^{2 \pi} \int_{\partial D} e^{-\sqrt{-1} k_{m}|y| \cos \left(\theta_{x}-\theta_{y}\right)} \psi(y) d \sigma(y) e^{-\sqrt{-1} l \theta_{x}} d \theta_{x} \\
& =\frac{1}{2 \pi} \int_{\partial D} \int_{0}^{2 \pi} e^{-\sqrt{-1} k_{m}|y| \cos \left(\theta_{x}-\theta_{y}\right)} e^{-\sqrt{-1} l \theta_{x}} d \theta_{x} \psi(y) d \sigma\left(\theta_{y}\right)
\end{aligned}
$$

Since

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-\sqrt{-1} k_{m}|y| \cos \left(\theta_{x}-\theta_{y}\right)} e^{-\sqrt{-1} l \theta_{x}} d \theta_{x}=J_{l}\left(k_{m}|y|\right) e^{-\sqrt{-1} l\left(\theta_{y}+\frac{\pi}{2}\right)}
$$

we deduce that

$$
b_{l}\left(\theta_{\xi}\right)=\int_{\partial D} J_{l}\left(k_{m}|y|\right) e^{-\sqrt{-1} l\left(\theta_{y}+\frac{\pi}{2}\right)} \psi(y) d \sigma\left(\theta_{y}\right)
$$

Using 2.223 we now arrive at the following theorem.
THEOREM 2.81. Let $\theta$ and $\theta^{\prime}$ be respectively the incident and scattered direction. Then we have

$$
\begin{equation*}
A_{\infty}[\varepsilon, \mu, \omega]\left(\theta, \theta^{\prime}\right)=\sum_{l, l^{\prime} \in \mathbb{Z}}(\sqrt{-1})^{\left(l^{\prime}-l\right)} e^{\sqrt{-1} l \theta^{\prime}} W_{l l^{\prime}}[\varepsilon, \mu, \omega] e^{-\sqrt{-1} l^{\prime} \theta} \tag{2.230}
\end{equation*}
$$

where the scattering coefficients $W_{l l^{\prime}}$ are defined by (2.211.
We emphasize that the series in 2.230 is well-defined provided that $k_{m}^{2}$ is not a Dirichlet eigenvalue for $-\Delta$ on $D$. Moreover, it converges uniformly in $\theta$ and $\theta^{\prime}$ thanks to 2.212. Furthermore, there exists $\delta_{0}>0$ such that for any $\delta \leq \delta_{0}$ the series expansion of $A_{\infty}[\varepsilon, \mu, \delta \omega]\left(\theta, \theta^{\prime}\right)$ is well-defined and its convergence is uniform in $\delta$. This is the key point of our construction of near-cloaking structures. We also
note that if $u^{i}$ is given by 2.218 then the scattering amplitude, which we denote by $A_{\infty}[\varepsilon, \mu, \omega]\left(u^{i}, \theta^{\prime}\right)$, is given by

$$
\begin{equation*}
A_{\infty}[\varepsilon, \mu, \omega]\left(u^{i}, \theta^{\prime}\right)=\sum_{l \in \mathbb{Z}}(\sqrt{-1})^{-l} e^{\sqrt{-1} l \theta^{\prime}} \sum_{l^{\prime} \in \mathbb{Z}} W_{l l^{\prime}} a_{l^{\prime}}\left(u^{i}\right) . \tag{2.231}
\end{equation*}
$$

The conversion of the far-field to the near field is achieved via formula 2.225 .
2.10.4.3. Optical Theorem. Let $d=3$. For $\Re\left[u(x) e^{-\sqrt{-1} k_{m} t}\right]$, the averaged value of the energy flux vector, taken over an interval which is long compared to the period of the oscillations, is given by

$$
F(x)=-\sqrt{-1} k_{m}[\bar{u}(x) \nabla u(x)-u(x) \nabla \bar{u}(x)] .
$$

Consider the outward flow of energy through the sphere $\partial B_{R}$ of radius $R$ and center the origin:

$$
\mathcal{W}=\int_{\partial B_{R}} F(x) \cdot \nu(x) d \sigma(x)
$$

where $\nu(x)$ is the outward normal at $x \in \partial B_{R}$.
As the total field can be written as $u=u^{i}+u^{s}$, the flow can be decomposed into three parts:

$$
\mathcal{W}=\mathcal{W}^{i}+\mathcal{W}^{s}+\mathcal{W}^{\prime}
$$

where
$\mathcal{W}^{i}=-\sqrt{-1} \beta \int_{\partial B_{R}}\left[\overline{u^{i}}(x) \nabla u^{i}(x)-u^{i}(x) \nabla \overline{u^{i}}(x)\right] \cdot \nu(x) d \sigma(x)$,
$\mathcal{W}^{s}=-\sqrt{-1} \beta \int_{\partial B_{R}}\left[\overline{u^{s}}(x) \nabla u^{s}(x)-u^{s}(x) \nabla \overline{u^{s}}(x)\right] \cdot \nu(x) d \sigma(x)$,
$\mathcal{W}^{\prime}=-\sqrt{-1} \beta \int_{\partial B_{R}}\left[\overline{u^{i}}(x) \nabla u^{s}(x)-u^{s}(x) \nabla \overline{u^{i}}(x)-u^{i}(x) \nabla \overline{u^{s}}(x)+\overline{u^{s}}(x) \nabla u^{i}(x)\right] \cdot \nu(x) d \sigma(x)$,
where $\beta$ is a positive constant.
In the case where $u^{i}(x)=e^{\sqrt{-1} k_{m} \xi \cdot x}$ is a plane wave, we can see that $\mathcal{W}^{i}=0$ :

$$
\begin{aligned}
\mathcal{W}^{i} & =-\sqrt{-1} \beta \int_{\partial B_{R}}\left[\overline{u^{i}}(x) \nabla u^{i}(x)-u^{i}(x) \nabla \overline{u^{i}}(x)\right] d \sigma(x) \\
& =-\sqrt{-1} \beta \int_{\partial B_{R}}\left[e^{-\sqrt{-1} k_{m} \xi \cdot x} \sqrt{-1} k_{m} \xi e^{\sqrt{-1} k_{m} \xi \cdot x}+e^{\sqrt{-1} k_{m} \xi \cdot x} k_{m} d e^{-\sqrt{-1} k_{m} \xi \cdot x}\right] \cdot \nu(x) d \sigma(x), \\
& =2 \beta k_{m} \xi \cdot \int_{\partial B_{R}} \nu(x) d \sigma(x) \\
& =0 .
\end{aligned}
$$

In a non absorbing medium with non absorbing scatterers, $\mathcal{W}$ is equal to zero because the electromagnetic energy would be conserved by the scattering process. However, if there is an absorbing scatterer inside the medium, the conservation of energy gives the rate of absorption as

$$
\mathcal{W}^{a}=-\mathcal{W}
$$

Therefore, we have

$$
\mathcal{W}^{a}+\mathcal{W}^{s}=-\mathcal{W}^{\prime}
$$

Here, $\mathcal{W}^{\prime}$ is called the extinction rate. It is the rate at which the energy is removed by the scatterer from the illuminating plane wave, and it is the sum of the rate of absorption and the rate at which energy is scattered.

Denote by $V$ the quantity $V(x)=\beta\left|\overline{u^{i}}(x) \nabla u^{i}(x)-u^{i}(x) \nabla \overline{u^{i}}(x)\right|$. In the case of a plane wave illumination, $V(x)$ is independent of $x$ and is given by $V=2 \beta k_{m}$.

Definition 2.82. The scattering cross-section $Q^{s}$, the absorption cross-section $Q^{a}$ and the extinction cross-section are defined by

$$
Q^{s}=\frac{\mathcal{W}^{s}}{V}, \quad Q^{a}=\frac{\mathcal{W}^{a}}{V}, \quad Q^{e x t}=\frac{-\mathcal{W}^{\prime}}{V}
$$

Note that these quantities are independent of $x$ in the case of a plane wave illumination.

Theorem 2.83 (Optical theorem). Let $d=3$. If $u^{i}(x)=e^{\sqrt{-1} k_{m} \xi \cdot x}$, where $\xi$ is a unit direction of incidence, then

$$
\begin{align*}
& Q^{e x t}[\varepsilon, \mu, \omega](\xi)=Q^{s}[\varepsilon, \mu, \omega](\xi)+Q^{a}[\varepsilon, \mu, \omega](\xi)=\frac{4 \pi}{k_{m}} \Im\left[A_{\infty}[\varepsilon, \mu, \omega](\xi, \xi)\right]  \tag{2.232}\\
& Q^{s}[\varepsilon, \mu, \omega](\xi)=\int_{|\hat{x}|=1}\left|A_{\infty}[\varepsilon, \mu, \omega](\xi, \hat{x})\right|^{2} d \sigma(\hat{x}) \tag{2.233}
\end{align*}
$$

with $A_{\infty}$ being the scattering amplitude defined by

$$
\begin{equation*}
\left(u-u^{i}\right)(x)=\frac{e^{\sqrt{-1} k_{m}|x|}}{|x|} A_{\infty}[\varepsilon, \mu, \omega]\left(\xi, \frac{x}{|x|}\right)+O\left(\frac{1}{|x|^{2}}\right) \tag{2.234}
\end{equation*}
$$

Proof. The Sommerfeld radiation condition gives, for any $x \in \partial B_{R}$,

$$
\begin{equation*}
\nabla u^{s}(x) \cdot \nu(x) \sim \sqrt{-1} k_{m} u^{s}(x) \tag{2.235}
\end{equation*}
$$

Hence, from 2.234 we get

$$
u^{s}(x) \nabla \overline{u^{s}}(x) \cdot \nu(x)-\overline{u^{s}}(x) \nabla u^{s}(x) \cdot \nu(x) \sim \frac{-2 \sqrt{-1} k_{m}}{|x|^{2}}\left|A_{\infty}[\varepsilon, \mu, \omega]\left(\xi, \frac{x}{|x|}\right)\right|^{2}
$$

which yields 2.233 . We now compute the extinction rate. We have

$$
\begin{equation*}
\nabla u^{i}(x) \cdot \nu(x)=\sqrt{-1} k_{m} \xi \cdot \nu(x) e^{\sqrt{-1} k_{m} \xi \cdot x} \tag{2.236}
\end{equation*}
$$

Therefore, using 2.235 and 2.236, it follows that

$$
\begin{aligned}
& \overline{u^{i}}(x) \nabla u^{s}(x) \cdot \nu(x)-u^{s}(x) \nabla \overline{u^{i}}(x) \cdot \nu(x) \\
& \sim\left[\sqrt{-1} k_{m} \frac{e^{\sqrt{-1} k_{m}(|x|-\xi \cdot x)}}{|x|} \xi \cdot \nu+\sqrt{-1} k_{m} \frac{e^{\sqrt{-1} k_{m}(|x|-\xi \cdot x)}}{|x|}\right] A_{\infty}[\varepsilon, \mu, \omega]\left(\xi, \frac{x}{|x|}\right) \\
& \sim \frac{\sqrt{-1} k_{m} e^{\sqrt{-1} k_{m}|x|-\xi \cdot \nu(x)}}{|x|}(\xi \cdot \nu(x)+1) A_{\infty}[\varepsilon, \mu, \omega]\left(\xi, \frac{x}{|x|}\right) .
\end{aligned}
$$

For $x \in \partial B_{R}$, we can write

$$
\begin{aligned}
& \overline{u^{i}}(x) \nabla u^{s}(x) \cdot \nu(x)-u^{s}(x) \nabla \overline{u^{i}}(x) \cdot \nu(x) \\
& \quad \sim \frac{\sqrt{-1} k_{m} e^{-\sqrt{-1} k_{m} R \nu(x) \cdot(\xi-\nu(x))}}{R}(\xi \cdot \nu(x)+1) A_{\infty}[\varepsilon, \mu, \omega]\left(\xi, \frac{x}{|x|}\right) .
\end{aligned}
$$

We now use Jones' lemma
$\frac{1}{R} \int_{\partial B_{R}} \mathcal{G}(\nu(x)) e^{-\sqrt{-1} k_{m} \xi \cdot \nu(x)} d \sigma(x) \sim \frac{2 \pi \sqrt{-1}}{k_{m}}\left(\mathcal{G}(\xi) e^{-\sqrt{-1} k_{m} R}-\mathcal{G}(-\xi) e^{\sqrt{-1} k_{m} R}\right)$ as $R \rightarrow \infty$, to obtain

$$
\int_{\partial B_{R}}\left[\overline{u^{i}}(x) \nabla u^{s}(x)-u^{s}(x) \nabla \overline{u^{i}}(x)\right] \cdot \nu(x) \sim-4 \pi A_{\infty}[\varepsilon, \mu, \omega](\xi, \xi) \quad \text { as } R \rightarrow \infty
$$

Therefore,
$\mathcal{W}^{\prime}=\sqrt{-1} 4 \pi \beta\left[A_{\infty}[\varepsilon, \mu, \omega](\xi, \xi)-\overline{A_{\infty}}[\varepsilon, \mu, \omega](\xi, \xi)\right]=-8 \pi \beta \Im\left[A_{\infty}[\varepsilon, \mu, \omega](\xi, \xi)\right]$.
Since

$$
\beta\left|\overline{u^{i}}(x) \nabla u^{i}(x)-u^{i}(x) \nabla \overline{u^{i}}(x)\right|=2 \beta k_{m}
$$

we get the result.
In two dimensions, the scattering cross-section $Q^{s}[\varepsilon, \mu, \omega]$ satisfies

$$
\begin{equation*}
Q^{s}[\varepsilon, \mu, \omega]\left(\theta^{\prime}\right)=\int_{0}^{2 \pi}\left|A_{\infty}[\varepsilon, \mu, \omega]\left(\theta, \theta^{\prime}\right)\right|^{2} d \theta \tag{2.237}
\end{equation*}
$$

As an immediate consequence of Theorem 2.81 we obtain

$$
\begin{equation*}
Q^{s}[\varepsilon, \mu, \omega]\left(\theta^{\prime}\right)=2 \pi \sum_{m \in \mathbb{Z}}\left|\sum_{l \in \mathbb{Z}}(\sqrt{-1})^{-l} W_{l l^{\prime}}[\varepsilon, \mu, \omega] e^{\sqrt{-1} l \theta^{\prime}}\right|^{2} . \tag{2.238}
\end{equation*}
$$

Analogously to Theorem 2.83, we can prove that

$$
\begin{equation*}
\Im A_{\infty}[\varepsilon, \mu, \omega]\left(\theta^{\prime}, \theta^{\prime}\right)=-\sqrt{\frac{k_{m}}{8 \pi}} Q^{\mathrm{ext}}[\varepsilon, \mu, \omega]\left(\theta^{\prime}\right), \quad \forall \theta^{\prime} \in[0,2 \pi] \tag{2.239}
\end{equation*}
$$

Therefore, for non absorbing scatterers, i.e., $Q^{a}=0$, the above optical theorem leads to a natural constraint on $W_{l l^{\prime}}$. From 2.238) and 2.239, we obtain
$\Im \sum_{l, l^{\prime} \in \mathbb{Z}}(\sqrt{-1})^{l^{\prime}-l} e^{\sqrt{-1}\left(l-l^{\prime}\right) \theta^{\prime}} W_{l l^{\prime}}[\varepsilon, \mu, \omega]=-\sqrt{\frac{\pi k_{m}}{2}} \sum_{l^{\prime} \in \mathbb{Z}}\left|\sum_{l \in \mathbb{Z}}(\sqrt{-1})^{-l} W_{l l^{\prime}}[\varepsilon, \mu, \omega] e^{\sqrt{-1} l \theta^{\prime}}\right|^{2}$, $\forall \theta^{\prime} \in[0,2 \pi]$.

Since $\omega \mapsto A_{\infty}[\varepsilon, \mu, \omega]$ is analytic in $\mathbb{C}^{+}, A_{\infty}$ vanishes sufficiently rapidly as $\omega \rightarrow$ $+\infty$, and $A_{\infty}[\varepsilon, \mu,-\omega]=\overline{A_{\infty}[\varepsilon, \mu, \omega]}$ for real values of $\omega$, the real and imaginary parts of the scattering amplitude are connected by the Kramers-Kronig relations

$$
\begin{equation*}
\Re A_{\infty}[\varepsilon, \mu, \omega](\xi, \xi)=c_{d} \text { p.v. } \int_{0}^{+\infty} \frac{\left(\omega^{\prime}\right)^{(d+1) / 2} Q^{\mathrm{ext}}\left[\varepsilon, \mu, \omega^{\prime}\right](\xi)}{\left(\omega^{\prime}\right)^{2}-\omega^{2}} d \omega^{\prime} \tag{2.241}
\end{equation*}
$$

and

$$
\begin{equation*}
Q^{\mathrm{ext}}[\varepsilon, \mu, \omega](\xi)=-\frac{2}{\pi \sqrt{\varepsilon_{m} \mu_{m}}} \text { p.v. } \int_{0}^{+\infty} \frac{\Re A_{\infty}\left[\varepsilon, \mu, \omega^{\prime}\right](\xi, \xi)}{\left(\omega^{\prime}\right)^{2}-\omega^{2}} d \omega^{\prime} \tag{2.242}
\end{equation*}
$$

for $\xi \in \mathbb{R}^{d},|\xi|=1, d=2,3$, where $c_{3}=\sqrt{\varepsilon_{m} \mu_{m}} /\left(2 \pi^{2}\right)$ and $c_{2}=-\sqrt{\sqrt{\varepsilon_{m} \mu_{m}} /\left(2 \pi^{3}\right)}$. Moreover, we obtain by respectively taking the limits of 2.241) and 2.242 as $\omega \rightarrow 0$ the following sum rules:

$$
\begin{equation*}
\Re A_{\infty}[\varepsilon, \mu, 0](\xi, \xi)=c_{d} \text { p.v. } \int_{0}^{+\infty}\left(\omega^{\prime}\right)^{(d-3) / 2} Q^{\mathrm{ext}}\left[\varepsilon, \mu, \omega^{\prime}\right](\xi) d \omega^{\prime} \tag{2.243}
\end{equation*}
$$

and
(2.244)

$$
Q^{\mathrm{ext}}[\varepsilon, \mu, 0](\xi)=-\frac{2}{\pi \sqrt{\varepsilon_{m} \mu_{m}}} \text { p.v. } \int_{0}^{+\infty} \frac{\Re A_{\infty}\left[\varepsilon, \mu, \omega^{\prime}\right](\xi, \xi)-\Re A_{\infty}[\varepsilon, \mu, 0](\xi, \xi)}{\left(\omega^{\prime}\right)^{2}} d \omega^{\prime}
$$

2.10.5. Numerical Implementation. We now discuss a numerical approach to the transmission problem $\sqrt{2.167}$ ) for the Helmholtz equation. This involves solving the boundary integral equation (2.171).

We begin by performing the usual boundary discretization procedure as in Subsection 2.4.5. Suppose that the boundary $\partial \Omega$ is parametrized by $x(t)$ for $t \in$ $[0,2 \pi)$. We partition the interval $[0,2 \pi)$ into $N$ pieces

$$
\left[t_{1}, t_{2}\right),\left[t_{2}, t_{3}\right), \ldots,\left[t_{N}, t_{N+1}\right)
$$

with $t_{1}=0$ and $t_{N+1}=2 \pi$. We then approximate the boundary $\partial \Omega=\left\{x(t) \in \mathbb{R}^{2}\right.$ : $t \in[0,2 \pi)\}$ by $x^{(i)}=x\left(t_{i}\right)$ for $1 \leq i \leq N$. We approximate the density functions $\varphi$ and $\psi$ with $\bar{\varphi}_{i}:=\varphi\left(x^{(i)}\right)$ and $\bar{\psi}_{i}:=\psi\left(x^{(i)}\right)$ for $1 \leq i \leq N$. We also discretize the Dirichlet data $\left.u^{i}\right|_{\partial D}$ and Neumann data $\partial u^{i} /\left.\partial \nu\right|_{\partial D}$ of the incident wave $u_{i}$ by setting $u_{d}=u^{i}\left(x^{(j)}\right)$ and $u_{n}=\partial u^{i} / \partial \nu\left(x^{(j)}\right)$ for $1 \leq i \leq N$. Then the integral equation 2.171 is represented numerically as

$$
\left(\begin{array}{cc}
S_{-} & -S_{+} \\
\frac{1}{\mu_{c}} S_{-}^{\prime} & -\frac{1}{\mu_{m}} S_{+}^{\prime}
\end{array}\right)\binom{\bar{\varphi}}{\bar{\psi}}=\binom{u_{d}}{u_{n}}
$$

where $S_{ \pm}$and $S_{ \pm}^{\prime}$ are the $N \times N$ matrices given by

$$
\begin{align*}
\left(S_{-}\right)_{i j} & =\Gamma^{k_{m}}\left(x^{(i)}-x^{(j)}\right)\left|T\left(x^{(j)}\right)\right|\left(t_{j+1}-t_{j}\right)  \tag{2.245}\\
\left(S_{+}\right)_{i j} & =\Gamma^{k_{c}}\left(x^{(i)}-x^{(j)}\right)\left|T\left(x^{(j)}\right)\right|\left(t_{j+1}-t_{j}\right)  \tag{2.246}\\
\left(S_{-}^{\prime}\right)_{i j} & =-\frac{1}{2} \delta_{i j}+\frac{\partial \Gamma^{k_{c}}}{\partial \nu_{x}}\left(x^{(i)}-x^{(j)}\right)\left|T\left(x^{(j)}\right)\right|\left(t_{j+1}-t_{j}\right)  \tag{2.247}\\
\left(S_{+}^{\prime}\right)_{i j} & =\frac{1}{2} \delta_{i j}+\frac{\partial \Gamma^{k_{m}}}{\partial \nu_{x}}\left(x^{(i)}-x^{(j)}\right)\left|T\left(x^{(j)}\right)\right|\left(t_{j+1}-t_{j}\right) \tag{2.248}
\end{align*}
$$

for $i \neq j$ and $i, j=1,2, \ldots, N$. The singularity for $i=j$ can be treated as explained in Subsection 2.4.5. By solving the above linear system, we obtain approximations for the density functions $\varphi$ and $\psi$. Then we calculate the numerical solution for $u$ using 2.170. We can also obtain the scattering coefficients $W_{l l^{\prime}}$ numerically by using the definition 2.216).

Let $B$ be a disk of radius $R=1$ located at the origin in $\mathbb{R}^{2}$. Set $\omega=2, \varepsilon_{m}=$ $1, \varepsilon_{c}=1, \mu_{m}=1$ and $\mu_{c}=5$. Let us assume that $u^{i}(x)=J_{3}\left(k_{m} r\right) e^{\sqrt{-1} 3 \theta}$. In Figure 2.4 we compare the numerical solution to 2.171 with the exact solution by evaluating the solutions on the circle $|x|=2$.

Next we compare the scattering coefficients $W_{l l}$ obtained numerically for $l=$ $1,2, \ldots, 7$, with theoretical results. The comparison is shown in in Table 2.7 and the decay property of the scattering coefficients is clearly present.

### 2.11. Scalar Wave Scattering by Small Particles

With the same notation as in Subsection 2.8.4.2, we suppose that the particle $D$ is of the form $D=\delta B+z$, and let $u$ be the solution of 2.165).


Figure 2.4. The exact solution $u_{e}$ and the numerical solution $u_{n}$ of the transmission problem 2.167 for Helmholtz equation. The inclusion $D$ is a circular disk with radius 1 . The parameters are $\omega=2, \varepsilon_{m}=1, \varepsilon_{c}=1, \mu_{m}=1$, and $\mu_{c}=5$. We assume that $u^{i}(x)=J_{3}\left(k_{m} r\right) e^{\sqrt{-1} 3 \theta}$. The solutions are evaluated on the circle $|x|=2$.

| n | Theoretical | Numerical |
| :---: | :---: | :---: |
| 1 | $1.7866-1.1036 \sqrt{-1}$ | $1.7866-1.1011 \sqrt{-1}$ |
| 2 | $-0.9673-3.7540 \sqrt{-1}$ | $-0.9601-3.7545 \sqrt{-1}$ |
| 3 | $-0.6487-0.1081 \sqrt{-1}$ | $-0.6487-0.1081 \sqrt{-1}$ |
| 4 | $-0.0462-0.0005 \sqrt{-1}$ | $-0.0462-0.0005 \sqrt{-1}$ |
| 5 | $-0.0023-0.0000 \sqrt{-1}$ | $-0.0023-0.0000 \sqrt{-1}$ |
| 6 | $-0.0001-0.0000 \sqrt{-1}$ | $-0.0001-0.0000 \sqrt{-1}$ |
| 7 | $-0.0000-0.0000 \sqrt{-1}$ | $-0.0000-0.0000 \sqrt{-1}$ |

Table 2.7. Scattering coefficients $W_{l l}$ for $l=1,2, \ldots, 7$ when $D$ is a unit circular disk. The parameters are $\omega=2, \varepsilon_{m}=1, \varepsilon_{c}=$ $1, \mu_{m}=1$ and $\mu_{c}=5$.

In this section we derive an asymptotic expansion of $u$ as $\delta \rightarrow 0$. For simplicity, although the asymptotic expansions are valid in the two-dimensional case we only consider $d=3$ in what follows.

We first derive an estimate of the form 2.172 with a constant $C$ independent of $\delta$.

Proposition 2.84. Let $D=\delta B+z$ and $(\varphi, \psi) \in L^{2}(\partial D) \times L^{2}(\partial D)$ be the unique solution of (2.171). There exists $\delta_{0}>0$ such that for all $\delta \leq \delta_{0}$, there exists a constant $C$ independent of $\delta$ such that

$$
\begin{equation*}
\|\varphi\|_{L^{2}(\partial D)}+\|\psi\|_{L^{2}(\partial D)} \leq C\left(\delta^{-1}\left\|u^{i}\right\|_{L^{2}(\partial D)}+\left\|\nabla u^{i}\right\|_{L^{2}(\partial D)}\right) . \tag{2.249}
\end{equation*}
$$

Proof. After the scaling $x=z+\delta y$, 2.171) takes the form

$$
\left\{\begin{array}{l}
\mathcal{S}_{B}^{k_{c} \delta}\left[\varphi_{\delta}\right]-\mathcal{S}_{B}^{k_{m} \delta}\left[\psi_{\delta}\right]=\frac{1}{\delta} u_{\delta}^{i} \\
\left.\frac{1}{\mu_{c}} \frac{\partial\left(\mathcal{S}_{B}^{k_{c} \delta}\left[\varphi_{\delta}\right]\right)}{\partial \nu}\right|_{-}-\left.\frac{1}{\mu_{m}} \frac{\partial\left(\mathcal{S}_{B}^{k_{m} \delta}\left[\psi_{\delta}\right]\right)}{\partial \nu}\right|_{+}=\frac{1}{\delta \mu_{m}} \frac{\partial u_{\delta}^{i}}{\partial \nu} \quad \text { on } \partial B,
\end{array}\right.
$$

where $\varphi_{\delta}(y)=\varphi(z+\delta y), y \in \partial B$, etc, and the single layer potentials $\mathcal{S}_{B}^{k_{c} \delta}$ and $\mathcal{S}_{B}^{k_{m} \delta}$ are defined by the fundamental solutions $\Gamma_{k_{c} \delta}$ and $\Gamma_{k_{m} \delta}$, respectively. It then follows from Theorem 2.53 that for $\delta$ small enough the following estimate holds:

$$
\left\|\varphi_{\delta}\right\|_{L^{2}(\partial B)}+\left\|\psi_{\delta}\right\|_{L^{2}(\partial B)} \leq C \delta^{-1}\left\|u_{\delta}^{i}\right\|_{H^{1}(\partial B)}
$$

for some constant $C$ independent of $\delta$. By scaling back, we obtain 2.249.

Fix $n \in \mathbb{N}$, define

$$
u_{n}^{i}(x)=\sum_{|l|=0}^{n} \frac{\partial^{l} u^{i}(z)}{l!}(x-z)^{l}
$$

and let $\left(\varphi_{n}, \psi_{n}\right)$ be the unique solution of

$$
\left\{\begin{array}{l}
\mathcal{S}_{D}^{k_{c}}\left[\varphi_{n}\right]-\mathcal{S}_{D}^{k_{m}}\left[\psi_{n}\right]=u_{n+1}^{i}  \tag{2.250}\\
\left.\frac{1}{\mu_{c}} \frac{\partial\left(\mathcal{S}_{D}^{k_{c}}\left[\varphi_{n}\right]\right)}{\partial \nu}\right|_{-}-\left.\frac{1}{\mu_{m}} \frac{\partial\left(\mathcal{S}_{D}^{k_{m}}\left[\psi_{n}\right]\right)}{\partial \nu}\right|_{+}=\frac{1}{\mu_{m}} \frac{\partial u_{n+1}^{i}}{\partial \nu} \quad \text { on } \partial D .
\end{array}\right.
$$

Then $\left(\varphi-\varphi_{n}, \psi-\psi_{n}\right)$ is the unique solution of 2.250 with the right-hand sides defined by $u^{i}-u_{n+1}^{i}$. Therefore, by 2.249 , we get

$$
\begin{align*}
& \left\|\varphi-\varphi_{n}\right\|_{L^{2}(\partial D)}+\left\|\psi-\psi_{n}\right\|_{L^{2}(\partial D)} \\
& \quad \leq C\left(\delta^{-1}\left\|u^{i}-u_{n+1}^{i}\right\|_{L^{2}(\partial D)}+\left\|\nabla\left(u^{i}-u_{n+1}^{i}\right)\right\|_{L^{2}(\partial D)}\right) \tag{2.251}
\end{align*}
$$

By the definition of $u_{n+1}^{i}$, we have

$$
\begin{aligned}
\left\|u^{i}-u_{n+1}^{i}\right\|_{L^{2}(\partial D)} & \leq C|\partial D|^{1 / 2}\left\|u^{i}-u_{n+1}^{i}\right\|_{L^{\infty}(\partial D)} \\
& \leq C|\partial D|^{1 / 2}\left(\delta k_{m}\right)^{n+2}
\end{aligned}
$$

and

$$
\left\|\nabla\left(u^{i}-u_{n+1}^{i}\right)\right\|_{L^{2}(\partial D)} \leq C|\partial D|^{1 / 2}\left(\delta k_{m}\right)^{n+1}
$$

It then follows from 2.251 that

$$
\begin{equation*}
\left\|\varphi-\varphi_{n}\right\|_{L^{2}(\partial D)}+\left\|\psi-\psi_{n}\right\|_{L^{2}(\partial D)} \leq C\left(k_{m}\right)|\partial D|^{1 / 2} \delta^{n+1} \tag{2.252}
\end{equation*}
$$

By 2.171, we obtain

$$
\begin{equation*}
u(x)=u^{i}(x)+\mathcal{S}_{D}^{k_{m}}\left[\psi_{n}\right](x)+\mathcal{S}_{D}^{k_{m}}\left[\psi-\psi_{n}\right](x), \quad x \in K \tag{2.253}
\end{equation*}
$$

where $K \Subset \mathbb{R}^{d} \backslash \bar{D}$. Since $\operatorname{dist}(D, K) \geq c_{0}$, we get

$$
\sup _{x \in K, y \in \partial D}\left|\Gamma_{k_{m}}(x-y)\right| \leq C
$$

for some constant $C$. Hence, for each $x \in K$, we have from 2.252

$$
\begin{aligned}
\left|\mathcal{S}_{D}^{k_{m}}\left[\psi-\psi_{n}\right](x)\right| & \leq\left[\int_{\partial D}\left|\Gamma_{k_{m}}(x-y)\right|^{2} d \sigma(y)\right]^{1 / 2}\left\|\psi-\psi_{n}\right\|_{L^{2}(\partial D)} \\
& \leq C|\partial D|^{1 / 2}|\partial D|^{1 / 2} \delta^{n+1} \leq C^{\prime} \delta^{n+d}
\end{aligned}
$$

where $C$ and $C^{\prime}$ are independent of $x \in K$ and $\delta$. Thus we conclude that

$$
\begin{equation*}
u(x)=u^{i}(x)+\mathcal{S}_{D}^{k_{m}}\left[\psi_{n}\right](x)+O\left(\delta^{n+d}\right), \quad \text { uniformly in } x \in K \tag{2.254}
\end{equation*}
$$

For each multi-index $l$, define $\left(\varphi_{l}, \psi_{l}\right)$ to be the unique solution to

$$
\left\{\begin{array}{l}
\mathcal{S}_{B}^{k_{c} \delta}\left[\varphi_{l}\right]-\mathcal{S}_{B}^{k_{m} \delta}\left[\psi_{l}\right]=x^{l}  \tag{2.255}\\
\left.\frac{1}{\mu_{c}} \frac{\partial\left(\mathcal{S}_{B}^{k_{c} \delta}\left[\varphi_{l}\right]\right)}{\partial \nu}\right|_{-}-\left.\frac{1}{\mu_{m}} \frac{\partial\left(\mathcal{S}_{B}^{k_{m} \delta}\left[\psi_{l}\right]\right)}{\partial \nu}\right|_{+}=\frac{1}{\mu_{m}} \frac{\partial x^{l}}{\partial \nu} \quad \text { on } \partial B .
\end{array}\right.
$$

Then, we claim that

$$
\begin{aligned}
& \varphi_{n}(x)=\sum_{|l|=0}^{n+1} \delta^{|l|-1} \frac{\partial^{l} u^{i}(z)}{l!} \varphi_{l}\left(\delta^{-1}(x-z)\right) \\
& \psi_{n}(x)=\sum_{|l|=0}^{n+1} \delta^{|l|-1} \frac{\partial^{l} u^{i}(z)}{l!} \psi_{l}\left(\delta^{-1}(x-z)\right)
\end{aligned}
$$

In fact, the expansions follow from the uniqueness of the solution to the integral equation 2.168 and the relation

$$
\begin{aligned}
& \mathcal{S}_{D}^{k_{m}}\left[\sum_{|l|=0}^{n+1} \delta^{|l|-1} \frac{\partial^{l} u^{i}(z)}{l!} \varphi_{l}\left(\delta^{-1}(\cdot-z)\right)\right](x) \\
& =\sum_{|l|=0}^{n+1} \delta^{|l|} \frac{\partial^{l} u^{i}(z)}{l!}\left(\mathcal{S}_{B}^{k_{m} \delta}\left[\varphi_{l}\right]\right)\left(\delta^{-1}(x-z)\right)
\end{aligned}
$$

for $x \in \partial D$. It then follows from 2.254 that

$$
\begin{align*}
u(x)= & u^{i}(x)+\sum_{|l|=0}^{n+1} \delta^{|l|-1} \frac{\partial^{l} u^{i}(z)}{l!} \mathcal{S}_{D}^{k_{m}}\left[\psi_{l}\left(\delta^{-1}(\cdot-z)\right)\right](x)  \tag{2.256}\\
& +O\left(\delta^{n+d}\right)
\end{align*}
$$

uniformly in $x \in K$. Note that

$$
\begin{aligned}
\mathcal{S}_{D}^{k_{m}}\left[\psi_{l}\left(\delta^{-1}(\cdot-z)\right)\right](x) & =\int_{\partial D} \Gamma_{k_{m}}(x-y) \psi_{l}\left(\delta^{-1}(y-z)\right) d \sigma(y) \\
& =\delta^{d-1} \int_{\partial B} \Gamma_{k_{m}}(x-(\delta w+z)) \psi_{l}(w) d \sigma(w)
\end{aligned}
$$

Moreover, for $x \in K, z \in D, w \in \partial B$, and sufficiently small $\delta$, we have

$$
\Gamma_{k_{m}}(x-(\delta w+z))=\sum_{\left|l^{\prime}\right|=0}^{\infty} \frac{\delta^{\left|l^{\prime}\right|}}{l^{\prime}!} \partial_{z}^{l^{\prime}} \Gamma_{k_{m}}(x-z) w^{l^{\prime}}
$$

Therefore, we get

$$
\mathcal{S}_{D}^{k_{m}}\left[\psi_{l}\left(\delta^{-1}(\cdot-z)\right)\right](x)=\sum_{\left|l^{\prime}\right|=0}^{\infty} \frac{\delta^{\left|l^{\prime}\right|+d-1}}{l^{\prime}!} \partial_{z}^{l^{\prime}} \Gamma_{k_{m}}(x-z) \int_{\partial B} w^{l^{\prime}} \psi_{l}(w) d \sigma(w)
$$

Define, for multi-indices $l$ and $l^{\prime}$ in $\mathbb{N}^{d}$, the scattering tensors

$$
\begin{equation*}
\widetilde{W}_{l l^{\prime}}:=\int_{\partial B} w^{l^{\prime}} \psi_{l}(w) d \sigma(w) \tag{2.257}
\end{equation*}
$$

Then we obtain the following theorem from 2.256.
THEOREM 2.85. The following pointwise multipolar asymptotic expansion in $K \Subset \mathbb{R}^{d} \backslash \bar{D}$ holds $:$

$$
\begin{align*}
u(x)= & u^{i}(x)+\delta^{d-2} \sum_{\left|l^{\prime}\right|=0}^{n+1} \sum_{|l|=0}^{n-\left|l^{\prime}\right|+1} \frac{\delta^{|l|+\left|l^{\prime}\right|}}{l!l^{\prime}!} \partial^{l} u^{i}(z) \partial_{z}^{l^{\prime}} \Gamma_{k_{m}}(x-z) \widetilde{W}_{l l^{\prime}}  \tag{2.258}\\
& +O\left(\delta^{n+d}\right)
\end{align*}
$$

where the remainder $O\left(\delta^{d+n}\right)$ is dominated by $C \delta^{d+n}$ for some $C$ independent of $x \in K$.

REMARK 2.86. In view of 2.170, we obtain the following expansion:

$$
\begin{align*}
\mathcal{S}_{D}^{k_{m}}[\psi](x)= & \delta^{d-2} \sum_{\left|l^{\prime}\right|=0}^{n+1} \sum_{|l|=0}^{n-\left|l^{\prime}\right|+1} \frac{\delta^{|l|+\left|l^{\prime}\right|}}{l!l^{\prime}!} \partial^{l} u^{i}(z) \partial_{z}^{l^{\prime}} \Gamma_{k_{m}}(x-z) \widetilde{W}_{l l^{\prime}}  \tag{2.259}\\
& +O\left(\delta^{n+d}\right) .
\end{align*}
$$

Observe that $\psi_{l}$, and hence, $\widetilde{W}_{l l^{\prime}}$ depends on $\delta$, and so does $u^{i}$. Thus the formula (2.258) is not a genuine asymptotic formula. However, since it is useful for solving the inverse problem for the Helmholtz equation, we made a record of it as a theorem.

REmARK 2.87. Note that the scattering tensors defined in 2.257) are the basic building blocks for the full asymptotic expansion of the scattering coefficients given by (2.211) as $\delta \rightarrow 0$. In fact, in the three-dimensional case, after scaling 2.171) Taylor expansions yield

$$
\begin{equation*}
W_{p q}=\left.\left.\frac{1}{k_{m}} \sum_{l, l^{\prime} \in \mathbb{N}^{3}} \widetilde{W}_{l l^{\prime}} \frac{\left(\delta k_{m}\right)^{|l|+\left|l^{\prime}\right|+1}}{l!l^{\prime}!} \partial^{l}\left[J_{p}(y) e^{\sqrt{-1} p \theta_{y}}\right]\right|_{y=0} \partial^{l^{\prime}}\left[J_{q}(y) e^{\sqrt{-1}} q \theta_{y}\right]\right|_{y=0} \tag{2.260}
\end{equation*}
$$

for $p, q \in \mathbb{N}$.
Now, observe that by the definition 2.255 of $\psi_{l},\left\|\psi_{l}\right\|_{L^{2}(\partial B)}$ is bounded, and hence

$$
\left|\widetilde{W}_{l l^{\prime}}\right| \leq C_{l l^{\prime}}, \quad \forall l, l^{\prime}
$$

where the constant $C_{l l^{\prime}}$ is independent of $\delta$. Since $\delta$ is small, we can derive an asymptotic expansion of $\left(\varphi_{l}, \psi_{l}\right)$ using their definition 2.255 . Let us briefly explain this. Let

$$
T_{\delta}\left[\begin{array}{l}
f \\
g
\end{array}\right]:=\left[\begin{array}{c}
\mathcal{S}_{B}^{k_{c} \delta}[f]-\mathcal{S}_{B}^{k_{m} \delta}[g] \\
\left.\frac{1}{\mu_{c}} \frac{\partial\left(\mathcal{S}_{B}^{k_{c} \delta}[f]\right)}{\partial \nu}\right|_{-}-\left.\frac{1}{\mu_{m}} \frac{\partial\left(\mathcal{S}_{B}^{k_{m} \delta}[g]\right)}{\partial \nu}\right|_{+}
\end{array}\right] \quad \text { on } \partial B
$$

and let $T_{0}$ be the operator when $\delta=0$. Then the solution $\left(\varphi_{l}, \psi_{l}\right)$ of the integral equation 2.255 is given by

$$
\left[\begin{array}{c}
\varphi_{l}  \tag{2.261}\\
\psi_{l}
\end{array}\right]=\left[I+T_{0}^{-1}\left(T_{\delta}-T_{0}\right)\right]^{-1} T_{0}^{-1}\left[\begin{array}{c}
x^{l} \\
\frac{1}{\mu_{m}} \frac{\partial x^{l}}{\partial \nu}
\end{array}\right]
$$

By expanding $T_{\delta}-T_{0}$ in a power series of $\delta$, we can derive the expansions of $\psi_{l}$ and $\widetilde{W}_{l l^{\prime}}$. Let, for $l, l^{\prime} \in \mathbb{N}^{d},\left(\widehat{\varphi}_{l}, \widehat{\psi}_{l}\right)$ be the leading-order term in the expansion of $\left(\varphi_{l}, \psi_{l}\right)$. Then $\left(\widehat{\varphi}_{l}, \widehat{\psi}_{l}\right)$ is the solution of the system of the integral equations

$$
\left\{\begin{array}{l}
\mathcal{S}_{B}^{0}\left[\widehat{\varphi}_{l}\right]-\mathcal{S}_{B}^{0}\left[\widehat{\psi}_{l}\right]=x^{l}  \tag{2.262}\\
\left.\frac{1}{\mu_{c}} \frac{\partial\left(\mathcal{S}_{B}^{0}\left[\widehat{\varphi}_{l}\right]\right)}{\partial \nu}\right|_{-}-\left.\frac{1}{\mu_{m}} \frac{\partial\left(\mathcal{S}_{B}^{0}\left[\widehat{\psi}_{l}\right]\right)}{\partial \nu}\right|_{+}=\frac{1}{\mu_{0}} \frac{\partial x^{l}}{\partial \nu} \quad \text { on } \partial B
\end{array}\right.
$$

As a simplest case, let us now take $n=1$ in 2.258) to find the leading-order term in the asymptotic expansion of $u-u^{i}$ as $\delta \rightarrow 0$. We first investigate the dependence of $\widetilde{W}_{l l^{\prime}}$ on $\delta$ for $|l| \leq 1$ and $\left|l^{\prime}\right| \leq 1$. If $|l| \leq 1$, then both sides of the first equation in 2.262 are harmonic in $B$, and hence

$$
\mathcal{S}_{B}^{0}\left[\widehat{\varphi}_{l}\right]-\mathcal{S}_{B}^{0}\left[\widehat{\psi}_{l}\right]=x^{l} \quad \text { in } B .
$$

Therefore we get

$$
\left.\frac{\partial\left(\mathcal{S}_{B}^{0}\left[\widehat{\varphi}_{l}\right]\right)}{\partial \nu}\right|_{-}-\left.\frac{\partial\left(\mathcal{S}_{B}^{0}\left[\widehat{\psi}_{l}\right]\right)}{\partial \nu}\right|_{-}=\frac{\partial x^{l}}{\partial \nu} \quad \text { on } \partial B
$$

This identity together with the second equation in 2.262 yields

$$
\left.\frac{\mu_{c}}{\mu_{m}} \frac{\partial\left(\mathcal{S}_{B}^{0}\left[\widehat{\psi}_{l}\right]\right)}{\partial \nu}\right|_{+}-\left.\frac{\partial\left(\mathcal{S}_{B}^{0}\left[\widehat{\psi}_{l}\right]\right)}{\partial \nu}\right|_{-}=\left(1-\frac{\mu_{c}}{\mu_{m}}\right) \frac{\partial x^{l}}{\partial \nu}
$$

In view of the relation 2.155, we have

$$
\frac{\mu_{c}}{\mu_{m}}\left(\frac{1}{2} I+\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\left[\widehat{\psi}_{l}\right]-\left(-\frac{1}{2} I+\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\left[\widehat{\psi}_{l}\right]=\left(1-\frac{\mu_{c}}{\mu_{m}}\right) \frac{\partial x^{l}}{\partial \nu}
$$

where $\left(\mathcal{K}_{B}^{0}\right)^{*}$ is the Neumann-Poincaré operator defined in 2.6. Therefore, we have

$$
\begin{equation*}
\widehat{\psi}_{l}=\left(\lambda I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1}\left(\left.\frac{\partial x^{l}}{\partial \nu}\right|_{\partial B}\right) \tag{2.263}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda:=\frac{\frac{\mu_{c}}{\mu_{m}}+1}{2\left(1-\frac{\mu_{c}}{\mu_{m}}\right)}=\frac{\frac{\mu_{m}}{\mu_{c}}+1}{2\left(\frac{\mu_{m}}{\mu_{c}}-1\right)} . \tag{2.264}
\end{equation*}
$$

Observe that if $|l|=0$, then $\widehat{\psi}_{l}=0$ and $\mathcal{S}_{B}^{0}\left[\widehat{\varphi}_{l}\right]=1$. Hence we obtain $\psi_{l}=O(\delta)$ and $\mathcal{S}_{B}^{k_{c} \delta}\left[\varphi_{l}\right]=1+O(\delta)$. Moreover, since $\mathcal{S}_{B}^{k_{c} \delta}\left[\varphi_{l}\right]$ depends on $\delta$ analytically and $\left(\Delta+k_{c}^{2} \delta^{2}\right) \mathcal{S}_{B}^{k_{c} \delta}\left[\varphi_{l}\right]=0$ in $B$, we conclude that

$$
\begin{equation*}
\psi_{l}=O(\delta) \quad \text { and } \quad \mathcal{S}_{B}^{k_{c} \delta}\left[\varphi_{l}\right]=1+O\left(\delta^{2}\right), \quad|l|=0 \tag{2.265}
\end{equation*}
$$

It also follows from 2.263 that if $|l|=\left|l^{\prime}\right|=1$, then

$$
\begin{equation*}
\widetilde{W}_{l l^{\prime}}=\int_{\partial B} x^{l^{\prime}}\left(\lambda I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1}\left(\left.\frac{\partial y^{l}}{\partial \nu}\right|_{\partial B}\right)(x) d \sigma(x)+O(\delta) \tag{2.266}
\end{equation*}
$$

The first quantity in the right-hand side of 2.266 ) is the polarization tensor $M$ as defined in 2.71). In summary, we obtained that

$$
\begin{equation*}
\widetilde{W}_{l l^{\prime}}=M+O(\delta), \quad|l|=\left|l^{\prime}\right|=1 \tag{2.267}
\end{equation*}
$$

Suppose that either $l=0$ or $l^{\prime}=0$. By 2.155 and 2.255, we have

$$
\begin{align*}
\psi_{l} & =\left.\frac{\partial\left(\mathcal{S}_{B}^{k_{m} \delta}\left[\psi_{l}\right]\right)}{\partial \nu}\right|_{+}-\left.\frac{\partial\left(\mathcal{S}_{B}^{k_{m} \delta}\left[\psi_{l}\right]\right)}{\partial \nu}\right|_{-} \\
& =\left.\frac{\mu_{m}}{\mu_{c}} \frac{\partial\left(\mathcal{S}_{B}^{k_{c} \delta}\left[\varphi_{l}\right]\right)}{\partial \nu}\right|_{-}-\frac{\partial x^{l}}{\partial \nu}-\left.\frac{\partial\left(\mathcal{S}_{B}^{k_{m} \delta}\left[\psi_{l}\right]\right)}{\partial \nu}\right|_{-} \tag{2.268}
\end{align*}
$$

It then follows from the divergence theorem that

$$
\begin{align*}
\int_{\partial B} x^{l^{\prime}} \psi_{l} d \sigma=- & k_{c}^{2} \delta^{2} \frac{\mu_{m}}{\mu_{c}} \int_{B} x^{l^{\prime}} \mathcal{S}_{B}^{k_{c} \delta}\left[\varphi_{l}\right] d x+k_{m}^{2} \delta^{2} \int_{B} x^{l^{\prime}} \mathcal{S}_{B}^{k_{m} \delta}\left[\psi_{l}\right] d x  \tag{2.269}\\
& +\frac{\mu_{m}}{\mu_{c}} \int_{\partial B} \frac{\partial x^{l^{\prime}}}{\partial \nu} \mathcal{S}_{B}^{k_{c} \delta}\left[\varphi_{l}\right] d \sigma-\int_{\partial B} \frac{\partial x^{l^{\prime}}}{\partial \nu} \mathcal{S}_{B}^{k_{m} \delta}\left[\psi_{l}\right] d \sigma
\end{align*}
$$

From 2.269, we can observe the following.

$$
\begin{align*}
& \widetilde{W}_{l l^{\prime}}=-k_{c}^{2} \delta^{2} \frac{\mu_{m}}{\mu_{c}}|B|+O\left(\delta^{3}\right)=-\delta^{2} \omega^{2} \varepsilon_{c} \mu_{m}|B|+O\left(\delta^{3}\right), \quad|l|=\left|l^{\prime}\right|=0  \tag{2.270}\\
& \widetilde{W}_{l l^{\prime}}=O\left(\delta^{2}\right), \quad|l|=1,\left|l^{\prime}\right|=0  \tag{2.271}\\
& \widetilde{W}_{l l^{\prime}}=O\left(\delta^{2}\right), \quad|l|=0,\left|l^{\prime}\right|=1 \tag{2.272}
\end{align*}
$$

In fact, 2.270 and 2.272 follow from 2.265 and 2.269 , and 2.271 immediately follows from (2.269). As a consequence of (2.270, 2.271, 2.272), and 2.259), we obtain

$$
\mathcal{S}_{D}^{k_{m}}[\psi](x)=O\left(\delta^{d}\right), \quad \text { uniformly on } x \in K
$$

We now consider the case $|l|=2$ and $\left|l^{\prime}\right|=0$. In this case, one can show using (2.268) that

$$
\int_{\partial B} \psi_{l} d \sigma=-\int_{B} \Delta x^{l} d x+O\left(\delta^{2}\right)
$$

Therefore, if $\left|l^{\prime}\right|=0$, then

$$
\begin{equation*}
\sum_{|l|=2} \frac{1}{l!l^{\prime}!} \partial^{l} u^{i}(z) \widetilde{W}_{l l^{\prime}}=-\Delta u^{i}(z)|B|+O\left(\delta^{2}\right)=k_{m}^{2} u^{i}(z)|B|+O\left(\delta^{2}\right) \tag{2.273}
\end{equation*}
$$

So (2.258) together with 2.267)-2.273) yields the following dipolar expansion formula.

Theorem 2.88. For any $x \in K$,

$$
\begin{align*}
& u(x)=u^{i}(x) \\
& +\delta^{d}\left(\nabla u^{i}(z) M \nabla_{z} \Gamma_{k_{m}}(x-z)+k_{m}^{2}\left(\frac{\varepsilon_{c}}{\varepsilon_{m}}-1\right)|B| u^{i}(z) \Gamma_{k_{m}}(x-z)\right)  \tag{2.274}\\
& \quad+O\left(\delta^{d+1}\right)
\end{align*}
$$

where $M$ is the polarization tensor defined in (2.71) with $\lambda$ given by 2.264).

Let us now consider the case when there are several well separated particles. Let $D:=\cup_{s=1}^{m}\left(\delta B_{s}+z_{s}\right)$. The magnetic permeability and electric permittivity of the particle $\delta B_{s}+z_{s}$ are $\mu_{c}^{(s)}$ and $\varepsilon_{c}^{(s)}, s=1, \ldots, m$. By iterating formula 2.258) we can derive the following theorem.

THEOREM 2.89. Suppose that there exists a positive constant $C$ such that $\mid z_{s}-$ $z_{s^{\prime}} \mid \geq C$ for $s \neq s^{\prime}$. Then the following pointwise asymptotic expansion in $K$ holds uniformly:
(2.275)

$$
\begin{aligned}
& u(x)=u^{i}(x) \\
& +\delta^{d-2} \sum_{s=1}^{m} \sum_{\left|l^{\prime}\right|=0}^{n+1} \sum_{|l|=0}^{n+1-\left|l^{\prime}\right|} \frac{\delta^{|l|+\left|l^{\prime}\right|}}{l!l^{\prime}!} \partial^{l} u^{i}\left(z_{s}\right) \partial_{z}^{l^{\prime}} \Gamma_{k_{m}}\left(x-z_{s}\right) W_{l l^{\prime}}^{(s)}+O\left(\delta^{n+d}\right) .
\end{aligned}
$$

Here the scattering tensor $W_{l l^{\prime}}^{(s)}$ is defined by 2.257 with $B, \mu_{c}, \varepsilon_{c}$ replaced by $B_{s}, \mu_{c}^{(s)}, \varepsilon_{c}^{(s)}$.

A first-order asymptotic expansion similar to 2.274 can be obtained for closely spaced particles. Let $D:=\cup_{s=1}^{m}\left(\delta B_{s}+z\right)$ and let $\nu^{(s)}$ be the outward normal to $\partial B_{s}$. As before, the magnetic permeability and electric permittivity of the particle $\delta B_{s}+z$ are $\mu_{c}^{(s)}$ and $\varepsilon_{c}^{(s)}, s=1, \ldots, m$.

Let the overall polarization tensor $M=\left(m_{p q}\right)_{p, q=1}^{d}$ be defined by

$$
\begin{equation*}
m_{p q}:=\sum_{s=1}^{m} \int_{\partial B_{s}} x_{p} \phi_{q}^{(s)}(x) d \sigma(x) \tag{2.276}
\end{equation*}
$$

where the densities $\phi_{q}^{(s)}$ satisfy

$$
\left(\lambda_{s} I-\left(\mathcal{K}_{B_{s}}^{0}\right)^{*}\right)\left[\phi_{q}^{(s)}\right]-\sum_{s^{\prime} \neq s} \frac{\partial \mathcal{S}_{B_{s^{\prime}}}^{0}\left[\phi_{q}^{\left(s^{\prime}\right)}\right]}{\partial \nu^{(s)}}=\nu_{q}^{(s)} \quad \text { on } \partial B_{s}
$$

with $\lambda_{s}$ being given by 2.264 with $\mu_{c}$ replaced by $\mu_{c}^{(s)}$.
TheOrem 2.90. Let $D:=\cup_{s=1}^{m}\left(\delta B_{s}+z\right)$. For any $x \in K$, as $\delta \rightarrow 0$,

$$
u(x)=u^{i}(x)
$$

$$
\begin{align*}
& +\delta^{d}\left(\nabla u^{i}(z) M \nabla_{z} \Gamma_{k_{m}}(x-z)+k_{m}^{2}\left(\sum_{s=1}^{m}\left(\frac{\varepsilon_{c}^{(s)}}{\varepsilon_{m}}-1\right)\left|B_{s}\right|\right) u^{i}(z) \Gamma_{k_{m}}(x-z)\right)  \tag{2.277}\\
& \quad+O\left(\delta^{d+1}\right)
\end{align*}
$$

where $M$ is the overall polarization tensor associated with the particles $B_{s}$ defined in 2.276.

Remark 2.91. Note that the polarization tensor of multiple particles has the same properties as the one associated with a single particle.

### 2.12. Quasi-Periodic Layer Potentials for the Helmholtz Equation

In this section we collect some notation and well-known results regarding quasiperiodic layer potentials for the Helmholtz equation. We refer to [190, $\mathbf{3 3 0}, \mathbf{3 4 5}$, 367, 449 for the details. This results will be used for the analysis of photonic and
phononic bandgap structures. In Section 2.13 numerical schemes for the calculation of periodic Green's functions will be described. These techniques rely either on a Fourier series to compute the governing Green's function or a lattice sum representation of the Green's function via the method of images.

We denote by $\alpha$ the quasi-momentum variable in the Brillouin zone $B=$ $[0,2 \pi)^{2}$. We introduce the two-dimensional quasi-periodic Green's function (or fundamental solution) $G^{\alpha, \omega}$, which satisfies

$$
\begin{equation*}
\left(\Delta+\omega^{2}\right) G^{\alpha, \omega}(x, y)=\sum_{n \in \mathbb{Z}^{2}} \delta_{0}(x-y-n) e^{\sqrt{-1} n \cdot \alpha} \tag{2.278}
\end{equation*}
$$

If $\omega \neq|2 \pi n+\alpha|, \forall n \in \mathbb{Z}^{2}$, then by using Poisson's summation formula

$$
\begin{equation*}
\sum_{n \in \mathbb{Z}^{2}} e^{\sqrt{-1}(2 \pi n+\alpha) \cdot x}=\sum_{n \in \mathbb{Z}^{2}} \delta_{0}(x-n) e^{\sqrt{-1} n \cdot \alpha} \tag{2.279}
\end{equation*}
$$

the quasi-periodic fundamental solution $G^{\alpha, \omega}$ can be represented as a sum of augmented plane waves over the reciprocal lattice:

$$
\begin{equation*}
G^{\alpha, \omega}(x, y)=\sum_{n \in \mathbb{Z}^{2}} \frac{e^{\sqrt{-1}(2 \pi n+\alpha) \cdot(x-y)}}{\omega^{2}-|2 \pi n+\alpha|^{2}} \tag{2.280}
\end{equation*}
$$

Moreover, it can also be shown that $G^{\alpha, \omega}$ can be alternatively represented as a sum of images:

$$
\begin{equation*}
G^{\alpha, \omega}(x, y)=-\frac{\sqrt{-1}}{4} \sum_{n \in \mathbb{Z}^{2}} H_{0}^{(1)}(\omega|x-n-y|) e^{\sqrt{-1} n \cdot \alpha} \tag{2.281}
\end{equation*}
$$

where $H_{0}^{(1)}$ is the Hankel function of the first kind of order 0 . The series in the spatial representation 2.281 of the Green's function converges uniformly for $x, y$ in compact sets of $\mathbb{R}^{2}$ and $\omega \neq|2 \pi n+\alpha|$ for all $n \in \mathbb{Z}^{2}$. From 2.281) and the well-known fact that $H_{0}^{(1)}(z)=(2 \sqrt{-1} / \pi) \ln z+O(1)$ as $z \rightarrow 0$ (see (2.148)), it follows that $G^{\alpha, \omega}(x, y)-(1 / 2 \pi) \ln |x-y|$ is smooth for all $x, y \in Y$. A disadvantage of the form 2.280 , which is often referred to as the spectral representation of the Green's function, is that the singularity as $|x-y| \rightarrow 0$ is not explicit.

In all the sequel, we assume that $\omega \neq|2 \pi n+\alpha|$ for all $n \in \mathbb{Z}^{2}$. Let $D$ be a bounded domain in $\mathbb{R}^{2}$, with a connected Lipschitz boundary $\partial D$. Let $\nu$ denote the unit outward normal to $\partial D$. For $\omega>0$ let $\mathcal{S}^{\alpha, \omega}$ and $\mathcal{D}^{\alpha, \omega}$ be the quasi-periodic single- and double-layer potentials ${ }^{1}$ associated with $G^{\alpha, \omega}$ on $D$; that is, for a given density $\varphi \in L^{2}(\partial D)$,

$$
\begin{aligned}
\mathcal{S}^{\alpha, \omega}[\varphi](x) & =\int_{\partial D} G_{\omega}^{\alpha}(x, y) \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{2} \\
\mathcal{D}^{\alpha, \omega}[\varphi](x) & =\int_{\partial D} \frac{\partial G_{\omega}^{\alpha}(x, y)}{\partial \nu(y)} \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{2} \backslash \partial D
\end{aligned}
$$

Then, $\mathcal{S}^{\alpha, \omega}[\varphi]$ and $\mathcal{D}^{\alpha, \omega}[\varphi]$ satisfy $\left(\Delta+\omega^{2}\right) \mathcal{S}^{\alpha, \omega}[\varphi]=\left(\Delta+\omega^{2}\right) \mathcal{D}^{\alpha, \omega}[\varphi]=0$ in $D$ and $Y \backslash \bar{D}$ where $Y$ is the periodic cell $[0,1)^{2}$, and they are $\alpha$-quasi-periodic. Here we assume $\bar{D} \subset Y$.

[^0]The next formulas give the jump relations obeyed by the double-layer potential and by the normal derivative of the single-layer potential on general Lipschitz domains:

$$
\begin{gather*}
\left.\frac{\partial\left(\mathcal{S}^{\alpha, \omega}[\varphi]\right)}{\partial \nu}\right|_{ \pm}(x)=\left( \pm \frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}\right)[\varphi](x) \quad \text { a.e. } x \in \partial D  \tag{2.282}\\
\left.\left(\mathcal{D}^{\alpha, \omega}[\varphi]\right)\right|_{ \pm}(x)=\left(\mp \frac{1}{2} I+\mathcal{K}^{\alpha, \omega}\right)[\varphi](x) \quad \text { a.e. } x \in \partial D \tag{2.283}
\end{gather*}
$$

for $\varphi \in L^{2}(\partial D)$, where $\mathcal{K}^{\alpha, \omega}$ is the operator on $L^{2}(\partial D)$ defined by

$$
\begin{equation*}
\mathcal{K}^{\alpha, \omega}[\varphi](x)=\text { p.v. } \int_{\partial D} \frac{\partial G^{\alpha, \omega}(x, y)}{\partial \nu(y)} \varphi(y) d \sigma(y) \tag{2.284}
\end{equation*}
$$

and $\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}$ is the $L^{2}$-adjoint operator of $\mathcal{K}^{-\alpha, \omega}$, which is given by

$$
\begin{equation*}
\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}[\varphi](x)=\text { p.v. } \int_{\partial D} \frac{\partial G^{\alpha, \omega}(x, y)}{\partial \nu(x)} \varphi(y) d \sigma(y) \tag{2.285}
\end{equation*}
$$

The singular integral operators $\mathcal{K}^{\alpha, \omega}$ and $\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}$ are bounded on $L^{2}(\partial D)$ as an immediate consequence of the fact that $G^{\alpha, \omega}(x, y)-(1 / 2 \pi) \ln |x-y|$ is smooth for all $x, y$.

The following lemma is of use to us.
Lemma 2.92. Suppose that $\alpha \neq 0$ and $\omega^{2}$ is neither an eigenvalue of $-\Delta$ in $D$ with the Dirichlet boundary condition on $\partial D$ nor in $Y \backslash \bar{D}$ with the Dirichlet boundary condition on $\partial D$ and the $\alpha$-quasi-periodic condition on $\partial Y$. Then $\mathcal{S}^{\alpha, \omega}$ : $L^{2}(\partial D) \rightarrow H^{1}(\partial D)$ is invertible.

Proof. Suppose that $\phi \in L^{2}(\partial D)$ satisfies $\mathcal{S}^{\alpha, \omega}[\phi]=0$ on $\partial D$. Then $u=$ $\mathcal{S}^{\alpha, \omega}[\phi]$ satisfies $\left(\Delta+\omega^{2}\right) u=0$ in $D$ and in $Y \backslash \bar{D}$. Therefore, since $\omega^{2}$ is neither an eigenvalue of $-\Delta$ in $D$ with the Dirichlet boundary condition nor in $Y \backslash \bar{D}$ with the Dirichlet boundary condition on $\partial D$ and the quasi-periodic condition on $\partial Y$, it follows that $u=0$ in $Y$ and thus, $\phi=\partial u /\left.\partial \nu\right|_{+}-\partial u /\left.\partial \nu\right|_{-}=0$, as desired.

Define

$$
G^{\alpha, 0}(x, y):=G_{\alpha}(x-y)=-\sum_{n \in \mathbb{Z}^{2}} \frac{e^{\sqrt{-1}(2 \pi n+\alpha) \cdot(x-y)}}{|2 \pi n+\alpha|^{2}} \quad \text { for } \alpha \neq 0
$$

where $G_{\alpha}$ is given by 2.130 for $d=2$ and

$$
G^{0,0}(x, y):=G_{\sharp}(x-y)=-\sum_{n \in \mathbb{Z}^{2} \backslash\{0\}} \frac{e^{\sqrt{-1} 2 \pi n \cdot(x-y)}}{4 \pi^{2}|n|^{2}},
$$

where $G_{\sharp}$ is given by 2.115 for $d=2$. Note that $G^{\alpha, 0}(x, y)$ for $\alpha \neq 0$ is a fundamental solution of the quasi-periodic Laplacian 2.131 in $Y$, while, in view of 2.117, $G^{0,0}(x, y)$ satisfies

$$
\begin{equation*}
\Delta_{x} G^{0,0}(x, y)=\delta_{y}-1 \quad \text { in } Y \tag{2.286}
\end{equation*}
$$

with periodic Dirichlet boundary conditions on $\partial Y$. See [67, 45]. The following lemma is easy to prove. It gives a complete low-frequency asymptotic expansion of $G^{\alpha, \omega}$.

Lemma 2.93. As $\omega \rightarrow 0, G^{\alpha, \omega}$ can be decomposed as

$$
\begin{equation*}
G^{\alpha, \omega}(x, y)=G^{\alpha, 0}(x, y)-\sum_{l=1}^{+\infty} \underbrace{\omega^{2 l} \sum_{n \in \mathbb{Z}^{2}} \frac{e^{\sqrt{-1}(2 \pi n+\alpha) \cdot(x-y)}}{|2 \pi n+\alpha|^{2(l+1)}}}_{:=-G_{l}^{\alpha, \omega}(x, y)}, \tag{2.287}
\end{equation*}
$$

for $\alpha \neq 0$, while for $\alpha=0$, the following decomposition holds:

$$
\begin{equation*}
G^{0, \omega}(x, y)=\frac{1}{\omega^{2}}+G^{0,0}(x, y)-\sum_{l=1}^{+\infty} \underbrace{\omega^{2 l} \sum_{n \in \mathbb{Z}^{2} \backslash\{0\}} \frac{e^{\sqrt{-1} 2 \pi n \cdot(x-y)}}{\left(4 \pi^{2}\right)^{l+1}|n|^{2(l+1)}}}_{:=-G_{l}^{0, \omega}(x, y)} \tag{2.288}
\end{equation*}
$$

Denote by $\mathcal{S}_{l}^{\alpha, \omega}$ and $\left(\mathcal{K}_{l}^{-\alpha, \omega}\right)^{*}$, for $l \geq 0$ and $\alpha \in[0,2 \pi)^{2}$, the layer potentials associated with the kernel $G_{l}^{\alpha, \omega}(x, y)$ so that

$$
\begin{equation*}
\mathcal{S}^{\alpha, \omega}=\mathcal{S}^{\alpha, 0}+\sum_{l=1}^{+\infty} \mathcal{S}_{l}^{\alpha, \omega} \quad \text { and } \quad\left(\mathcal{K}^{\alpha, \omega}\right)^{*}=\left(\mathcal{K}^{\alpha, 0}\right)^{*}+\sum_{l=1}^{+\infty}\left(\mathcal{K}_{l}^{-\alpha, \omega}\right)^{*} \tag{2.289}
\end{equation*}
$$

Lemma 2.94. The operator $(1 / 2) I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}: L^{2}(\partial D) \rightarrow L^{2}(\partial D)$ is invertible.
Before proving Lemma 2.94 , let us make a note of the following simple fact. If $u$ and $v$ are $\alpha$-quasi-periodic smooth functions, then

$$
\begin{equation*}
\int_{\partial Y} \frac{\partial u}{\partial \nu} \bar{v} d \sigma=0 \tag{2.290}
\end{equation*}
$$

To prove this, it is enough to see that

$$
\int_{\partial Y} \frac{\partial u}{\partial \nu} \bar{v}=\int_{\partial Y}\left[\frac{\partial\left(u e^{-\sqrt{-1} \alpha \cdot x}\right)}{\partial \nu}+\sqrt{-1} \alpha \cdot \nu u e^{-\sqrt{-1} \alpha \cdot x}\right] \overline{e^{-\sqrt{-1} \alpha \cdot x} v}
$$

Proof of Lemma 2.94. Let $\phi \in L^{2}(\partial D)$ satisfy $\left((1 / 2) I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)[\phi]=0$ on $\partial D$. Observe that if $\alpha=0$, then $\int_{\partial D} \phi=0$. In fact, by 2.286 and 2.290, we have for $x \in D$

$$
\mathcal{D}^{0,0}[1](x)=-\int_{Y \backslash \bar{D}} \Delta_{y} G^{0,0}(x, y) d y=|Y \backslash \bar{D}|
$$

where \| \| denotes the volume, and hence

$$
\begin{equation*}
\left(\frac{1}{2} I+\mathcal{K}^{0,0}\right)[1]=|Y \backslash \bar{D}| \quad \text { on } \partial D \tag{2.291}
\end{equation*}
$$

Therefore, we get

$$
|Y \backslash \bar{D}| \int_{\partial D} \phi d \sigma=\int_{\partial D}\left(\frac{1}{2} I+\mathcal{K}^{0,0}\right)[1] \phi d \sigma=\int_{\partial D}\left(\frac{1}{2} I+\left(\mathcal{K}^{0,0}\right)^{*}\right)[\phi] d \sigma=0
$$

Consequently, for any $\alpha \in[0,2 \pi)^{2}, u=\mathcal{S}^{\alpha, 0}[\phi]$ is $\alpha$-quasi-periodic and satisfies $\Delta u=0$ in $Y \backslash \bar{D}$ with

$$
\left.\frac{\partial u}{\partial \nu}\right|_{+}=\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)[\phi]=0 \quad \text { on } \partial D .
$$

Therefore, it follows from 2.290 that

$$
\int_{Y \backslash \bar{D}}|\nabla u|^{2}=\int_{\partial Y} \frac{\partial u}{\partial \nu} \bar{u}-\left.\int_{\partial D} \frac{\partial u}{\partial \nu}\right|_{+} \bar{u}=0
$$

Thus, $u$ is constant in $Y \backslash \bar{D}$ and hence in $D$. This implies that

$$
\phi=\left.\frac{\partial u}{\partial \nu}\right|_{+}-\left.\frac{\partial u}{\partial \nu}\right|_{-}=0
$$

as desired.

### 2.13. Computations of Periodic Green's Functions

In this section, we briefly describe analytical techniques for transforming the Green's functions for the Helmholtz equation in periodic domains from the slowly convergent representations as a series of images or plane waves into forms more suitable for computation. In particular, methods derived from Kummer's transformation, lattice sums, and the use of Ewald's method are discussed. The main ideas of these techniques apply to Maxwell's equations and the Lamé system as well.
2.13.1. Kummer's Transformation. The convergence of the series 2.280 and (2.281) can be improved if we use Kummer's transformation, namely if we convert the slowly convergent series into two series which converge faster by subtracting and adding back a series which has the same asymptotic behavior as the troublesome series and which can be summed analytically [279]. We can accelerate the series in 2.280 by writing

$$
\begin{aligned}
G^{\alpha, \omega}(x, y)= & \frac{e^{\sqrt{-1} \alpha \cdot(x-y)}}{\omega^{2}-|\alpha|^{2}}-e^{\sqrt{-1} \alpha \cdot(x-y)} \sum_{n \in \mathbb{Z}^{2}, n \neq 0} \frac{e^{\sqrt{-12 \pi n \cdot(x-y)}}}{4 \pi^{2}|n|^{2}} \\
& +\sum_{n \in \mathbb{Z}^{2}, n \neq 0} e^{\sqrt{-1}(2 \pi n+\alpha) \cdot(x-y)}\left(\frac{1}{\omega^{2}-|2 \pi n+\alpha|^{2}}+\frac{1}{4 \pi^{2}|n|^{2}}\right) .
\end{aligned}
$$

The terms in the first summation are $O\left(|n|^{-3}\right)$ as $|n| \rightarrow+\infty$ and

$$
\begin{aligned}
\sum_{n \in \mathbb{Z}^{2}, n=\left(n_{1}, n_{2}\right) \neq 0} \frac{e^{\sqrt{-1} 2 \pi n \cdot x}}{4 \pi^{2}|n|^{2}}= & \frac{1}{2 \pi^{2}} \sum_{n_{1}=0}^{+\infty} \cos 2 \pi n_{1} x_{1} \sum_{n_{2}=1}^{+\infty} \frac{\cos 2 \pi n_{2} x_{2}}{n_{1}^{2}+n_{2}^{2}} \\
& +\frac{1}{2 \pi^{2}} \sum_{n_{2}=0}^{+\infty} \cos 2 \pi n_{2} x_{2} \sum_{n_{1}=1}^{+\infty} \frac{\cos 2 \pi n_{1} x_{1}}{n_{1}^{2}+n_{2}^{2}} \\
:= & A_{1}+A_{2}
\end{aligned}
$$

From [45, pp. 54-55],

$$
\begin{aligned}
A_{1}= & \frac{1}{24}-\frac{\ln 2}{4 \pi}-\frac{1}{4}\left(x_{2}-x_{1}\right)+\frac{1}{4}\left(2 x_{2}^{2}-x_{1}^{2}\right)-\frac{1}{8 \pi} \ln \left(\sinh ^{2} \pi x_{2}+\sin ^{2} \pi x_{1}\right) \\
& +\frac{1}{4 \pi} \sum_{n_{1}=1}^{+\infty} \frac{\cos 2 \pi n_{1} x_{1}}{n_{1}} \frac{e^{2 \pi n_{1} x_{2}}+e^{-2 \pi n_{1} x_{2}}}{e^{2 \pi n_{1}}-1}
\end{aligned}
$$

and

$$
\begin{aligned}
A_{2}= & \frac{1}{24}-\frac{\ln 2}{4 \pi}-\frac{1}{4}\left(x_{1}-x_{2}\right)+\frac{1}{4}\left(2 x_{1}^{2}-x_{2}^{2}\right)-\frac{1}{8 \pi} \ln \left(\sinh ^{2} \pi x_{1}+\sin ^{2} \pi x_{2}\right) \\
& +\frac{1}{4 \pi} \sum_{n_{1}=1}^{+\infty} \frac{\cos 2 \pi n_{1} x_{2}}{n_{1}} \frac{e^{2 \pi n_{1} x_{1}}+e^{-2 \pi n_{1} x_{1}}}{e^{2 \pi n_{1}}-1}
\end{aligned}
$$

where the series in $A_{1}$ and $A_{2}$ are exponentially convergent.

This acceleration process can be continued further to speed up the convergence of the series

$$
\sum_{n \in \mathbb{Z}^{2}, n \neq 0} e^{\sqrt{-1} 2 \pi n \cdot(x-y)}\left(\frac{1}{\omega^{2}-|2 \pi n+\alpha|^{2}}+\frac{1}{4 \pi^{2}|n|^{2}}\right)
$$

if we retain more terms in the expansion

$$
\frac{1}{\omega^{2}-|2 \pi n+\alpha|^{2}}=-\frac{1}{4 \pi^{2}|n|^{2}}+\frac{\alpha \cdot n}{4 \pi^{3}|n|^{4}}+\ldots \quad \text { as }|n| \rightarrow+\infty
$$

2.13.2. Lattice Sums. The lattice sum representation of the Green's function is an immediate consequence of a separation of variables result for $H_{0}^{(1)}$. For $l \in \mathbb{Z}$, let $H_{l}^{(1)}$ denote the Hankel function of the first kind of order $l$ and let $J_{l}$ be the Bessel function of the first kind of order $l$. Recall that $J_{l}(x)=\Re H_{l}^{(1)}(x)$ and $H_{-l}^{(1)}(x)=(-1)^{l} H_{l}^{(1)}(x)$ for all $x \in \mathbb{R}$. By Graf's formula, we have for $n \neq 0$ :

$$
\begin{equation*}
H_{0}^{(1)}(\omega|x-n-y|)=\sum_{l \in \mathbb{Z}} J_{l}(\omega|x-y|) e^{\sqrt{-1} l \theta_{x-y}} H_{l}^{(1)}(\omega|n|) e^{\sqrt{-1} l \theta_{n}} \tag{2.292}
\end{equation*}
$$

where $\theta_{n}$ and $\theta_{x-y}$ are given by

$$
\begin{aligned}
& n_{1}+\sqrt{-1} n_{2}=|n| e^{\sqrt{-1} \theta_{n}}, \quad n=\left(n_{1}, n_{2}\right) \\
& \left(x_{1}-y_{1}\right)+\sqrt{-1}\left(x_{2}-y_{2}\right)=|x-y| e^{\sqrt{-1} \theta_{x-y}}, \quad x=\left(x_{1}, x_{2}\right), y=\left(y_{1}, y_{2}\right)
\end{aligned}
$$

Define the lattice sums $S_{l}^{\alpha}$ by

$$
\begin{equation*}
S_{l}^{\alpha}=\sum_{n \in \mathbb{Z}^{2}, n \neq 0} e^{\sqrt{-1} n \cdot \alpha} H_{l}^{(1)}(\omega|n|) e^{\sqrt{-1} l \theta_{n}} \tag{2.293}
\end{equation*}
$$

Note that for $\alpha=0$, the four-fold symmetry of the square lattice implies that $S_{l}^{0}=0$ for $l$ not divisible by four. Moreover,

$$
S_{-l}^{\alpha}=(-1)^{l} S_{l}^{-\alpha}
$$

The Green's function $G^{\alpha, \omega}$ can then be expressed as

$$
G^{\alpha, \omega}(x, y)=-\frac{\sqrt{-1}}{4} H_{0}^{(1)}(\omega|x-y|)-\frac{\sqrt{-1}}{4} \sum_{l \in \mathbb{Z}} S_{l}^{\alpha} J_{l}(\omega|x-y|) e^{\sqrt{-1} l \theta_{x-y}}
$$

Rearranging terms, we write

$$
\begin{align*}
G^{\alpha, \omega}(x, y)= & -\frac{\sqrt{-1}}{4}\left[H_{0}^{(1)}(\omega|x-y|)+S_{0}^{\alpha} J_{0}(\omega|x-y|)\right. \\
& \left.+\sum_{l=1}^{+\infty}\left(S_{l}^{\alpha} e^{\sqrt{-1} l \theta_{x-y}}+S_{l}^{-\alpha} e^{-\sqrt{-1} l \theta_{x-y}}\right) J_{l}(\omega|x-y|)\right] \tag{2.294}
\end{align*}
$$

In practice, the summation 2.294 is truncated for $l<L$, leading to an evaluation procedure whose cost is proportional to $L$ times the number of evaluation points. This cost is significantly smaller than that necessary to obtain converged values of 2.281 330.

It is worth emphasizing that the lattice sums 2.293 only have to be evaluated once as they do not depend on the position at which $G^{\alpha, \omega}$ is computed. However, the computation of $S_{l}^{\alpha}$ must be performed with care since $S_{l}^{\alpha}$ becomes very large
and $J_{l}$ very small as $l$ increases. The convergence of the series in $S_{l}^{\alpha}$ can be improved if we use Kummer's transformation together with the asymptotic expansion

$$
H_{l}^{(1)}(z) \approx \sqrt{\frac{2}{\pi z}} e^{\sqrt{-1}(z-l \pi / 2-\pi / 4)} \quad \text { as } z \rightarrow+\infty
$$

for $l \geq 0$.
2.13.3. Ewald's Method. Ewald's method was originally developed to treat long range electrostatic interactions in periodic structures. The key idea behind Ewald's method is to split the periodic Green's function into a spectral part and a spatial part that, after some careful manipulation, converge rapidly. So our goal in this section is to determine $G_{\sharp, \text { spec }}^{\alpha, k}$ and $G_{\sharp, \text { spat }}^{\alpha, k}$ such that

$$
G_{\sharp}^{\alpha, k}(x, y)=G_{\sharp, \text { spec }}^{\alpha, k}(x, y)+G_{\sharp, \text { spat }}^{\alpha, k}(x, y),
$$

is exponentially convergent. We begin by determining an integral representation for the Hankel function of the first kind of order zero that is often used in the literature as the starting point for a derivation of the Ewald method applied to a specific spatial and array configuration.

Lemma 2.95. The Hankel function of the first kind of order zero can be represented as

$$
H_{0}^{(1)}(k r)=\frac{2}{\sqrt{-1} \pi} \int_{\gamma} t^{-1} \exp \left(r^{2} t^{2}+\frac{k^{2}}{4 t^{2}}\right) d t
$$

where $\gamma$ is an integration path in the complex plane that begins at the origin with direction $e^{-\sqrt{-1} \pi / 4}$, sweeps across the positive real axis until it makes an angle of $e^{\sqrt{-1} \arg (k) / 2}$ with that axis, and finally goes to infinity in some direction $e^{\sqrt{-1} \phi}$, with $\phi \in(-\pi / 4, \pi / 4)$.

Proof. We have the following representation for the Hankel function of the first kind of order zero:

$$
\begin{equation*}
H_{0}^{(1)}(z)=\frac{1}{\sqrt{-1} \pi} \int_{-\infty}^{\infty+\pi \sqrt{-1}} e^{z \sinh \omega} d \omega, \quad|\arg (z)|<\frac{\pi}{2} \tag{2.295}
\end{equation*}
$$

Let us fix a particular representation of this path. Denote by

$$
P=\{t:-\infty<t \leq 0\} \bigcup\{\sqrt{-1} t: 0<t \leq \pi\} \bigcup\{t+\sqrt{-1} \pi: 0<t<\infty\}
$$

We now define a separate contour for the same integrand. Let $\beta>0$ and denote by

$$
\begin{aligned}
& q_{1}^{R}:=\{-t: 0 \leq t \leq R\} \bigcup\{\sqrt{-1} t: 0<t<\beta\} \bigcup\{-t+\sqrt{-1} \beta: 0 \leq t \leq R\} \\
& q_{2}^{R}:=\{-R+\sqrt{-1} t: 0<t<\beta\}
\end{aligned}
$$

These paths share the same starting point and end point, and as the integrand is holomorphic in $\omega$, by Cauchy's integral theorem the integral over the contour is path independent. Therefore

$$
\begin{aligned}
\int_{q_{1}^{R}} e^{z \sinh \omega} d \omega & =\int_{q_{2}^{R}} e^{z \sinh \omega} d \omega \\
& =\int_{0}^{\beta} e^{z \sinh (-R+i t)} d t
\end{aligned}
$$

Suppose that $0<\arg (z)<\pi / 2,0<\beta<\pi / 2, t \in(0, \beta)$. Then the integral goes to 0 as $R$ gets large because

$$
\Re(z \sinh (-R+\sqrt{-1} t))=-\Re(z) \cos (t) \sinh (R)-\Im(z) \sin (t) \cosh (R)<0
$$

We have

$$
\lim _{R \rightarrow \infty} \int_{q_{1}^{R}} e^{z \sinh \omega} d \omega=\lim _{R \rightarrow \infty} \int_{q_{2}^{R}} e^{z \sinh \omega} d \omega=0
$$

So letting $R \rightarrow \infty$ we can combine the integrals on the paths $q_{1}^{R}$ and $q_{2}^{R}$ with the integral in 2.295 without changing its value:

$$
H_{0}^{(1)}(z)=\frac{1}{\sqrt{-1} \pi} \int_{-\infty}^{\infty+\pi \sqrt{-1}} e^{z \sinh \omega} d \omega+\int_{q_{1}^{R}} e^{z \sinh \omega} d \omega+\int_{q_{2}^{R}} e^{z \sinh \omega} d \omega
$$

Choosing $\beta=\pi / 2-\arg (z)$ for $0<\arg (z)<\pi / 2$, and noting that cancellation occurs due to the how the contours have been defined, we obtain the representation:

$$
H_{0}^{(1)}(z)=\frac{1}{\sqrt{-1} \pi} \int_{-\infty+\sqrt{-1}(\pi / 2-\arg (z))}^{\infty+\pi \sqrt{-1}} e^{z \sinh \omega} d \omega, \quad \arg (z)<\frac{\pi}{2}
$$

Rewriting this as

$$
H_{0}^{(1)}(z)=\frac{1}{\sqrt{-1} \pi} \int_{-\infty+\sqrt{-1}(\pi / 2-\arg (z))}^{\infty+\pi \sqrt{-1}} \exp \left(\frac{z}{2}\left(e^{\omega}-e^{-\omega}\right)\right) d \omega
$$

and making the substitution $s=e^{\omega}$ gives

$$
H_{0}^{(1)}(z)=\frac{1}{\sqrt{-1} \pi} \int_{\gamma_{1}} s^{-1} \exp \left(\frac{z}{2}\left(s-\frac{1}{s}\right)\right) d s
$$

where $\gamma$ is a contour that begins at the origin with direction $e^{\sqrt{-1}(\pi / 2-\arg (z))}$, and sweeps around the origin to the the point $s=-1$ before tending to minus infinity on the negative real axis. Setting $z=k r$ with $r>0$, we obtain

$$
H_{0}^{(1)}(k r)=\frac{1}{\sqrt{-1} \pi} \int_{\gamma_{1}} s^{-1} \exp \left(\frac{k r}{2}\left(s-\frac{1}{s}\right)\right) d s
$$

Making another substitution, this time with $s=-2 r t^{2} / k$, we arrive at

$$
\begin{equation*}
H_{0}^{(1)}(k r)=\frac{2}{\sqrt{-1} \pi} \int_{\gamma_{2}} t^{-1} \exp \left(-r^{2} t^{2}+\frac{k^{2}}{4 t^{2}}\right) d t \tag{2.296}
\end{equation*}
$$

where $\gamma_{2}$ is an integration path in the complex plane that begins at the origin with direction $e^{-\sqrt{-1} \pi / 4}$, sweeps across the positive real axis until it makes an angle of $e^{\sqrt{-1} \arg (k) / 2}$ with that axis, and finally goes to infinity in that same direction.

The path of integration can be altered as long as (i) it begins at begins at the origin with direction $e^{-\sqrt{-1} \pi / 4}$, which ensures convergence as $|t| \rightarrow 0$, and (ii) it must go to infinity in the direction $e^{\sqrt{-1} \phi}$, with $\phi \in(-\pi / 4, \pi / 4)$, which ensures convergence as $|t| \rightarrow \infty$.

So we have

$$
-\frac{\sqrt{-1}}{4} H_{0}^{(1)}(k r)=-\frac{1}{2 \pi} \int_{\gamma_{2}} \frac{e^{-r^{2} t^{2}+\frac{k^{2}}{4 t^{2}}}}{t} d t
$$

and then recalling the definition of the quasi-periodic Green's function

$$
G_{\sharp}^{\alpha, \omega}(x, y)=-\frac{\sqrt{-1}}{4} \sum_{m \in \mathbb{Z}} H_{0}^{(1)}(\omega|x-y-(m, 0)|) e^{\sqrt{-1} m \alpha},
$$

we obtain

$$
\begin{equation*}
G_{\sharp}^{\alpha, \omega}(x, y)=-\frac{1}{2 \pi} \sum_{m \in \mathbb{Z}} e^{\sqrt{-1} m \alpha} \int_{\gamma_{2}} \frac{e^{-R_{m}^{2} t^{2}+\frac{\omega^{2}}{4 t^{2}}}}{t} d t \tag{2.297}
\end{equation*}
$$

where $R_{m}=\sqrt{\left(x_{2}-y_{2}\right)+\left(x_{1}-y_{1}-m\right)^{2}}$. The next step is to split the path of integration $\gamma$ into two parts such $\int_{\gamma_{2}}=\int_{0}^{\infty}=\int_{0}^{\mathcal{E}}+\int_{\mathcal{E}}^{\infty}$ where $\mathcal{E}$ is some point on the positive real axis and the paths in the terms $\int_{0}^{\mathcal{E}}$ and $\int_{\mathcal{E}}^{\infty}$ satisfy the aforementioned convergence conditions.

LEmmA 2.96. Consider a lossy medium such that $\Im(k)>0$. Then the quasiperiodic Green's function $G_{\sharp}^{\alpha, k}$ can be split into two parts such that

$$
G_{\sharp}^{\alpha, k}(x, y)=G_{\sharp, \text { spec }}^{\alpha, k}(x, y)+G_{\sharp, s p a t}^{\alpha, k}(x, y),
$$

with

$$
\begin{aligned}
G_{\sharp, s p e c}^{\alpha, k}(x, y) & =-\frac{1}{4} \sum_{p \in \mathbb{Z}} \frac{e^{-\sqrt{-1} k_{x p}\left(x_{1}-y_{1}\right)}}{\sqrt{-1} k_{y p}} \\
& \times\left[e^{\sqrt{-1} k_{y p}\left|x_{2}-y_{2}\right|} \operatorname{erfc}\left(\frac{\sqrt{-1} k_{y p}}{2 E}+\left|x_{2}-y_{2}\right| \mathcal{E}\right)\right. \\
& \left.+e^{-\sqrt{-1} k_{y p}\left|x_{2}-y_{2}\right|} \operatorname{erfc}\left(\frac{\sqrt{-1} k_{y p}}{2 E}-\left|x_{2}-y_{2}\right| \mathcal{E}\right)\right], \\
G_{\sharp, s p a t}^{\alpha, k}(x, y) & =-\frac{1}{4 \pi} \sum_{m \in \mathbb{Z}} e^{\sqrt{-1} \alpha m} \sum_{q=0}^{\infty}\left(\frac{k}{2 \mathcal{E}}\right)^{2 q} \frac{1}{q!} E_{q+1}\left(R_{m}^{2} \mathcal{E}^{2}\right),
\end{aligned}
$$

where $k_{x p}=-\alpha+\frac{2 \pi p}{d}, k_{y p}=-\sqrt{k^{2}-k_{x p}^{2}}$, erfc( $\left.z\right)$ is the complementary error function

$$
\operatorname{erfc}(z)=\frac{2}{\sqrt{\pi}} \int_{z}^{\infty} e^{-t^{2}} d t
$$

and $E_{q}$ is the qth order exponential integral which is defined as

$$
E_{q}(z)=\int_{1}^{\infty} \frac{e^{-z t}}{t^{q}} d t
$$

Proof. We first split Equation 2.297 into two parts giving us

$$
\begin{equation*}
G_{\sharp, \mathrm{spec}}^{\alpha, k}(x, y)=-\frac{1}{2 \pi} \sum_{m \in \mathbb{Z}} e^{\sqrt{-1}} m \alpha \int_{0}^{\mathcal{E}} \frac{e^{-R_{m}^{2} s^{2}+\frac{\omega^{2}}{4 s^{2}}}}{s} d s \tag{2.298}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{\sharp, \text { spat }}^{\alpha, k}(x, y)=-\frac{1}{2 \pi} \sum_{m \in \mathbb{Z}} e^{\sqrt{-1} m \alpha} \int_{\mathcal{E}}^{\infty} \frac{e^{-R_{m}^{2} s^{2}+\frac{\omega^{2}}{4 s^{2}}}}{s} d s, \tag{2.299}
\end{equation*}
$$

with complex paths of integration as described previously. Note that the convergence of $G_{\sharp, \text { spat }}^{\alpha, k}$ is already exponential as for large $m$ it can be shown that the terms
in the series behave like $e^{-n^{2} \mathcal{E}^{2}} /\left(n^{2} \mathcal{E}^{2}\right)$. The terms in $G_{\sharp, \text { spec }}^{\alpha, k}$ on the other hand decay like $1 / \sqrt{m}$ due to the asymptotic behavior of $H_{0}^{(1)}(z)$ for large $z$. This term is the one we would like to accelerate.

Using the Poisson summation formula

$$
\begin{equation*}
\sum_{m \in \mathbb{Z}} f(m)=\frac{1}{d} \sum_{p \in \mathbb{Z}} \tilde{f}(2 \pi p) \tag{2.300}
\end{equation*}
$$

where

$$
\tilde{f}(\beta)=\int_{-\infty}^{\infty} f(\xi) e^{-\sqrt{-1} \beta \xi} d \xi
$$

and setting $f(m)$ to be

$$
f(m)=-\frac{e^{\sqrt{-1} \alpha m}}{2 \pi} \int_{0}^{\mathcal{E}} \frac{e^{-\left[\left(x_{2}-y_{2}\right)^{2}+\left(x_{1}-y_{1}-m\right)^{2}\right] s^{2}+\frac{k^{2}}{4 s^{2}}}}{s} d s
$$

we obtain

$$
\tilde{f}(2 \pi p)=-\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \xi \int_{0}^{\mathcal{E}} d s \frac{e^{-\left[\left(x_{2}-y_{2}\right)^{2}+\left(x_{1}-y_{1}-\xi\right)^{2}\right] s^{2}+\frac{k^{2}}{4 s^{2}}}}{s} e^{-\sqrt{-1} k_{x p} \xi}
$$

where $k_{x p}=-\alpha+2 \pi p$. Noting that the $s$ integral is convergent on the path $(0, \mathcal{E})$ for $\mathcal{E} \in]-\infty, \infty\left[\right.$ as $\Re\left(s^{2}\right)>0$, we can switch the order of integration. Then applying the formula $\int_{-\infty}^{\infty} e^{-a \xi^{2}+b \xi} d \xi=\sqrt{\pi / a} e^{b^{2} / 4 a}$ results in

$$
\tilde{f}(2 \pi p)=-\frac{e^{-\sqrt{-1} k_{x p}\left(x_{1}-y_{1}\right)}}{2 \sqrt{\pi}} \int_{0}^{\mathcal{E}} \frac{e^{-\left(x_{2}-y_{2}\right)^{2} s^{2}} e^{k_{y p}^{2} / 4 s^{2}}}{s^{2}} d s
$$

where $k_{y p}=-\sqrt{k^{2}-k_{x p}^{2}}$ and we have taken the negative of the square root in order to ensure convergence. The Making the change of variables $\tilde{s}=1 / s$ we have

$$
\tilde{f}(2 \pi p)=-\frac{e^{-\sqrt{-1} k_{x p}\left(x_{1}-y_{1}\right)}}{2 \sqrt{\pi}} \int_{1 / \mathcal{E}}^{\infty} e^{-\left(x_{2}-y_{2}\right)^{2} / \tilde{s}^{2}} e^{\left(k_{y p}^{2} \tilde{s}^{2}\right) / 4} d \tilde{s}
$$

and the path of integration maps from $(0, \mathcal{E})$ onto $(1 / \mathcal{E}, \infty)$ with constraints on the the path near $s=0$ now applying to $\tilde{s} \rightarrow \infty$. That is, $\Re\left(k_{z p}^{2} \tilde{s}^{2}\right)<0$ for every $p \in \mathbb{Z}$, ensuring convergence. Finally, using the identity

$$
\int e^{a^{2} x^{2}-\frac{b^{2}}{x^{2}}} d x=-\frac{\sqrt{\pi}}{4 a}\left[e^{2 a b} \operatorname{erfc}\left(a x+\frac{b}{x}\right)+e^{-2 a b} \operatorname{erfc}\left(a x-\frac{b}{x}\right)\right]+\text { const }
$$

we obtain

$$
\begin{align*}
\tilde{f}(2 \pi p) & =-\frac{e^{-\sqrt{-1} k_{x_{p}}\left(x_{1}-y_{1}\right)}}{4 \sqrt{-1} k_{y p}}  \tag{2.301}\\
& \times\left[e^{\sqrt{-1} k_{y p}\left|x_{2}-y_{2}\right|} \operatorname{erfc}\left(\frac{\sqrt{-1} k_{y p}}{2 \mathcal{E}}+\left|x_{2}-y_{2}\right| \mathcal{E}\right)\right.  \tag{2.302}\\
& \left.+e^{-\sqrt{-1} k_{y p}\left|x_{2}-y_{2}\right|} \operatorname{erfc}\left(\frac{\sqrt{-1} k_{y p}}{2 \mathcal{E}}-\left|x_{2}-y_{2}\right| \mathcal{E}\right)\right] . \tag{2.303}
\end{align*}
$$

Inserting this into Equation 2.300 gives us $G_{\sharp, \text { spec }}^{\alpha, k}$

Now we turn to $G_{\sharp, \text { spat }}^{\alpha, k}$. Although this function is already exponentially convergent we will transform it into a form more suitable for computation. Consider the integral $I$ in Equation 2.299):

$$
I=\int_{\mathcal{E}}^{\infty} \frac{e^{-R_{m}^{2} t^{2}+\frac{\omega^{2}}{4 t^{2}}}}{s} d s
$$

It can be shown that after changing variables with $u=s^{2}$, applying the Taylor expansion $e^{\frac{k^{2}}{4 u}}=\sum_{q=0}^{\infty}\left(\frac{k}{2}\right)^{2 q} /\left(q!u^{q}\right)$ and then changing variables again with $t=$ $u / \mathcal{E}^{2}$ we obtain

$$
I=\frac{1}{2} \sum_{q=0}^{\infty}\left(\frac{k}{2 \mathcal{E}}\right)^{2 q} \frac{1}{q!} E_{q+1}\left(R_{m}^{2} \mathcal{E}^{2}\right)
$$

Using this representation of $I$ in Equation 2.299 gives us the desired form of $G_{\sharp, \text { spat }}^{\alpha, k}$.

The complementary error function converges very quickly and this is the key to the acceleration of the convergence speed of $G_{\sharp, s \text { sec }}^{\alpha, k}$. This representation of $G_{\sharp, \text { spec }}^{\alpha, k}$ is also efficient in terms of numerical computation as only the $E_{1}(z)$ exponential integral needs to be evaluated explicitly. The higher order exponential integral terms can be computed with the recurrence relation $E_{q+1}(z)=\frac{1}{q}\left(e^{-z}-z E_{q}(z)\right)$ for $q=1,2, \ldots$ Note that the optimal value of the splitting parameter $\mathcal{E}$ for wavelengths somewhat larger or smaller than the periodicity is given by $\mathcal{E}=\sqrt{\pi} / d$. It is also worth mentioning that very few terms are required in the summations in $G_{\sharp, \text { spec }}^{\alpha, k}$ and $G_{\sharp, \text { spat }}^{\alpha, k}$ to obtain a relative error of less than $1 e-03$. Furthermore, although we assumed that $\Im k>0$ in order to obtain these expressions, due to analytic continuation the expressions actually hold for all $k \in \mathbb{C}$.

For the quasi-periodic Neumann-Poincairé operator we require the gradient of the quasi-periodic Green's function. We note that

$$
\nabla G_{\sharp}^{\alpha, k}(x, y)=\nabla G_{\sharp, \mathrm{spec}}^{\alpha, k}(x, y)+\nabla G_{\sharp, \mathrm{spat}}^{\alpha, k}(x, y),
$$

with

$$
\begin{aligned}
\nabla G_{\sharp, \text { spec }}^{\alpha, k}(x, y) & =-\frac{1}{4} \sum_{p \in \mathbb{Z}} \frac{e^{-\sqrt{-1} k_{x p}\left(x_{1}-y_{1}\right)}}{\sqrt{-1} k_{y p}} \\
& \left\{\left[-\sqrt{-1} \hat{x} k_{x p}-\sqrt{-1} \hat{y} k_{y p} \operatorname{sgn}\left(x_{2}-y_{2}\right)\right]\right. \\
& \times e^{-\sqrt{-1} k_{y p}\left|x_{2}-y_{2}\right|} \operatorname{erfc}\left(\frac{\sqrt{-1} k_{y p}}{2 E}-\left|x_{2}-y_{2}\right| \mathcal{E}\right) \\
& \times\left[-\sqrt{-1} \hat{x} k_{x p}+\sqrt{-1} \hat{y} k_{y p} \operatorname{sgn}\left(x_{2}-y_{2}\right)\right] \\
& \times e^{\sqrt{-1} k_{y p}\left|x_{2}-y_{2}\right|} \operatorname{erfc}\left(\frac{\sqrt{-1} k_{y p}}{2 E}+\left|x_{2}-y_{2}\right| \mathcal{E}\right) \\
& -\hat{z} \operatorname{sgn}\left(x_{2}-y_{2}\right) \mathcal{E} e^{-\sqrt{-1} k_{y p}\left|x_{2}-y_{2}\right|} \\
& \times \operatorname{erfc}^{\prime}\left(\frac{\sqrt{-1} k_{y p}}{2 E}-\left|x_{2}-y_{2}\right| \mathcal{E}\right) \\
& +\hat{z} \operatorname{sgn}\left(x_{2}-y_{2}\right) \mathcal{E} e^{\sqrt{-1} k_{y p}\left|x_{2}-y_{2}\right|} \\
& \left.\times \operatorname{erfc}^{\prime}\left(\frac{\sqrt{-1} k_{y p}}{2 E}+\left|x_{2}-y_{2}\right| \mathcal{E}\right)\right\}, \\
\nabla G_{\sharp, \text { spat }}^{\alpha, k}(x, y)= & \frac{\mathcal{E}^{2}}{2 \pi} \sum_{m \in \mathbb{Z}}\left[\hat{x}\left(x_{1}-y_{1}-m\right)+\hat{z}\left(x_{2}-y_{2}\right)\right] e^{\sqrt{-1} \alpha m} \\
& \times \sum_{q=0}^{\infty}\left(\frac{k}{2 \mathcal{E}}\right)^{2 q} \frac{1}{q!} E_{q}\left(R_{m}^{2} \mathcal{E}^{2}\right),
\end{aligned}
$$

where $\hat{x}$ and $\hat{y}$ are unit vectors along the $x$ and $y$ axes, respectively, and $\operatorname{erfc}(z)^{\prime}=$ $-\frac{2}{\sqrt{\pi}} e^{-z^{2}}$.

Figure 2.5 shows the quasi-periodic Green's function obtained by using Ewald's method in Code Quasi-Periodic Green's Function Helmholtz.

### 2.13.4. Numerical Implementation of the Operators $\mathcal{S}_{\Omega, \sharp}^{\alpha, k}$ and $\left(\mathcal{K}_{\Omega, \sharp}^{-\alpha, k}\right)^{*}$.

 In this section we discuss the numerical implementation of $\mathcal{S}_{\Omega, \sharp}^{\alpha, k}$ and $\left(\mathcal{K}_{\Omega, \sharp}^{-\alpha, k}\right)^{*}$ assuming we are in a low frequency regime. After performing the usual boundary discretization procedure, as described in Subsection 2.4.5, we represent the infinite dimensional operator $\mathcal{S}_{\Omega, \sharp}^{\alpha, k}$ acting on the density $\varphi$ by a finite dimensional matrix $S$ acting on the coefficient vector $\bar{\varphi}_{i}:=\varphi\left(x^{(i)}\right)$ for $1 \leq i \leq N$. That is$$
\mathcal{S}_{\Omega, \sharp}^{\alpha, k}[\varphi](x)=\int_{\partial \Omega} G_{\sharp}^{\alpha, k}(x, y) \varphi(y) d \sigma(y)
$$

for $\psi \in L^{2}(\partial \Omega)$, is represented numerically as

$$
S \tilde{\psi}=\left(\begin{array}{cccc}
S_{11} & S_{12} & \ldots & S_{1 N} \\
S_{21} & S_{22} & \ldots & S_{2 N} \\
\vdots & & \ddots & \vdots \\
S_{N 1} & \ldots & \ldots & S_{N N}
\end{array}\right)\left(\begin{array}{c}
\bar{\varphi}_{1} \\
\bar{\varphi}_{2} \\
\vdots \\
\bar{\varphi}_{N}
\end{array}\right)
$$

where

$$
S_{i j}=G_{\sharp}^{\alpha, k}\left(x^{(i)}-x^{(j)}\right)\left|T\left(x^{(j)}\right)\right|\left(t_{j+1}-t_{j}\right), \quad i \neq j,
$$



Figure 2.5. The quasi-periodic Green's function, and the $x_{2}$ component of its gradient, for the Helmholtz equation for a onedimensional lattice of Dirac mass source points with periodicity 1. The quasi-momentum parameter $\alpha$ is set to $\pi / 8$.
and $G_{\sharp}^{\alpha, k}\left(x^{(i)}-x^{(j)}\right)$ refers to the Ewald representation of the Green's function. This discrerization matrix $S$ features singularities in the diagonal terms and therefore we must approximate these terms by explicit calculation. Let the portion of the boundary starting at $x^{(i)}$ and ending at $x^{(i+1)}$ be parameterized by $s \in\left[0, \varepsilon=\frac{2 \pi}{N}\right)$ and note that $\varepsilon \rightarrow 0$ as the number of discretization points $N \rightarrow \infty$. Observe that for $G_{\sharp}^{\alpha, k}=G_{\sharp, s p e c}^{\alpha, k}+G_{\text {spat,\#}}^{\alpha, k}$ the singularity appears in the $G_{s p a t, \sharp}^{\alpha, k}$ term precisely when $x=y$ and $m=0$. Therefore

$$
S_{i i}=\int_{0}^{\varepsilon} G_{\sharp}^{\alpha, k}\left(x^{(i)}-x(s)\right)|T(s)| d s \approx \int_{0}^{\varepsilon} G_{\sharp, s p a t}^{\alpha, k}\left(x^{(i)}-x(s)\right)|T(s)| d s,
$$

as $\varepsilon \rightarrow 0$. Now retaining only the $m=0$ term in $G_{\sharp, s p a t}^{\alpha, k}$ we have

$$
G_{\sharp, s p a t}^{\alpha, k} \approx-\frac{1}{4 \pi} \sum_{q=0}^{\infty}\left(\frac{k}{2 \mathcal{E}}\right)^{2 q} \frac{1}{q!} E_{q+1}\left(R_{0}^{2} \mathcal{E}^{2}\right),
$$

where $R_{0}=\sqrt{\left(x_{1}^{(i)}-x_{1}(s)\right)^{2}+\left(x_{2}^{(i)}-x_{2}(s)\right)^{2}}$. Noting that the behavior of the exponential integrals $E_{q+1}$ for small argument is $E_{q+1}(z)=-(-z)^{q}(\ln z) / q$ ! gives

$$
\begin{aligned}
G_{\sharp, s p a t}^{\alpha, k} & \approx-\frac{1}{4 \pi} \sum_{q=0}^{\infty}\left(\frac{k}{2 \mathcal{E}}\right)^{2 q} \frac{1}{q!}\left(-\frac{\left(-R_{0}^{2} \mathcal{E}^{2}\right)^{q}}{q!} \ln \left(R_{0}^{2} \mathcal{E}^{2}\right)\right) \\
& \approx \frac{1}{2 \pi} \ln \left(R_{0} \mathcal{E}\right),
\end{aligned}
$$

where only the $q=0$ term has been retained as $R_{0} \ll 1$. Therefore,

$$
\begin{aligned}
S_{i i} & \approx \frac{1}{2 \pi} \int_{0}^{\varepsilon} \ln \left(\mathcal{E}\left|x^{(i)}-x(s)\right|\right)|T(s)| d s \\
& =\frac{|T(0)| \varepsilon}{2 \pi}(\ln (\mathcal{E}|T(0)| \varepsilon)-1) \\
& =\frac{|T(0)|}{N}\left(\ln \left(\frac{2 \pi \mathcal{E}}{N}|T(0)|\right)-1\right)
\end{aligned}
$$

The discretization matrix $K$ for the quasi-periodic Neumann-Poincairé operator $\left(\mathcal{K}_{\Omega, \sharp}^{-\alpha, k}\right)^{*}$ requires no special treatment since, similarly to Subsection 2.6.4 it is clear that it features the same singularity as the non-periodic Neumann-Poincairé operator and thus the usual expression 2.134 holds for the diagonal terms of its corresponding discretized matrix. We remark that the approximations used for the diagonal terms of $S$ and $K$ are appropriate for low frequencies but are not stable when the frequency is high. For instance, the $q \neq 0$ terms provide a non-negligble contribution to $G_{\sharp, s p a t}^{\alpha, k}$ when $k$ is high and cannot be ignored. Ewald's method for computing $\mathcal{S}_{\Omega, \sharp}^{\alpha, k}$ and $\left(\mathcal{K}_{\Omega, \sharp}^{-\alpha, k}\right)^{*}$ in low frequency regimes is implemented in Code Quasi-Periodic Green's Function Helmholtz.
2.13.5. Ewald's Representation of the Quasi-Biperiodic Green's Function for the Helmholtz Equation. The quasi-biperiodic Green's function, which was defined in Section 2.12 satisfies

$$
\begin{equation*}
\left(\Delta+k^{2}\right) G_{\sharp}^{\alpha, k}(x, y)=\sum_{m \in \mathbb{Z}^{2}} \delta_{0}(x-y-m) e^{\sqrt{-1} m \cdot \alpha} . \tag{2.304}
\end{equation*}
$$

This Green's function has the representation

$$
\begin{equation*}
G_{\sharp}^{\alpha, k}(x, y)=-\frac{\sqrt{-1}}{4} \sum_{m \in \mathbb{Z}^{2}} H_{0}^{(1)}\left(k R_{m}\right) e^{\sqrt{-1} m \cdot \alpha} \tag{2.305}
\end{equation*}
$$

where $R_{m}=\sqrt{\left(x_{1}-y_{1}-m_{1}\right)^{2}+\left(x_{2}-y_{2}-m_{2}\right)^{2}}$. Through an analogous procedure to the one used in Section 2.13 .3 for the quasi-periodic Green's function, it can be shown that there exists a rapidly converging Ewald representation of the quasi-biperiodic Green's function such that

$$
G_{\sharp}^{\alpha, k}(x, y)=G_{\sharp, \mathrm{spec}}^{\alpha, k}(x, y)+G_{\sharp, \text { spat }}^{\alpha, k}(x, y),
$$

with

$$
G_{\sharp, \mathrm{spec}}^{\alpha, k}(x, y)=-\sum_{p, q \in \mathbb{Z}} \frac{1}{\gamma_{p q}^{2}} e^{-\gamma_{p q}^{2} / 4 \mathcal{E}} e^{-\sqrt{-1} k_{p q} \cdot(x-y)},
$$

and

$$
G_{\sharp, s \mathrm{sat}}^{\alpha, k}(x, y)=-\frac{1}{4 \pi} \sum_{m \in \mathbb{Z}^{2}} e^{\sqrt{-1} \alpha \cdot m} \sum_{q=0}^{\infty}\left(\frac{k}{2 \sqrt{\mathcal{E}}}\right)^{2 q} \frac{1}{q!} E_{q+1}\left(R_{m}^{2} \mathcal{E}\right),
$$

where

$$
\gamma_{p q}=\sqrt{\left|k_{p q}^{2}-k^{2}\right|}, k_{p q}=k_{x p} \hat{x}+k_{y q} \hat{y}, k_{x p}=-\alpha_{1}+2 \pi p, k_{y q}=-\alpha_{2}+2 \pi q
$$



Figure 2.6. The quasi-biperiodic Green's function, and the $x_{1}$ component of its gradient, for the Helmholtz equation for a twodimensional lattice of Dirac mass source points with periodicity 1 in the $x_{1}$ direction and 2 in the $x_{2}$ direction. The quasi-momentum parameter $\alpha$ is set to $(\pi / 8,0)$.

Taking the gradient of $G_{\sharp}^{\alpha, k}(x, y)$ gives us the representation required for the quasi-biperiodic Neumann-Poincairé operator. We have

$$
\nabla G_{\sharp}^{\alpha, k}(x, y)=\nabla G_{\sharp, \mathrm{spec}}^{\alpha, k}(x, y)+\nabla G_{\sharp, \text { spat }}^{\alpha, k}(x, y),
$$

with

$$
\begin{aligned}
\nabla G_{\sharp, \mathrm{spec}}^{\alpha, k}(x, y)= & \sqrt{-1} \sum_{p, q \in \mathbb{Z}} \frac{k_{p q}}{\gamma_{p q}^{2}} e^{-\gamma_{p q}^{2} / 4 \mathcal{E}} e^{-\sqrt{-1} k_{p q} \cdot(x-y)} \\
\nabla G_{\sharp, \mathrm{spat}}^{\alpha, k}(x, y)= & -\frac{\mathcal{E}}{2 \pi} \sum_{m \in \mathbb{Z}^{2}}^{\infty}(x-y-\hat{m}) e^{\sqrt{-1} \alpha \cdot \hat{m}} \\
& \times \sum_{q=0}^{\infty}\left(\frac{k}{2 \sqrt{\mathcal{E}}}\right)^{2 q} \frac{1}{q!} E_{q}\left(R_{m}^{2} \mathcal{E}\right) .
\end{aligned}
$$

The numerical results shown in Figure 2.6 are obtained by using Code QuasiBiperiodic Green's Function Helmholtz.

Remark 2.97. The quasi-biperiodic Green's function $G_{\sharp}^{\alpha, 0}$ 2.288) for the Laplace equation features infinite series that are very slow to converge. In order to utilize Ewald's method and accelerate the convergence we make use of Lemma 2.93. We already have a Ewald representation corresponding to $G_{\sharp}^{\alpha, 0}$ for any $\alpha$ in the Brillouin zone $[0,2 \pi)^{2}$ and the infinite series in 2.287) and (2.288) are relatively quick to converge. Therefore this representation of these Green's functions is appropriate for efficient numerical implementation.

### 2.14. Integral Representation of Solutions to the Full Maxwell Equations

In this section, a few fundamental results related to electromagnetic scattering, which will be essential in what follows, are recalled.
2.14.1. Layer Potentials. Assume that $D$ is bounded, simply connected, and of class $\mathcal{C}^{1, \eta}$ for $\eta>0$ and let

$$
H_{T}^{s}(\partial D)=\left\{\varphi \in\left(H^{s}(\partial D)\right)^{3}, \nu \cdot \varphi=0\right\}
$$

for $s= \pm 1 / 2$.
We introduce the surface gradient, surface divergence and Laplace-Beltrami operator and denote them by $\nabla_{\partial D}, \nabla_{\partial D}$ and $\Delta_{\partial D}$, respectively. We define the vectorial and scalar surface curl by $\operatorname{curl}_{\partial D} \varphi=-\nu \times \nabla_{\partial D} \varphi$ for $\varphi \in H^{\frac{1}{2}}(\partial D)$ and $\operatorname{curl}_{\partial D} \varphi=-\nabla_{\partial D} \cdot(\nu \times \varphi)$ for $\varphi \in H_{T}^{\frac{1}{2}}(\partial D)$, respectively. We recall that

$$
\begin{aligned}
\nabla_{\partial D} \cdot \nabla_{\partial D} & =\Delta_{\partial D} \\
\operatorname{curl}_{\partial D} \overrightarrow{\operatorname{curl}}_{\partial D} & =-\Delta_{\partial D} \\
\overrightarrow{\operatorname{curl}}_{\partial D} \operatorname{curl}_{\partial D} & =-\Delta_{\partial D}+\nabla_{\partial D} \nabla_{\partial D} \\
\nabla_{\partial D} \cdot \overrightarrow{\operatorname{curl}}_{\partial D} & =0 \\
\operatorname{curl}_{\partial D} \nabla_{\partial D} & =0
\end{aligned}
$$

We introduce the following functional space:

$$
H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)=\left\{\varphi \in H_{T}^{-\frac{1}{2}}(\partial D), \nabla_{\partial D} \cdot \varphi \in H^{-\frac{1}{2}}(\partial D)\right\}
$$

Define the following boundary integral operators and refer to 45,365 for their mapping properties:

$$
\begin{aligned}
\overrightarrow{\mathcal{S}}_{D}^{k}[\varphi]: H_{T}^{-\frac{1}{2}}(\partial D) & \longrightarrow H_{T}^{\frac{1}{2}}(\partial D) \text { or } H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right)^{3} \\
\varphi & \longmapsto \overrightarrow{\mathcal{S}}_{D}^{k}[\varphi](x)=\int_{\partial D} \Gamma_{k}(x-y) \varphi(y) d \sigma(y) ; \\
\mathcal{M}_{D}^{k}[\varphi]: H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D) & \longrightarrow H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D) \\
\varphi & \longmapsto \mathcal{M}_{D}^{k}[\varphi](x)=\int_{\partial D} \nu(x) \times \nabla_{x} \times\left(\Gamma_{k}(x-y) \varphi(y)\right) d \sigma(y) ; \\
\mathcal{L}_{D}^{k}[\varphi]: H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D) & \longrightarrow H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D) \\
\varphi & \longmapsto \mathcal{L}_{D}^{k}[\varphi](x)=\nu(x) \times\left(k^{2} \overrightarrow{\mathcal{S}}_{D}^{k}[\varphi](x)+\nabla \mathcal{S}_{D}^{k}\left[\nabla_{\partial D} \cdot \varphi\right](x)\right) .
\end{aligned}
$$

The following results hold.
Lemma 2.98. The operator $\overrightarrow{\mathcal{S}}_{D}^{k}$ satisfies the following jump formulas on $\partial D$ :

$$
\left.\left(\nu \times \nabla \times \overrightarrow{\mathcal{S}}_{D}^{k}[\varphi]\right)\right|_{ \pm}=\left(\mp \frac{1}{2} I+\mathcal{M}_{D}^{k}\right)[\varphi]
$$

and

$$
\left.\left(\nu \times \nabla \times \nabla \times \overrightarrow{\mathcal{S}}_{D}^{k}[\varphi]\right)\right|_{\partial D}=\mathcal{L}_{D}^{k}[\varphi]
$$

for $\varphi \in H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)$.
We will need the following lemma.
Lemma 2.99. The following Helmholtz decomposition holds $\mathbf{1 5 6}$ :

$$
H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)=\nabla_{\partial D} H^{\frac{3}{2}}(\partial D) \oplus \overrightarrow{\operatorname{curl}}_{\partial D} H^{\frac{1}{2}}(\partial D)
$$

REMARK 2.100. The Laplace-Beltrami operator $\Delta_{\partial D}: H_{0}^{\frac{3}{2}}(\partial D) \rightarrow H_{0}^{-\frac{1}{2}}(\partial D)$ is invertible. Here $H_{0}^{\frac{3}{2}}(\partial D)$ and $H_{0}^{-\frac{1}{2}}(\partial D)$ are the zero mean subspaces of $H^{\frac{3}{2}}(\partial D)$ and $H^{-\frac{1}{2}}(\partial D)$, respectively.

The following results on the operator $\mathcal{M}_{D}^{0}$ are of great importance in the analysis of plasmonic resonances for nanoparticles. We refer to $\mathbf{3 6 5}$ for a proof of the following compactness property of $\mathcal{M}_{D}^{0}$.

Lemma 2.101. The operator $\mathcal{M}_{D}^{0}: H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D) \longrightarrow H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)$ is a compact operator.

Lemma 2.102. The following identities hold [34, 245]:

$$
\begin{aligned}
\mathcal{M}_{D}^{0}\left[\operatorname{curl}_{\partial D} \varphi\right] & =\operatorname{curl}_{\partial D} \mathcal{K}_{D}^{0}[\varphi], \quad \forall \varphi \in H^{\frac{1}{2}}(\partial D), \\
\mathcal{M}_{D}^{0}\left[\nabla_{\partial D} \varphi\right] & =-\nabla_{\partial D} \Delta_{\partial D}^{-1}\left(\mathcal{K}_{D}^{0}\right)^{*}\left[\Delta_{\partial D} \varphi\right]+\overrightarrow{\operatorname{curl}}_{\partial D} \mathcal{R}_{D}[\varphi], \quad \forall \varphi \in H^{\frac{3}{2}}(\partial D),
\end{aligned}
$$

where

$$
\begin{equation*}
\mathcal{R}_{D}=-\Delta_{\partial D}^{-1} \operatorname{curl}_{\partial D} \mathcal{M}_{D}^{0} \nabla_{\partial D} \tag{2.306}
\end{equation*}
$$

We now consider solving the problem

$$
\begin{equation*}
\left(\lambda I-\mathcal{M}_{D}^{0}\right)[\psi]=\varphi \tag{2.307}
\end{equation*}
$$

for $(\psi, \varphi) \in\left(H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)\right)^{2}$ and $\lambda \notin \sigma\left(\mathcal{M}_{D}^{0}\right)$, where $\sigma\left(\mathcal{M}_{D}^{0}\right)$ is the spectrum of $\mathcal{M}_{D}^{0}$. Our motivation is to investigate plasmonic resonances for nanoparticles.

Using the Helmholtz decomposition of $H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)$ in Lemma 2.99, we can reduce 2.307 to an equivalent system of equations involving some well known operators.

Definition 2.103. For $u \in H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)$, we denote by $u^{(1)}$ and $u^{(2)}$ any two functions in $H_{0}^{\frac{3}{2}}(\partial D)$ and $H^{\frac{1}{2}}(\partial D)$, respectively, such that

$$
u=\nabla_{\partial D} u^{(1)}+\overrightarrow{\operatorname{cur}}_{\partial D} u^{(2)} .
$$

Note that $u^{(1)}$ is uniquely defined and $u^{(2)}$ is defined up to a constant function.
Lemma 2.104. Assume $\lambda \neq \frac{1}{2}$, then problem 2.307) is equivalent to

$$
\begin{equation*}
\left(\lambda I-\widetilde{\mathcal{M}}_{D}\right)\binom{\psi^{(1)}}{\psi^{(2)}}=\binom{\varphi^{(1)}}{\varphi^{(2)}} \tag{2.308}
\end{equation*}
$$

where $\left(\varphi^{(1)}, \varphi^{(2)}\right) \in H_{0}^{\frac{3}{2}}(\partial D) \times H^{\frac{1}{2}}(\partial D)$ and

$$
\widetilde{\mathcal{M}}_{D}=\left(\begin{array}{cc}
-\Delta_{\partial D}^{-1}\left(\mathcal{K}_{D}^{0}\right)^{*} \Delta_{\partial D} & 0  \tag{2.309}\\
\mathcal{R}_{D} & \mathcal{K}_{D}^{0}
\end{array}\right)
$$

with $\mathcal{R}_{D}$ being defined by (2.306).
Proof. Let $\left(\psi^{(1)}, \psi^{(2)}\right) \in H_{0}^{\frac{3}{2}}(\partial D) \times H^{\frac{1}{2}}(\partial D)$ be a solution (if there is any) to 2.308 where $\left(\varphi^{(1)}, \varphi^{(2)}\right) \in H_{0}^{\frac{3}{2}}(\partial D) \times H^{\frac{1}{2}}(\partial D)$ satisfies

$$
\varphi=\nabla_{\partial D} \varphi^{(1)}+\overrightarrow{\operatorname{cur}}_{\partial D} \varphi^{(2)}
$$

We have

$$
\begin{align*}
\left(\lambda I+\Delta_{\partial D}^{-1}\left(\mathcal{K}_{D}^{0}\right)^{*} \Delta_{\partial D}\right)\left[\psi^{(1)}\right] & =\varphi^{(1)}  \tag{2.310}\\
\lambda \psi^{(2)}-\mathcal{R}_{D}\left[\psi^{(1)}\right]-\mathcal{K}_{D}^{0}\left[\psi^{(2)}\right] & =\varphi^{(2)} \tag{2.311}
\end{align*}
$$

Taking $\nabla_{\partial D}$ in 2.310, curl $\vec{y}_{\partial D}$ in 2.311, adding up and using the identities of Lemma 2.102 yields

$$
\left(\lambda I-\mathcal{M}_{D}^{0}\right)\left[\nabla_{\partial D} \psi^{(1)}+\operatorname{curl}_{\partial D} \psi^{(2)}\right]=\nabla_{\partial D} \varphi^{(1)}+\operatorname{curl}_{\partial D} \varphi^{(2)} .
$$

Therefore

$$
\psi=\nabla_{\partial D} \psi^{(1)}+\overrightarrow{\operatorname{cur}}_{\partial D} \psi^{(2)}
$$

is a solution of 2.307). Conversely, let $\psi$ be the solution to 2.307). There exist $\left(\psi^{(1)}, \psi^{(2)}\right) \in H_{0}^{\frac{3}{2}}(\partial D) \times H^{\frac{1}{2}}(\partial D)$ and $\left(\varphi^{(1)}, \varphi^{(2)}\right) \in H_{0}^{\frac{3}{2}}(\partial D) \times H^{\frac{1}{2}}(\partial D)$ such that

$$
\begin{aligned}
\psi & =\nabla_{\partial D} \psi^{(1)}+\overrightarrow{\operatorname{curl}}_{\partial D} \psi^{(2)} \\
\varphi & =\nabla_{\partial D} \varphi^{(1)}+\overrightarrow{\operatorname{curl}}_{\partial D} \varphi^{(2)}
\end{aligned}
$$

and we have

$$
\begin{equation*}
\left(\lambda I-\mathcal{M}_{D}^{0}\right)\left[\nabla_{\partial D} \psi^{(1)}+\operatorname{cur}_{\partial D} \psi^{(2)}\right]=\nabla_{\partial D} \varphi^{(1)}+\operatorname{cur}_{\partial D} \varphi^{(2)} \tag{2.312}
\end{equation*}
$$

Taking $\nabla_{\partial D}$. in the above equation and using the identities of Lemma 2.102 yields

$$
\Delta_{\partial D}\left(\lambda I+\Delta_{\partial D}^{-1}\left(\mathcal{K}_{D}^{0}\right)^{*} \Delta_{\partial D}\right)\left[\psi^{(1)}\right]=\Delta_{\partial D} \varphi^{(1)}
$$

Since $\left(\psi^{(1)}, \varphi^{(1)}\right) \in\left(H_{0}^{\frac{3}{2}}(\partial D)\right)^{2}$ we get

$$
\left(\lambda I+\Delta_{\partial D}^{-1}\left(\mathcal{K}_{D}^{0}\right)^{*} \Delta_{\partial D}\right)\left[\psi^{(1)}\right]=\varphi^{(1)} .
$$

Taking $\operatorname{curl}_{\partial D}$ in 2.312 and using the identities of Lemma 2.102 yields

$$
\Delta_{\partial D}\left(\lambda \psi^{(2)}-\mathcal{R}_{D}\left[\psi^{(1)}\right]-\mathcal{K}_{D}^{0}\left[\psi^{(2)}\right]\right)=\Delta_{\partial D} \varphi^{(2)}
$$

Therefore, there exists a constant $c$ such that

$$
\lambda \psi^{(2)}-\mathcal{R}_{D}\left[\psi^{(1)}\right]-\mathcal{K}_{D}^{0}\left[\psi^{(2)}\right]=\varphi^{(2)}+c \chi(\partial D)
$$

Since $\mathcal{K}_{D}^{0}[\chi(\partial D)]=\frac{1}{2} \chi(\partial D)$, we have

$$
\lambda\left(\psi^{(2)}-\frac{c}{\lambda-1 / 2}\right)-\mathcal{R}_{D}\left[\psi^{(1)}\right]-\mathcal{K}_{D}^{0}\left[\psi^{(2)}-\frac{c}{\lambda-1 / 2}\right]=\varphi^{(2)} .
$$

Hence, $\left(\psi^{(1)}, \psi^{(2)}-\frac{c}{\lambda-1 / 2}\right) \in H_{0}^{\frac{3}{2}}(\partial D) \times H^{\frac{1}{2}}(\partial D)$ is a solution to 2.308).
Let us now analyze the spectral properties of $\widetilde{\mathcal{M}}_{D}$ defined by 2.309 in

$$
\begin{equation*}
H(\partial D):=H_{0}^{\frac{3}{2}}(\partial D) \times H^{\frac{1}{2}}(\partial D) \tag{2.313}
\end{equation*}
$$

equipped with the inner product

$$
\langle u, v\rangle_{H(\partial D)}=\left\langle\Delta_{\partial D} u^{(1)}, \Delta_{\partial D} v^{(1)}\right\rangle_{\mathcal{H}^{*}}+\left\langle u^{(2)}, v^{(2)}\right\rangle_{\mathcal{H}}
$$

which is equivalent to the $H_{0}^{\frac{3}{2}}(\partial D) \times H^{\frac{1}{2}}(\partial D)$-norm. Note that by abuse of notation we call $u^{(1)}$ and $u^{(2)}$ the first and second components of any $u \in H(\partial D)$.

Define

$$
\begin{align*}
\sigma_{1} & =\sigma\left(-\left(\mathcal{K}_{D}^{0}\right)^{*}\right) \backslash\left(\sigma\left(\mathcal{K}_{D}^{0}\right) \cup\left\{-\frac{1}{2}\right\}\right) \\
\sigma_{2} & =\sigma\left(\mathcal{K}_{D}^{0}\right) \backslash \sigma\left(-\left(\mathcal{K}_{D}^{0}\right)^{*}\right)  \tag{2.314}\\
\sigma_{3} & =\sigma\left(-\left(\mathcal{K}_{D}^{0}\right)^{*}\right) \cap \sigma\left(\mathcal{K}_{D}^{0}\right)
\end{align*}
$$

Let $\lambda_{j, 1} \in \sigma_{1}, j=1,2 \ldots$ and let $\varphi_{j, 1}$ be an associated normalized eigenfunction of $\left(\mathcal{K}_{D}^{0}\right)^{*}$ as defined in Theorem 2.8. Note that $\varphi_{j, 1} \in H_{0}^{-\frac{1}{2}}(\partial D)$ for $j \geq 1$. Then,

$$
\psi_{j, 1}=\binom{\Delta_{\partial D}^{-1} \varphi_{j, 1}}{\left(\lambda_{j, 1} I-\mathcal{K}_{D}^{0}\right)^{-1} \mathcal{R}_{D}\left[\Delta_{\partial D}^{-1} \varphi_{j, 1}\right]}
$$

satisfies

$$
\widetilde{\mathcal{M}}_{D}\left[\psi_{j, 1}\right]=\lambda_{j, 1} \psi_{j, 1}
$$

where $\widetilde{\mathcal{M}}_{D}$ is defined by 2.309).
Let $\lambda_{j, 2} \in \sigma_{2}$ and let $\varphi_{j, 2}$ be an associated normalized eigenfunction of $\mathcal{K}_{D}^{0}$. Then,

$$
\psi_{j, 2}=\binom{0}{\varphi_{j, 2}}
$$

satisfies

$$
\widetilde{\mathcal{M}}_{D}\left[\psi_{j, 2}\right]=\lambda_{j, 2} \psi_{j, 2}
$$

Now, we assume for simplicity that the following condition holds.
CONDITION 2.105. The eigenvalues of $\left(\mathcal{K}_{D}^{0}\right)^{*}$ are simple.
Let $\lambda_{j, 3} \in \sigma_{3}$, let $\varphi_{j, 3}^{(1)}$ be the associated normalized eigenfunction of $\left(\mathcal{K}_{D}^{0}\right)^{*}$ and let $\varphi_{j, 3}^{(2)}$ be the associated normalized eigenfunction of $\mathcal{K}_{D}^{0}$. Then,

$$
\psi_{j, 3}=\binom{0}{\varphi_{j, 3}^{(2)}}
$$

satisfies

$$
\widetilde{\mathcal{M}}_{D}\left[\psi_{j, 3}\right]=\lambda_{j, 3} \psi_{j, 3}
$$

and $\lambda_{j, 3}$ has a first-order generalized eigenfunction given by

$$
\begin{equation*}
\psi_{j, 3, g}=\binom{c \Delta_{\partial D}^{-1} \varphi_{j, 3}^{(1)}}{\left(\lambda_{j, 3} I-\mathcal{K}_{D}^{0}\right)^{-1} \mathcal{P}_{\operatorname{span}\left\{\varphi_{j, 3}^{(2)}\right\}^{\perp}} \mathcal{R}_{D}\left[c \Delta_{\partial D}^{-1} \varphi_{j, 3}^{(1)}\right]} \tag{2.315}
\end{equation*}
$$

for a constant $c$ such that $\mathcal{P}_{\operatorname{span}\left\{\varphi_{j, 3}^{(2)}\right\}} \mathcal{R}_{D}\left[c \Delta_{\partial D}^{-1} \varphi_{j, 3}^{(1)}\right]=-\varphi_{j, 3}^{(2)}$. Here, $\operatorname{span}\left\{\varphi_{j, 3}^{(2)}\right\}$ is the vector space spanned by $\varphi_{j, 3}^{(2)}, \operatorname{span}\left\{\varphi_{j, 3}^{(2)}\right\}^{\perp}$ is the orthogonal space to $\operatorname{span}\left\{\varphi_{j, 3}^{(2)}\right\}$ in $\mathcal{H}(\partial D)$ (see Theorem 2.5), and $\mathcal{P}_{\text {span }\left\{\varphi_{j, 3}^{(2)}\right\}}$ (resp. $\mathcal{P}_{\text {span }\left\{\varphi_{j, 3}^{(2)}\right\}^{\perp}}$ is the orthogonal (in $\mathcal{H}(\partial D)$ ) projection on $\operatorname{span}\left\{\varphi_{j, 3}^{(2)}\right\}$ (resp. $\operatorname{span}\left\{\varphi_{j, 3}^{(2)}\right\}^{\perp}$ ).

We remark that the function $\psi_{j, 3, g}$ is determined by the following equation

$$
\widetilde{\mathcal{M}}_{D}\left[\psi_{j, 3, g}\right]=\lambda_{j, 3} \psi_{j, 3, g}+\psi_{j, 3}
$$

Consequently, the following result holds.

Proposition 2.106. The spectrum $\sigma\left(\widetilde{\mathcal{M}}_{D}\right)=\sigma_{1} \cup \sigma_{2} \cup \sigma_{3}=\sigma\left(-\left(\mathcal{K}_{D}^{0}\right)^{*}\right) \cup$ $\sigma\left(\left(\mathcal{K}_{D}^{0}\right)^{*}\right) \backslash\left\{-\frac{1}{2}\right\}$ in $H(\partial D)$. Moreover, under Condition 2.105, $\widetilde{\mathcal{M}}_{D}$ has eigenfunctions $\psi_{j, i}$ associated to the eigenvalues $\lambda_{j, i} \in \sigma_{i}$ for $j=1,2, \ldots$ and $i=1,2,3$, and generalized eigenfunctions of order one $\psi_{j, 3, g}$ associated to $\lambda_{j, 3} \in \sigma_{3}$, all of which form a non-orthogonal basis of $H(\partial D)$.

Proof. It is clear that $\lambda I-\widetilde{\mathcal{M}}_{D}$ is bijective if and only if $\lambda \notin \sigma\left(-\left(\mathcal{K}_{D}^{0}\right)^{*}\right) \cup$ $\sigma\left(\left(\mathcal{K}_{D}^{0}\right)^{*}\right) \backslash\left\{-\frac{1}{2}\right\}$. Then, it is only left to show that $\psi_{j, 1}, \psi_{j, 2}, \psi_{j, 3}, \psi_{j, 3, g}, j=1,2, \ldots$ form a non-orthogonal basis of $H(\partial D)$. Indeed, let

$$
\psi=\binom{\psi^{(1)}}{\psi^{(2)}} \in H(\partial D)
$$

Since $\psi_{j, 1}^{(1)} \cup \psi_{j, 3, g}^{(1)}, j=1,2, \ldots$ form an orthogonal basis of $\mathcal{H}_{0}^{*}(\partial D)$, which is equivalent to $H_{0}^{-\frac{1}{2}}(\partial D)$, there exist $\alpha_{\kappa}, \kappa \in I_{1}:=\{(j, 1) \cup(j, 3, g): j=1,2, \ldots\}$ such that

$$
\psi^{(1)}=\sum_{\kappa \in I_{1}} \alpha_{\kappa} \Delta_{\partial D}^{-1} \psi_{\kappa}^{(1)}
$$

and

$$
\sum_{\kappa \in I_{1}}\left|\alpha_{\kappa}\right|^{2} \leq \infty
$$

It is clear that $\left\|\psi_{\kappa}^{(2)}\right\|_{H^{\frac{1}{2}}(\partial D)}$ is uniformly bounded with respect to $\kappa \in I_{1}$. Then

$$
h:=\sum_{\kappa \in I_{1}} \alpha_{\kappa} \psi_{\kappa}^{(2)} \in H^{\frac{1}{2}}(\partial D)
$$

Since $\psi_{j, 2}^{(2)} \cup \psi_{j, 3}^{(2)}, j=1,2, \ldots$ form an orthogonal basis of $\mathcal{H}(\partial D)$, which is equivalent to $H^{\frac{1}{2}}(\partial D)$, there exist $\alpha_{\kappa}, \kappa \in I_{2}:=\{(j, 2) \cup(j, 3): j=1,2, \ldots\}$ such that

$$
\psi^{(2)}-h=\sum_{\kappa \in I_{2}} \alpha_{\kappa} \psi_{\kappa}^{(2)},
$$

and

$$
\sum_{\kappa \in I_{2}}\left|\alpha_{\kappa}\right|^{2} \leq \infty
$$

Hence, there exist $\alpha_{\kappa}, \kappa \in I_{1} \cup I_{2}$ such that

$$
\psi=\sum_{\kappa \in I_{1} \cup I_{2}} \alpha_{\kappa} \psi_{\kappa}
$$

and

$$
\sum_{\kappa \in I_{1} \cup I_{2}}\left|\alpha_{\kappa}\right|^{2} \leq \infty
$$

To have the compactness of $\widetilde{\mathcal{M}}_{D}$, we need the following condition.
Condition 2.107. $\sigma_{3}$ is finite.

Indeed, if $\sigma_{3}$ is not finite we have $\widetilde{\mathcal{M}}_{D}\left(\left\{\psi_{j, 3, g} ; \mathrm{J} \geq 1\right\}\right)=\left\{\lambda_{j, 3} \psi_{j, g, 3}+\psi_{j, 3} ; \quad j \geq\right.$ $1\}$ whose adherence is not compact. However, if $\sigma_{3}$ is finite, using Proposition 2.106 we can approximate $\widetilde{\mathcal{M}}_{D}$ by a sequence of finite-rank operators.

Definition 2.108. Let $\mathcal{B}$ be the basis of $H(\partial D)$ formed by the eigenfunctions and generalized eigenfunctions of $\widetilde{\mathcal{M}}_{D}$ as stated in Lemma 2.106. For $\psi \in H(\partial D)$, we denote by $\alpha\left(\psi, \psi_{\kappa}\right)$ the projection of $\psi$ into $\psi_{\kappa} \in \mathcal{B}$ such that

$$
\psi=\sum_{\kappa} \alpha\left(\psi, \psi_{\kappa}\right) \psi_{\kappa}
$$

The following lemma follows from the Fredholm alternative.
Lemma 2.109. Let

$$
\psi=\binom{\psi^{(1)}}{\psi^{(2)}} \in H(\partial D)
$$

Then,
$\alpha\left(\psi, \psi_{\kappa}\right)=\left\{\begin{array}{cc}\frac{\left\langle\psi, \widetilde{\psi}_{\kappa}\right\rangle_{H(\partial D)}}{\left\langle\psi_{\kappa}, \widetilde{\psi}_{\kappa}\right\rangle_{H(\partial D)}}, & \kappa=(j, i), i=1,2, \\ \frac{\left\langle\psi, \widetilde{\psi}_{\kappa^{\prime}}\right\rangle_{H(\partial D)}}{\left\langle\psi_{\kappa}, \widetilde{\psi}_{\kappa^{\prime}}\right\rangle_{H(\partial D)}}, & \kappa=(j, 3, g), \kappa^{\prime}=(j, 3), \\ \frac{\left\langle\psi, \widetilde{\psi}_{\kappa_{g}}\right\rangle_{H(\partial D)}-\alpha\left(\psi, \psi_{\kappa_{g}}\right)\left\langle\psi_{\kappa_{g}}, \widetilde{\psi}_{\kappa_{g}}\right\rangle_{H(\partial D)}}{\left\langle\psi_{\kappa}, \widetilde{\psi}_{\kappa_{g}}\right\rangle_{H(\partial D)}}, & \kappa=(j, 3), \kappa_{g}=(j, 3, g),\end{array}\right.$
where $\widetilde{\psi}_{\kappa} \in \operatorname{Ker}\left(\bar{\lambda}_{\kappa} I-\left(\mathcal{M}_{D}^{0}\right)^{*}\right)$ for $\kappa=(j, i), i=1,2,3 ; \widetilde{\psi}_{\kappa} \in \operatorname{Ker}\left(\bar{\lambda}_{\kappa}-\left(\mathcal{M}_{D}^{0}\right)^{*}\right)^{2}$ for $\kappa=(j, 3, g)$ and $\left(\mathcal{M}_{D}^{0}\right)^{*}$ is the $H(\partial D)$-adjoint of $\mathcal{M}_{D}^{0}$.

The following remarks are in order.
REMARK 2.110. Note that, since $\varphi_{j, 1}$ and $\varphi_{j, 3}^{(1)}$ form an orthogonal basis of $\mathcal{H}_{0}^{*}(\partial D)$, equivalent to $H_{0}^{-\frac{1}{2}}(\partial D)$, we also have

$$
\alpha\left(\psi, \psi_{\kappa}\right)=\left\{\begin{array}{cc}
\left\langle\Delta_{\partial D} \psi^{(1)}, \varphi_{j, 1}\right\rangle_{\mathcal{H}^{*}}, & \kappa=(j, 1) \\
\frac{1}{c}\left\langle\Delta_{\partial D} \psi^{(1)}, \varphi_{j, 3}^{(1)}\right\rangle_{\mathcal{H}^{*}}, & \kappa=(j, 3, g),
\end{array}\right.
$$

where $c$ is defined in 2.315.
Remark 2.111. For $i=1,2,3$, and $j=1,2, \ldots$,

$$
\begin{aligned}
\left(\lambda I-\widetilde{\mathcal{M}}_{D}\right)^{-1}\left[\psi_{j, i}\right] & =\frac{\psi_{j, i}}{\lambda-\lambda_{j, i}} \\
\left(\lambda I-\widetilde{\mathcal{M}}_{D}\right)^{-1}\left[\psi_{j, 3, g}\right] & =\frac{\psi_{j, 3, g}}{\lambda-\lambda_{j, 3}}+\frac{\psi_{j, 3}}{\left(\lambda-\lambda_{j, 3}\right)^{2}}
\end{aligned}
$$

2.14.2. Layer Potential Formulation for Electromagnetic Scattering. We consider the scattering problem of a time-harmonic electromagnetic wave incident on $D$. The homogeneous medium is characterized by electric permittivity $\varepsilon_{m}$ and magnetic permeability $\mu_{m}$, while $D$ is characterized by electric permittivity $\varepsilon_{c}$ and magnetic permeability $\mu_{c}$, both of which depend on the frequency. Define

$$
k_{m}=\omega \sqrt{\varepsilon_{m} \mu_{m}}, \quad k_{c}=\omega \sqrt{\varepsilon_{c} \mu_{c}}
$$

and

$$
\varepsilon_{D}=\varepsilon_{m} \chi\left(\mathbb{R}^{3} \backslash \bar{D}\right)+\varepsilon_{c} \chi(D), \quad \mu_{D}=\varepsilon_{m} \chi\left(\mathbb{R}^{3} \backslash \bar{D}\right)+\varepsilon_{c} \chi(D)
$$

For a given incident plane wave $\left(E^{i}, H^{i}\right)$, solution to the Maxwell equations in free space

$$
\left\{\begin{align*}
\nabla \times E^{i} & =\sqrt{-1} \omega \mu_{m} H^{i} \quad \text { in } \mathbb{R}^{3}  \tag{2.316}\\
\nabla \times H^{i} & =-\sqrt{-1} \omega \varepsilon_{m} E^{i} \quad \text { in } \mathbb{R}^{3}
\end{align*}\right.
$$

the scattering problem can be modeled by the following system of equations:

$$
\begin{cases}\nabla \times E & =\sqrt{-1} \omega \mu_{D} H \quad \text { in } \mathbb{R}^{3} \backslash \partial D  \tag{2.317}\\ \nabla \times H & =-\sqrt{-1} \omega \varepsilon_{D} E \quad \text { in } \mathbb{R}^{3} \backslash \partial D \\ \nu \times\left. E\right|_{+}-\nu \times\left. E\right|_{-} & =\nu \times\left. H\right|_{+}-\nu \times\left. H\right|_{-}=0 \quad \text { on } \partial D\end{cases}
$$

subject to the Silver-Müller radiation condition:

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty}|x|\left(\sqrt{\mu_{m}}\left(H-H^{i}\right)(x) \times \frac{x}{|x|}-\sqrt{\varepsilon_{m}}\left(E-E^{i}\right)(x)\right)=0 \tag{2.318}
\end{equation*}
$$

uniformly in $x /|x|$.
Using the boundary integral operators (2.306) and (2.306) and Lemma 2.98 , the solution to 2.317 can be represented as (2.319)

$$
E(x)= \begin{cases}E^{i}(x)+\mu_{m} \nabla \times \overrightarrow{\mathcal{S}}_{D}^{k_{m}}[\psi](x)+\nabla \times \nabla \times \overrightarrow{\mathcal{S}}_{D}^{k_{m}}[\phi](x), & x \in \mathbb{R}^{3} \backslash \bar{D} \\ \mu_{c} \nabla \times \overrightarrow{\mathcal{S}}_{D}^{k_{c}}[\psi](x)+\nabla \times \nabla \times \overrightarrow{\mathcal{S}}_{D}^{k_{c}}[\phi](x), & x \in D\end{cases}
$$

and

$$
\begin{equation*}
H(x)=-\frac{\sqrt{-1}}{\omega \mu_{D}}(\nabla \times E)(x) \quad x \in \mathbb{R}^{3} \backslash \partial D \tag{2.320}
\end{equation*}
$$

where the pair $(\phi, \psi) \in\left(H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)\right)^{2}$ satisfies (2.321)

$$
\begin{gathered}
\left(\begin{array}{cc}
\frac{\mu_{c}+\mu_{m}}{2} I+\mu_{c} \mathcal{M}_{D}^{k_{c}}-\mu_{m} \mathcal{M}_{D}^{k_{m}} & \mathcal{L}_{D}^{k_{c}}-\mathcal{L}_{D}^{k_{m}} \\
\mathcal{L}_{D}^{k_{c}}-\mathcal{L}_{D}^{k_{m}} & \left(\frac{k_{c}^{2}}{2 \mu_{c}}+\frac{k_{m}^{2}}{2 \mu_{m}}\right) I+\frac{k_{c}^{2}}{\mu_{c}} \mathcal{M}_{D}^{k_{c}}-\frac{k_{m}^{2}}{\mu_{m}} \mathcal{M}_{D}^{k_{m}}
\end{array}\right)\left[\begin{array}{l}
\psi \\
\phi
\end{array}\right] \\
\quad=\left.\left[\begin{array}{c}
\nu \times E^{i} \\
\sqrt{-1} \omega \nu \times H^{i}
\end{array}\right]\right|_{\partial D}
\end{gathered}
$$

From 443, it follows that the system of equations 2.321 on $H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D) \times$ $H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)$ has a unique solution and there exists there a positive constant $C=C\left(\varepsilon_{c}, \mu_{c}, \omega\right)$ such that

$$
\begin{equation*}
\|\psi\|_{H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)}+\|\phi\|_{H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)} \leq C\left(\left\|E^{i} \times \nu\right\|_{H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)}+\left\|H^{i} \times \nu\right\|_{H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)}\right) \tag{2.322}
\end{equation*}
$$

### 2.14.3. Low-Frequency Asymptotic Expansions of Layer Potentials.

 Low-frequency behaviors of $\mathcal{M}_{D}^{k}$ and $\mathcal{L}_{D}^{k}$ are investigated in the following lemmas.Lemma 2.112. For $\varphi \in H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)$, the following asymptotic expansion as $k \rightarrow 0$ holds

$$
\begin{equation*}
\mathcal{M}_{D}^{k}[\varphi](x)=\mathcal{M}_{D}^{0}[\varphi](x)-\sum_{j=2}^{\infty}(\sqrt{-1} k)^{j} \mathcal{M}_{D}^{j}[\varphi](x) \tag{2.323}
\end{equation*}
$$

where

$$
\mathcal{M}_{D}^{j}[\varphi](x)=\int_{\partial D} \frac{1}{4 \pi j!} \nu(x) \times \nabla_{x} \times|x-y|^{j-1} \varphi(y) d \sigma(y)
$$

Moreover, $\left\|\mathcal{M}_{D}^{j}\right\|_{\mathcal{L}\left(H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)\right)}$ is uniformly bounded with respect to $j$. In particular, the convergence holds in $\mathcal{L}\left(H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)\right)$ and $\mathcal{M}_{D}^{k}$ is analytic in $k$.

Proof. A Taylor expansion of $\Gamma_{k}(x-y)$ yields

$$
\Gamma_{k}(x-y)=-\sum_{j=0}^{\infty} \frac{(\sqrt{-1} k|x-y|)^{j}}{j!4 \pi|x-y|}=-\frac{1}{4 \pi|x-y|}+\sum_{j=1}^{\infty} \frac{(\sqrt{-1} k)^{j}}{4 \pi j!}|x-y|^{j-1}
$$

Hence, 2.323 holds. Note that from the regularity of $|x-y|^{j-1}, j \geq 2,\left\|\mathcal{M}_{D}^{j}[\varphi]\right\|_{H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)}$ is uniformly bounded with respect to $j$, and therefore, $\left\|\mathcal{M}_{D}^{j}\right\|_{\mathcal{L}\left(H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)\right)}$ is uniformly bounded with respect to $j$ as well.

Lemma 2.113. For $\varphi \in H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)$, the following asymptotic expansion as $\omega \rightarrow 0$ holds

$$
\left(\mathcal{L}_{D}^{k_{c}}-\mathcal{L}_{D}^{k_{m}}\right)[\varphi](x)=\sum_{j=1}^{\infty} \omega^{j+1} \mathcal{L}_{D}^{j}[\varphi](x)
$$

where
$\mathcal{L}_{D}^{j}[\varphi](x)=C_{j} \nu(x) \times\left(\int_{\partial D}|x-y|^{j-2} \varphi(y) d \sigma(y)-\int_{\partial D} \frac{|x-y|^{j-2}(x-y)}{j+1} \nabla_{\partial D} \cdot \varphi(y) d \sigma(y)\right)$,
and

$$
C_{j}=\frac{(\sqrt{-1})^{j}\left(\left(\sqrt{\varepsilon_{c} \mu_{c}}\right)^{j+1}-\left(\sqrt{\varepsilon_{m} \mu_{m}}\right)^{j+1}\right)}{4 \pi(j-1)!}
$$

Moreover, $\left\|\mathcal{L}_{D}^{j}\right\|_{\mathcal{L}\left(H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)\right)}$ is uniformly bounded with respect to $j$. In particular, the convergence holds in $\mathcal{L}\left(H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)\right)$ and $\mathcal{L}_{D}^{k}$ is analytic in $k$.

Proof. The proof is similar to that of Lemma 2.112.
2.14.4. Coordinate Transformation and Invariance in Electromagnetism. It is a remarkable fact that Maxwell's equations under any coordinate transformation can be written in an identical Cartesian form, if simple transformations are applied to the electromagnetic parameters and the electromagnetic fields. As will be shown later, this result is useful for the design of invisibility cloaks.

Suppose that we make a coordinate transformation $x \mapsto F(x)$, possibly singular. Let $D F$ denote the Jacobian matrix. Consider the following Maxwell equations:

$$
\begin{aligned}
\nabla \times E & =\sqrt{-1} \omega \mu(x) H \quad \text { in } \mathbb{R}^{3} \\
\nabla \times H & =-\sqrt{-1} \omega \varepsilon(x) E \quad \text { in } \mathbb{R}^{3}
\end{aligned}
$$

subject to the Silver-Müller radiation condition 2.318, where $\varepsilon(x)=\varepsilon_{m}$ and $\mu(x)=\mu_{m}$ for $|x|$ large enough and $\left(E^{i}, H^{i}\right)$ is an incident plane wave.

Lemma 2.114. Let $F$ be a diffeomorphism of $\mathbb{R}^{3}$ onto $\mathbb{R}^{3}$ such that $F(x)$ is the identity for $|x|$ large enough. Define $\widetilde{E}$ and $\widetilde{H}$ by $\widetilde{E}(y)=E\left(F^{-1}(y)\right)$ and $\widetilde{H}(y)=H\left(F^{-1}(y)\right)$. Then, $(\widetilde{E}, \widetilde{H})$ satisfies

$$
\begin{aligned}
\nabla_{y} \times \widetilde{E}(y) & =\sqrt{-1} \omega F_{\star}[\mu](y) \widetilde{H}(y), \\
\nabla_{y} \times \widetilde{H}(y) & =-\sqrt{3} \\
-1 & \\
F_{\star}[\varepsilon](y) \widetilde{E}(y) & \text { in } \mathbb{R}^{3}
\end{aligned}
$$

together with the Silver-Müller radiation condition 2.318, where for a function $q(x)$,

$$
F_{\star}[q](y)=\frac{D F(x) q(x) D F^{t}(x)}{\operatorname{det} D F(x)}
$$

with $x=F^{-1}(y)$ and $T$ being the transpose.
A similar result holds for the Helmholtz equation.
Lemma 2.115. Let $F$ be a diffeomorphism of $\mathbb{R}^{2}$ onto $\mathbb{R}^{2}$ such that $F(x)$ is identity for $|x|$ large enough. Suppose that $v$ is a solution to

$$
\nabla \cdot \frac{1}{\mu} \nabla v+\omega^{2} \varepsilon v=0 \quad \text { in } \mathbb{R}^{2}
$$

and $v-v^{i}$ satisfies the Sommerfeld radiation condition, where $v^{i}$ is an incident plane wave. Then $\widetilde{v}$ defined by $\widetilde{v}(y)=v\left(F^{-1}(y)\right)$ satisfies

$$
\begin{equation*}
\nabla_{y} \cdot F_{\star}\left[\frac{1}{\mu}\right](y) \nabla_{y} \widetilde{v}(y)+\omega^{2} \frac{\varepsilon(x)}{\operatorname{detDF}(x)} \widetilde{v}(y)=0 \quad \text { in } \mathbb{R}^{2} \tag{2.324}
\end{equation*}
$$

and $\widetilde{v}(y)-v^{i}\left(F^{-1}(y)\right)$ satisfies the Sommerfeld radiation condition.
2.14.5. Multipole Solutions to the Maxwell Equations. For a wave number $k>0, l^{\prime}=-l, \ldots, l$ and $l=1,2, \ldots$, the function

$$
\begin{equation*}
v_{l l^{\prime}}(k ; x)=h_{l}^{(1)}(k|x|) Y_{l}^{l^{\prime}}(\hat{x}) \tag{2.325}
\end{equation*}
$$

satisfies the Helmholtz equation $\Delta v+k^{2} v=0$ in $\mathbb{R}^{3} \backslash\{0\}$ and the Sommerfeld radiation condition:

$$
\lim _{|x| \rightarrow \infty}|x|\left(\frac{\partial v_{l l^{\prime}}}{\partial|x|}(k ; x)-\sqrt{-1} k v_{l l^{\prime}}(k ; x)\right)=0
$$

Here, $Y_{l}^{l^{\prime}}$ is the spherical harmonics defined on the unit sphere $S, \hat{x}=x /|x|$, and $h_{l}^{(1)}$ is the spherical Hankel function of the first kind and order $l$ which satisfies the Sommerfeld radiation condition in three dimensions. Similarly, we define $\tilde{v}_{l l^{\prime}}(x)$ by

$$
\begin{equation*}
\tilde{v}_{l l^{\prime}}(k ; x)=j_{l}(k|x|) Y_{l}^{l^{\prime}}(\hat{x}), \tag{2.326}
\end{equation*}
$$

where $j_{l}$ is the spherical Bessel function of the first kind. The function $\tilde{v}_{l l^{\prime}}$ satisfies the Helmholtz equation in all $\mathbb{R}^{3}$.

In the same manner, one can construct solutions to the Maxwell system with the vector version of spherical harmonics. Define the vector spherical harmonics as

$$
\begin{equation*}
U_{l l^{\prime}}=\frac{1}{\sqrt{l(l+1)}} \nabla_{S} Y_{l}^{l^{\prime}}(\hat{x}) \quad \text { and } \quad V_{l l^{\prime}}=\hat{x} \times U_{l l^{\prime}} \tag{2.327}
\end{equation*}
$$

for $l^{\prime}=-l, \ldots, l$ and $l=1,2, \ldots$ Here, $\hat{x} \in S$ and $\nabla_{S}$ denotes the surface gradient on the unit sphere $S$. The vector spherical harmonics defined in 2.327) form a complete orthogonal basis for $L_{T}^{2}(S)$, where $L_{T}^{2}(S)=\left\{\mathbf{u} \in\left(L^{2}(S)\right)^{3} \mid \nu \cdot u=0\right\}$ and $\nu$ is the outward unit normal to $S$.

Through multiplication of the vector spherical harmonics with the Hankel function, one can construct the so-called multipole solutions to the Maxwell system. To keep the analysis simple, one separates the solutions into transverse electric, $(E \cdot x)=0$, and transverse magnetic, $(H \cdot x)=0$. Define the exterior transverse electric multipoles to the Maxwell equations in free space as

$$
\left\{\begin{array}{l}
E_{l l^{\prime}}^{T E}(k ; x)=-\sqrt{l(l+1)} h_{l}^{(1)}(k|x|) V_{l l^{\prime}}(\hat{x}),  \tag{2.328}\\
H_{l l^{\prime}}^{T E}(k ; x)=-\frac{\sqrt{-1}}{\omega \mu} \nabla \times\left(-\sqrt{l(l+1)} h_{l}^{(1)}(k|x|) V_{l l^{\prime}}(\hat{x})\right),
\end{array}\right.
$$

and the exterior transverse magnetic multipoles as

$$
\left\{\begin{array}{l}
E_{l l^{\prime}}^{T M}(k ; x)=\frac{\sqrt{-1}}{\omega \varepsilon} \nabla \times\left(-\sqrt{l(l+1)} h_{l}^{(1)}(k|x|) V_{l l^{\prime}}(\hat{x})\right)  \tag{2.329}\\
H_{l l^{\prime}}^{T M}(k ; x)=-\sqrt{l(l+1)} h_{l}^{(1)}(k|x|) V_{l l^{\prime}}(\hat{x})
\end{array}\right.
$$

The exterior electric and magnetic multipole satisfy the radiation condition. In the same manner, one defines the interior multipoles $\left(\widetilde{E}_{l \prime^{\prime}}^{T E}, \widetilde{H}_{l l^{\prime}}^{T E}\right)$ and $\left(\widetilde{E}_{l l^{\prime}}^{T M}, \widetilde{H}_{l l^{\prime}}^{T M}\right)$ with $h_{l}^{(1)}$ replaced by $j_{l}$, i.e.,

$$
\left\{\begin{array}{l}
\widetilde{E}_{l l^{\prime}}^{T E}(k ; x)=-\sqrt{l(l+1)} j_{l}^{(1)}(k|x|) V_{l l^{\prime}}(\hat{x})  \tag{2.330}\\
\widetilde{H}_{l l^{\prime}}^{T E}(k ; x)=-\frac{\sqrt{-1}}{\omega \mu} \nabla \times \widetilde{E}_{l l^{\prime}}^{T E}(k ; x)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\widetilde{H}_{l l^{\prime}}^{T M}(k ; x)=-\sqrt{l(l+1)} j_{l}^{(1)}(k|x|) V_{l l^{\prime}}(\hat{x})  \tag{2.331}\\
\widetilde{E}_{l l^{\prime}}^{T M}(k ; x)=\frac{\sqrt{-1}}{\omega \varepsilon} \nabla \times \widetilde{H}_{l l^{\prime}}^{T M}(k ; x)
\end{array}\right.
$$

Note that one has

$$
\begin{align*}
& \nabla \times E_{l l^{\prime}}^{T E}(k ; x)=\frac{\sqrt{l(l+1)}}{|x|} \mathcal{H}_{l}(k|x|) U_{l l^{\prime}}(\hat{x})+\frac{l(l+1)}{|x|} h_{l}^{(1)}(k|x|) Y_{l}^{l^{\prime}}(\hat{x}) \hat{x}  \tag{2.332}\\
& \nabla \times \widetilde{E}_{l l^{\prime}}^{T E}(k ; x)=\frac{\sqrt{l(l+1)}}{|x|} \mathcal{J}_{l}(k|x|) U_{l l^{\prime}}(\hat{x})+\frac{l(l+1)}{|x|} j_{l}^{(1)}(k|x|) Y_{l}^{l^{\prime}}(\hat{x}) \hat{x} \tag{2.333}
\end{align*}
$$

where $\mathcal{H}_{l}(t)=h_{l}^{(1)}(t)+t\left(h_{l}^{(1)}\right)^{\prime}(t)$ and $\mathcal{J}_{l}(t)=j_{l}(t)+t j_{l}^{\prime}(t)$.
The solutions to the Maxwell system can be represented as separated variable sums of the multipole solutions; see [365, Section 5.3]. With multipole solutions and the Helmholtz solutions in 2.325 and 2.326 , it is also possible to expand the fundamental solution $\Gamma_{k}$ to the Helmholtz operator.

Let $p$ be a fixed vector in $\mathbb{R}^{3}$. For $|x|>|y|$, the following addition formula holds (see [358, Section 9.3.3]):

$$
\begin{align*}
\Gamma_{k}(x-y) p= & -\sum_{l=1}^{\infty} \frac{\sqrt{-1} k}{l(l+1)} \frac{\varepsilon}{\mu} \sum_{l^{\prime}=-l}^{l} E_{l l^{\prime}}^{T M}(k ; x) \overline{\widetilde{E}_{l l^{\prime}}^{T M}(k ; y)} \cdot p \\
& -\sum_{l=1}^{\infty} \frac{\sqrt{-1} k}{l(l+1)} \sum_{l^{\prime}=-l}^{l} E_{l l^{\prime}}^{T E}(k ; x) \overline{\widetilde{E}_{l l^{\prime}}^{T E}(k ; y)} \cdot p \\
& -\frac{\sqrt{-1}}{k} \sum_{l=1}^{\infty} \sum_{l^{\prime}=-l}^{l} \nabla v_{l l^{\prime}}(k ; x) \overline{\nabla \tilde{v}_{l l^{\prime}}(k ; y)} \cdot p \tag{2.334}
\end{align*}
$$

with $v_{l l^{\prime}}$ and $\tilde{v}_{l l^{\prime}}$ being defined by 2.325 and 2.326 ).
Plane wave solutions to the Maxwell equations have an expansion using the multipole solutions as well (see [296]). The incoming wave

$$
E^{i}(x)=\sqrt{-1} k(q \times p) \times q e^{\sqrt{-1} k q \cdot x}
$$

where $q \in S$ is the direction of propagation and the vector $p \in \mathbb{R}^{3}$ is the direction of polarization, is expressed as
$E^{i}(x)=\sqrt{-1} k \sum_{l=1}^{\infty} \frac{4 \pi(\sqrt{-1})^{l}}{\sqrt{l(l+1)}} \sum_{l^{\prime}=-l}^{l}\left[-\sqrt{-1}\left(V_{l l^{\prime}}(q) \cdot c\right) \widetilde{E}_{l l^{\prime}}^{T E}(x)-\sqrt{\frac{\varepsilon}{\mu}}\left(U_{l l^{\prime}}(q) \cdot c\right) \widetilde{E}_{l l^{\prime}}^{T M}(x)\right]$,
where $c=(q \times p) \times q$.
2.14.6. Scattering Coefficients and their Properties. This subsection introduces the notion of scattering coefficients associated to the Maxwell equations and provides some of their properties. It extends the notions and results established in the previous section for the Helmholtz equation.
2.14.6.1. Notion of Scattering Coefficients. From 2.334) (with $k_{m}$ in the place of $k$ ) and 2.125 it follows that, for sufficiently large $|x|$,

$$
\begin{equation*}
\left(E-E^{i}\right)(x)=\sum_{l=1}^{\infty} \frac{\sqrt{-1} k_{m}}{l(l+1)} \sum_{l^{\prime}=-l}^{l}\left(\alpha_{l l^{\prime}} E_{l l^{\prime}}^{T E}\left(k_{m} ; x\right)+\beta_{l l^{\prime}} E_{l l^{\prime}}^{T M}\left(k_{m} ; x\right)\right) \tag{2.336}
\end{equation*}
$$

where

$$
\begin{aligned}
& \alpha_{l l^{\prime}}=-\sqrt{-1} \omega \varepsilon_{m} \mu_{m} \int_{\partial D} \overline{\widetilde{E}_{l l^{\prime}}^{T M}}\left(k_{m} ; y\right) \cdot \varphi(y)-k_{m}^{2} \int_{\partial D}{\widetilde{\widetilde{E}_{l l^{\prime}}^{T E}}\left(k_{m} ; y\right) \cdot \psi(y)}^{\beta_{l l^{\prime}}}=\sqrt{-1} \omega \varepsilon_{m} \mu_{m} \int_{\partial D} \overline{\widetilde{E}_{l l^{\prime}}^{T E}}\left(k_{m} ; y\right) \cdot \varphi(y)-\omega^{2} \varepsilon_{m}^{2} \int_{\partial D} \overline{\widetilde{E}_{l l^{\prime}}^{T M}}\left(k_{m} ; y\right) \cdot \psi(y)
\end{aligned}
$$

Let $\left(\varphi_{p p^{\prime}}^{T E}, \psi_{p p^{\prime}}^{T E}\right)$ be the solution to 2.321 when

$$
E^{i}=\widetilde{E}_{p p^{\prime}}^{T E}\left(k_{m} ; y\right) \quad \text { and } H^{i}=\widetilde{H}_{p p^{\prime}}^{T E}\left(k_{m} ; y\right)
$$

and $\left(\varphi_{p p^{\prime}}^{T M}, \psi_{p p^{\prime}}^{T M}\right)$ when

$$
E^{i}=\widetilde{E}_{p p^{\prime}}^{T M}\left(k_{m} ; y\right) \quad \text { and } H^{i}=\widetilde{H}_{p p^{\prime}}^{T M}\left(k_{m} ; y\right)
$$

Definition 2.116 (Scattering Coefficients). The scattering coefficients

$$
\left(W_{l l^{\prime}, p p^{\prime}}^{T E, T E}, W_{l l^{\prime}, p p^{\prime}}^{T E, T M}, W_{l l^{\prime}, p p^{\prime}}^{T M, T E}, W_{l l^{\prime}, p p^{\prime}}^{T M, T M}\right)
$$

associated with the permittivity and the permeability distributions $\varepsilon, \mu$ and the frequency $\omega$ (or $k_{c}, k_{m}, D$ ) are defined to be

$$
\begin{aligned}
& W_{l l^{\prime}, p p^{\prime}}^{T E, T E}=\quad-\sqrt{-1} \omega \varepsilon_{m} \mu_{m} \int_{\partial D} \widetilde{E}_{l l^{\prime}}^{T M}\left(k_{m} ; y\right) \cdot \varphi_{p p^{\prime}}^{T E}(y) d \sigma(y) \\
& -k_{m}^{2} \int_{\partial D} \widetilde{E}_{l l^{\prime}}^{T E}\left(k_{m} ; y\right) \cdot \psi_{p p^{\prime}}^{T E}(y) d \sigma(y), \\
& W_{l l^{\prime}, p p^{\prime}}^{T E, T M}=\quad-\sqrt{-1} \omega \varepsilon_{m} \mu_{m} \int_{\partial D} \overline{\widetilde{E}_{l l^{\prime}}^{T M}}\left(k_{m} ; y\right) \cdot \varphi_{p p^{\prime}}^{T M}(y) d \sigma(y) \\
& -k_{m}^{2} \int_{\partial D} \overline{\widetilde{E}_{l l^{\prime}}^{T E}}\left(k_{m} ; y\right) \cdot \psi_{p p^{\prime}}^{T M}(y) d \sigma(y), \\
& W_{l l^{\prime}, p p^{\prime}}^{T M, T E}=\quad \sqrt{-1} \omega \varepsilon_{m} \mu_{m} \int_{\partial D} \overline{\widetilde{E}_{l l^{\prime}}^{T E}}\left(k_{m} ; y\right) \cdot \varphi_{p p^{\prime}}^{T E}(y) d \sigma(y) \\
& -\omega^{2} \varepsilon_{m}^{2} \int_{\partial D} \widetilde{E}_{l l^{\prime}}^{T M}\left(k_{m} ; y\right) \cdot \psi_{p p^{\prime}}^{T E}(y) d \sigma(y), \\
& W_{l l^{\prime}, p p^{\prime}}^{T M, T M}=\quad \sqrt{-1} \omega \varepsilon_{m} \mu_{m} \int_{\partial D} \overline{\widetilde{E}_{l l^{\prime}}^{T E}}\left(k_{m} ; y\right) \cdot \varphi_{p p^{\prime}}^{T M}(y) d \sigma(y) \\
& -\omega^{2} \varepsilon_{m}^{2} \int_{\partial D} \overline{\widetilde{E}_{l l^{\prime}}^{T M}}\left(k_{m} ; y\right) \cdot \boldsymbol{\psi}_{p p^{\prime}}^{T M}(y) d \sigma(y) .
\end{aligned}
$$

As will be seen, the scattering coefficients appear naturally in the expansion of the scattering amplitude. One first obtains the following estimates for the decay of the scattering coefficients.

Lemma 2.117. There exists a constant $C$ depending on $(\varepsilon, \mu, \omega)$ such that

$$
\begin{equation*}
\left|W_{l l^{\prime}, p p^{\prime}}^{T E, T E}[\varepsilon, \mu, \omega]\right| \leq \frac{C^{l+p}}{l^{l} p^{p}} \tag{2.337}
\end{equation*}
$$

for all $l, l^{\prime}, p, p^{\prime} \in \mathbb{N} \backslash\{0\}$. The same estimates hold for $W_{l l^{\prime}, p p^{\prime}}^{T E, T M}$, $W_{l l^{\prime}, p p^{\prime}}^{T M, T E}$, and $W_{l l^{\prime}, p p^{\prime}}^{T M, T M}$.

Proof. Let $(\varphi, \psi)$ be the solution to 2.321 with $E^{i}(y)=\widetilde{E}_{p p^{\prime}}^{T E}\left(k_{m} ; y\right)$ and $H^{i}=-\frac{\sqrt{-1}}{\omega \mu_{m}} \nabla \times E^{i}$. Recall that the spherical Bessel function $j_{p}$ behaves as

$$
j_{p}(t)=\frac{t^{p}}{1 \times 3 \times \cdots \times(2 p+1)}\left(1+O\left(\frac{1}{p}\right)\right) \quad \text { as } p \rightarrow \infty
$$

uniformly on compact subsets of $\mathbb{R}$. Using Stirling's formula

$$
p!=\sqrt{2 \pi p}(p / e)^{p}(1+o(1))
$$

one has

$$
\begin{equation*}
j_{p}(t)=O\left(\frac{C^{p} t^{p}}{p^{p}}\right) \quad \text { as } p \rightarrow \infty \tag{2.338}
\end{equation*}
$$

uniformly on compact subsets of $\mathbb{R}$ with a constant $C$ independent of $p$. Thus one has

$$
\left\|E^{i}\right\|_{H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)}+\left\|H^{i}\right\|_{H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)} \leq \frac{C^{\prime p}}{p^{p}}
$$

for some constant $C^{\prime}$. It then follows from 2.322 that

$$
\|\varphi\|_{L^{2}(\partial D)}+\|\psi\|_{L^{2}(\partial D)} \leq \frac{C^{p}}{p^{p}}
$$

for another constant $C$. So one gets 2.337 from the definition of the scattering coefficients.

Suppose now that the incoming wave is of the form

$$
\begin{equation*}
E^{i}(x)=\sum_{p=1}^{\infty} \sum_{p^{\prime}=-p}^{p}\left(a_{p p^{\prime}} \widetilde{E}_{p p^{\prime}}^{T E}\left(k_{m} ; x\right)+b_{p p^{\prime}} \widetilde{E}_{p p^{\prime}}^{T M}\left(k_{m} ; x\right)\right) \tag{2.339}
\end{equation*}
$$

for some constants $a_{p p^{\prime}}$ and $b_{p p^{\prime}}$. Then the solution $(\varphi, \psi)$ to 2.321 is given by

$$
\begin{aligned}
\varphi & =\sum_{p=1}^{\infty} \sum_{p^{\prime}=-p}^{p}\left(a_{p p^{\prime}} \varphi_{p p^{\prime}}^{T E}+b_{p p^{\prime}} \varphi_{p p^{\prime}}^{T M}\right) \\
\psi & =\sum_{p=1}^{\infty} \sum_{p^{\prime}=-p}^{p}\left(a_{p p^{\prime}} \psi_{p p^{\prime}}^{T E}+b_{p p^{\prime}} \psi_{p p^{\prime}}^{T M}\right)
\end{aligned}
$$

By 2.336 and Definition 2.116, the solution $E$ to 2.317) can be represented as (2.340)
$\left(E-E^{i}\right)(x)=\sum_{l=1}^{\infty} \frac{\sqrt{-1} k_{m}}{l(l+1)} \sum_{l^{\prime}=-l}^{l}\left(\alpha_{l l^{\prime}} E_{l l^{\prime}}^{T E}\left(k_{m} ; x\right)+\beta_{l l^{\prime}} E_{l l^{\prime}}^{T M}\left(k_{m} ; x\right)\right), \quad|x| \rightarrow \infty$,
where

$$
\left\{\begin{array}{l}
\alpha_{l l^{\prime}}=\sum_{p=1}^{\infty} \sum_{p^{\prime}=-p}^{p}\left(a_{p p^{\prime}} W_{l l^{\prime}, p p^{\prime}}^{T E, T E}+b_{p p^{\prime}} W_{l l^{\prime}, p \boldsymbol{p}^{\prime}}^{T E, T M}\right),  \tag{2.341}\\
\beta_{l l^{\prime}}=\sum_{p=1}^{\infty} \sum_{p^{\prime}=-p}^{p}\left(a_{p p^{\prime}} W_{l l^{\prime}, p p^{\prime}}^{T M, T E}+b_{p p^{\prime}} W_{l l^{\prime}, p p^{\prime}}^{T M, T M}\right) .
\end{array}\right.
$$

Using 2.340), 2.341, and the behavior of the spherical Bessel functions, the far-field pattern of the scattered wave $\left(E-E^{i}\right)$ can be estimated. We define the scattering amplitude $A_{\infty}[\varepsilon, \mu, \omega]$ by

$$
\begin{equation*}
E(x)-E^{i}(x)=\frac{e^{\sqrt{-1} k_{m}|x|}}{k_{m}|x|} A_{\infty}[\varepsilon, \mu, \omega](\hat{x})+o\left(|x|^{-1}\right) \quad \text { as }|x| \rightarrow \infty \tag{2.342}
\end{equation*}
$$

Since the spherical Bessel function $h_{l}^{(1)}$ behaves like

$$
\begin{cases}h_{l}^{(1)}(t) \sim \frac{1}{t} e^{\sqrt{-1} t} e^{-\sqrt{-1} \frac{l+1}{2} \pi} & \text { as } t \rightarrow \infty \\ \left(h_{l}^{(1)}\right)^{\prime}(t) \sim \frac{1}{t} e^{\sqrt{-1} t} e^{-\sqrt{-1} \frac{l}{2} \pi} & \text { as } t \rightarrow \infty\end{cases}
$$

one can easily see by using 2.332 that

$$
\begin{cases}E_{l l^{\prime}}^{T E}\left(k_{m} ; x\right) \sim \frac{e^{\sqrt{-1} k_{m}|x|}}{k_{m}|x|} e^{-\sqrt{-1} \frac{l+1}{2} \pi}(-\sqrt{l(l+1)}) V_{l l^{\prime}}(\hat{x}) & \text { as }|x| \rightarrow \infty \\ E_{l l^{\prime}}^{T M}\left(k_{m} ; x\right) \sim \frac{e^{\sqrt{-1} k_{m}|x|}}{k_{m}|x|} \sqrt{\frac{\mu_{m}}{\varepsilon_{m}}} e^{-\sqrt{-1} \frac{l+1}{2} \pi}(-\sqrt{l(l+1)}) U_{l l^{\prime}}(\hat{x}) & \text { as }|x| \rightarrow \infty\end{cases}
$$

Therefore, the following result holds.

Proposition 2.118. If $E^{i}$ is given by 2.339, then the corresponding scattering amplitude can be expanded as

$$
\begin{equation*}
A_{\infty}[\varepsilon, \mu, \omega](\hat{x})=\sum_{l=1}^{\infty} \frac{-(\sqrt{-1})^{-l} k_{m}}{\sqrt{l(l+1)}} \sum_{l^{\prime}=-l}^{l}\left(\alpha_{l l^{\prime}} V_{l l^{\prime}}(\hat{x})+\beta_{l l^{\prime}} \sqrt{\frac{\mu_{m}}{\varepsilon_{m}}} U_{l l^{\prime}}(\hat{x})\right), \tag{2.343}
\end{equation*}
$$

where $\alpha_{l l^{\prime}}$ and $\beta_{l l^{\prime}}$ are defined by 2.341.
Consider the case where the incident wave $E^{i}$ is given by a plane wave $e^{\sqrt{-1} k_{m} d \cdot x} c$ with $d \in S$ and $d \cdot c=0$. It follows from 2.335 that
$e^{\sqrt{-1} k \cdot x} c=\sum_{p=1}^{\infty} \frac{4 \pi(\sqrt{-1})^{p}}{\sqrt{p(p+1)}} \sum_{p^{\prime}=-p}^{p}\left[-\sqrt{-1}\left(V_{p p^{\prime}}(d) \cdot c\right) \widetilde{E}_{p p^{\prime}}^{T E}\left(k_{m} ; x\right)-\sqrt{\frac{\varepsilon_{m}}{\mu_{m}}}\left(U_{p p^{\prime}}(d) \cdot c\right) \widetilde{E}_{p p^{\prime}}^{T M}\left(k_{m} ; x\right)\right]$,
and therefore,

$$
a_{p p^{\prime}}=-\frac{4 \pi(\sqrt{-1})^{p+1}}{\sqrt{p(p+1)}}\left(V_{p p^{\prime}}(d) \cdot c\right) \quad \text { and } \quad b_{p p^{\prime}}=-\frac{4 \pi(\sqrt{-1})^{p}}{\sqrt{p(p+1)}} \sqrt{\frac{\varepsilon_{m}}{\mu_{m}}}\left(U_{p p^{\prime}}(d) \cdot c\right)
$$

Hence, the scattering amplitude, denoted by $A_{\infty}[\varepsilon, \mu, \omega](c, d ; \hat{x})$, is given by 2.343) with

$$
\left\{\begin{array}{l}
\alpha_{l l^{\prime}}=\sum_{p=1}^{\infty} \sum_{p^{\prime}=-p}^{p} \frac{4 \pi(\sqrt{-1})^{p}}{\sqrt{p(p+1)}}\left[-\sqrt{-1}\left(V_{p p^{\prime}}(d) \cdot c\right) W_{l l^{\prime}, p p^{\prime}}^{T E, T E}-\sqrt{\frac{\varepsilon_{m}}{\mu_{m}}}\left(U_{p p^{\prime}}(d) \cdot c\right) W_{l l^{\prime}, p p^{\prime}}^{T E, T M}\right]  \tag{2.344}\\
\beta_{l l^{\prime}}=\sum_{p=1}^{\infty} \sum_{p^{\prime}=-p}^{p} \frac{4 \pi(\sqrt{-1})^{p}}{\sqrt{p(p+1)}}\left[-\sqrt{-1}\left(V_{p p^{\prime}}(d) \cdot c\right) W_{l l^{\prime}, p p^{\prime}}^{T M, T E}-\sqrt{\frac{\varepsilon_{m}}{\mu_{m}}}\left(U_{p p^{\prime}}(d) \cdot c\right) W_{l l^{\prime}, p p^{\prime}}^{T M, T M}\right]
\end{array}\right.
$$

which shows that the scattering coefficients appear in the expansion of the scattering amplitude.

The low-frequency behavior of the scattering coefficients is now investigated.
The following result holds.
Lemma 2.119. There exists $\delta_{0}>0$ such that, for all $\delta \leq \delta_{0}$,

$$
\begin{equation*}
\left|W_{l l^{\prime}, p p^{\prime}}^{T E, T E}[\varepsilon, \mu, \delta \omega]\right| \leq \frac{C^{l+p}}{l^{l} p^{p}} \delta^{l+p+1}, \tag{2.345}
\end{equation*}
$$

for all $l, p \in \mathbb{N} \backslash\{0\}, l^{\prime}=-l, \ldots, l, p^{\prime}=-p, \ldots, p$, where the constant $C$ depends on $(\varepsilon, \mu, \omega)$ but is independent of $\delta$. The same estimate holds for $W_{l l^{\prime}, p p^{\prime}}^{T E, T M}, W_{l l^{\prime}, p p^{\prime}}^{T M, T E}$, and $W_{l l^{\prime}, p p^{\prime}}^{T M, T M}$.

Proof. Let $(\varphi, \psi)$ be the solution to 2.321 with $E^{i}(y)=\widetilde{E}_{p p^{\prime}}^{T E}\left(\delta k_{m} ; y\right)$ and $H^{i}=-\frac{\sqrt{-1}}{\delta \omega \mu_{m}} \nabla \times E^{i}$. Then, from 2.338, it follows that

$$
\left\|E^{i, \delta}\right\|_{H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)}+\left\|H^{i, \delta}\right\|_{H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial D)} \leq \frac{C^{p}}{p^{p}} \delta^{p}
$$

where $C$ is independent of $\delta$, and hence

$$
\left\|\varphi^{\delta}\right\|_{L^{2}(\partial D)}+\delta\left\|\psi^{\delta}\right\|_{L^{2}(\partial D)} \leq \frac{C^{p}}{p^{p}} \delta^{p}
$$

for $\delta \leq \delta_{0}$ for some $\delta_{0}$. So one gets 2.345 from Definition 2.116 of the scattering coefficients.
2.14.6.2. Multi-Layer Structure and its Scattering Coefficients. Here we consider a multi-layered structure and explain how to compute its scattering coefficients. A numerical example is also presented. The multi-layered structure is defined as follows: For positive numbers $r_{1}, \ldots, r_{L+1}$ with $2=r_{1}>r_{2}>\cdots r_{L+1}=1$, let

$$
\begin{aligned}
& A_{j}:=\left\{x: r_{j+1} \leq|x|<r_{j}\right\}, \quad j=1, \ldots, L \\
& A_{0}:=\mathbb{R}^{3} \backslash \overline{B_{2}}, \quad A_{L+1}(=D):=\{x:|x|<1\}
\end{aligned}
$$

where $B_{2}$ denotes the ball of center 0 and radius 2 and

$$
\Gamma_{j}=\left\{|x|=r_{j}\right\}, \quad j=1, \ldots, L+1
$$

Let $\left(\mu_{j}, \varepsilon_{j}\right)$ be the pair of permeability and permittivity parameters of $A_{j}$ for $j=$ $1, \ldots, L+1$. Set $\mu_{0}=1$ and $\varepsilon_{0}=1$. Then define the permeability and permittivity distributions of the layered structure to be

$$
\begin{equation*}
\mu=\sum_{j=0}^{L+1} \mu_{j} \chi\left(A_{j}\right) \quad \text { and } \quad \varepsilon=\sum_{j=0}^{L+1} \varepsilon_{j} \chi\left(A_{j}\right) \tag{2.346}
\end{equation*}
$$



Figure 2.7. A multi-layered structure.

The scattering coefficients $\left(W_{(n, m)(p, q)}^{T E, T E}, W_{(n, m)(p, q)}^{T E, T M}, W_{(n, m)(p, q)}^{T M, T E}, W_{(n, m)(p, q)}^{T M, T M}\right)$ are defined as before, namely, if $E^{i}$ is given as in 2.339), the scattered field $E-E^{i}$ can be expanded as 2.340 and 2.341 . The transmission condition on each interface $\boldsymbol{\Gamma}_{j}$ is given by

$$
\begin{equation*}
[\hat{x} \times E]=[\hat{x} \times H]=0 . \tag{2.347}
\end{equation*}
$$

Assume that the core $A_{L+1}$ is perfectly conducting (PEC), that is,

$$
\begin{equation*}
E \times \nu=0 \quad \text { on } \Gamma_{L+1}=\partial A_{L+1} . \tag{2.348}
\end{equation*}
$$

Thanks to the symmetry of the layered (radial) structure, the scattering coefficients are much simpler than the general case. In fact, if the incident field is given
by $E^{i}=\widetilde{E}_{n, m}^{T E}$, then the solution $E$ to 2.317 subject to 2.318 takes the form

$$
\begin{equation*}
E(x)=\tilde{a}_{j} \widetilde{E}_{n, m}^{T E}(x)+a_{j} E_{n, m}^{T E}(x), \quad x \in A_{j}, \quad j=0, \ldots, L \tag{2.349}
\end{equation*}
$$

with $\tilde{a}_{0}=1$. From 2.332 and 2.333 , the interface condition 2.347 amounts to

$$
\begin{aligned}
& {\left[\begin{array}{cc}
j_{n}\left(k_{j} r_{j}\right) & h_{n}^{(1)}\left(k_{j} r_{j}\right) \\
\frac{1}{\mu_{j}} \mathcal{J}_{n}\left(k_{j} r_{j}\right) & \frac{1}{\mu_{j}} \mathcal{H}_{n}\left(k_{j} r_{j}\right)
\end{array}\right]\left[\begin{array}{l}
\tilde{a}_{j} \\
a_{j}
\end{array}\right]} \\
& =\left[\begin{array}{cc}
j_{n}\left(k_{j-1} r_{j}\right) & h_{n}^{(1)}\left(k_{j-1} r_{j}\right) \\
\frac{1}{\mu_{j-1}} \mathcal{J}_{n}\left(k_{j-1} r_{j}\right) & \frac{1}{\mu_{j-1}} \mathcal{H}_{n}\left(k_{j-1} r_{j}\right)
\end{array}\right]\left[\begin{array}{c}
\tilde{a}_{j-1} \\
a_{j-1}
\end{array}\right], \quad j=1, \ldots, L,
\end{aligned}
$$

where $\mathcal{H}_{n}(t)=h_{n}^{(1)}(t)+t\left(h_{n}^{(1)}\right)^{\prime}(t)$ and $\mathcal{J}_{n}(t)=j_{n}(t)+t j_{n}^{\prime}(t)$, and the boundary condition on the perfectly conducting surface $\Gamma_{L+1}$ is

$$
\left[\begin{array}{cc}
j_{n}\left(k_{L}\right) & h_{n}^{(1)}\left(k_{L}\right)  \tag{2.351}\\
0 & 0
\end{array}\right]\left[\begin{array}{l}
\tilde{a}_{L} \\
a_{L}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

Since the matrices appearing in 2.350 are invertible, one can see that there exist $a_{j}$ and $\tilde{a}_{j}, j=0,1, \ldots L$ satisfying 2.350 and 2.351). Similarly, one can see that if the incident field is given by $E^{i}=\widetilde{E}_{n, m}^{T M}(x)$, then the solution $E$ takes the form

$$
\begin{equation*}
E(x)=\tilde{b}_{j} \widetilde{E}_{n, m}^{T M}(x)+b_{j} E_{n, m}^{T M}(x), \quad x \in A_{j}, \quad j=0,1, \ldots, L \tag{2.352}
\end{equation*}
$$

for some constants $b_{j}$ and $\tilde{b}_{j}\left(\tilde{b}_{0}=1\right)$. One can see now from 2.349 and 2.352 , that the scattering coefficients satisfy

$$
\begin{array}{ll}
W_{(n, m)(p, q)}^{T E, T M}=W_{(n, m)(p, q)}^{T M, T E}=0 & \text { for all }(m, n) \text { and }(p, q) \\
W_{(n, m)(p, q)}^{T E, T E}=W_{(n, m)(p, q)}^{T M, T M}=0 & \text { if }(m, n) \neq(p, q)
\end{array}
$$

and, since 2.349) and 2.352 hold independently of $m$, one has

$$
\begin{aligned}
& W_{(n, 0)(n, 0)}^{T E, T E}=W_{(n, m)(n, m)}^{T E, T E} \\
& W_{(n, 0)(n, 0)}^{T M, T M}=W_{(n, m)(n, m)}^{T M, T M} \quad \text { for }-n \leq m \leq n
\end{aligned}
$$

Moreover, if one writes

$$
W_{n}^{T E}:=W_{(n, 0)(n, 0)}^{T E} \quad \text { and } \quad W_{n}^{T M}:=W_{(n, 0)(n, 0)}^{T M},
$$

then one has

$$
\begin{equation*}
W_{n}^{T E}=-\frac{\sqrt{-1} n(n+1)}{k_{0}} a_{0} \quad \text { and } \quad W_{n}^{T E}=-\frac{\sqrt{-1} n(n+1)}{k_{0}} b_{0} \tag{2.353}
\end{equation*}
$$

Suppose now that $\widetilde{E}_{n, 0}^{T E}$ is the incident field and the solution $E$ is given by

$$
E(x)=\tilde{a}_{j} \widetilde{E}_{n, 0}^{T E}(x)+a_{j} E_{n, 0}^{T E}(x), \quad x \in A_{j}, \quad j=0, \ldots, L
$$

with $\tilde{a}_{0}=1$, where the coefficients $\tilde{a}_{j}$ 's and $a_{j}$ 's are determined by 2.350 and 2.351. From 2.350 it follows that

$$
\left[\begin{array}{l}
\tilde{a}_{j} \\
a_{j}
\end{array}\right]=\left[\begin{array}{cc}
j_{n}\left(k_{j} r_{j}\right) & h_{n}^{(1)}\left(k_{j} r_{j}\right) \\
\frac{1}{\mu_{j}} \mathcal{J}_{n}\left(k_{j} r_{j}\right) & \frac{1}{\mu_{j}} \mathcal{H}_{n}\left(k_{j} r_{j}\right)
\end{array}\right]^{-1}\left[\begin{array}{cc}
j_{n}\left(k_{j-1} r_{j}\right) & h_{n}^{(1)}\left(k_{j-1} r_{j}\right) \\
\frac{1}{\mu_{j-1}} \mathcal{J}_{n}\left(k_{j-1} r_{j}\right) & \frac{1}{\mu_{j-1}} \mathcal{H}_{n}\left(k_{j-1} r_{j}\right)
\end{array}\right]\left[\begin{array}{l}
\tilde{a}_{j-1} \\
a_{j-1}
\end{array}\right],
$$

for $j=1, \ldots, L$. Substituting these relations into 2.351 yields

$$
\left[\begin{array}{l}
0  \tag{2.354}\\
0
\end{array}\right]=P_{n}^{T E}[\varepsilon, \mu, \omega]\left[\begin{array}{l}
\tilde{a}_{0} \\
a_{0}
\end{array}\right]
$$

where

$$
\begin{align*}
& P_{n}^{T E}[\varepsilon, \mu, \omega]:=\left[\begin{array}{cc}
p_{n, 1}^{T E} & p_{n, 2}^{T E} \\
0 & 0
\end{array}\right]=(-\sqrt{-1} \omega)^{L}\left(\prod_{j=1}^{L} \mu_{j}^{\frac{3}{2}} \varepsilon_{j}^{\frac{1}{2}} r_{j}\right)\left[\begin{array}{cc}
j_{n}\left(k_{L}\right) & h_{n}^{(1)}\left(k_{L}\right) \\
0 & 0
\end{array}\right] \\
& (2.355)  \tag{2.355}\\
& \quad \times \prod_{j=1}^{L}\left[\begin{array}{cc}
\frac{1}{\mu_{j}} \mathcal{H}_{n}\left(k_{j} r_{j}\right) & -h_{n}^{(1)}\left(k_{j} r_{j}\right) \\
-\frac{1}{\mu_{j}} \mathcal{J}_{n}\left(k_{j} r_{j}\right) & j_{n}\left(k_{j} r_{j}\right)
\end{array}\right]\left[\begin{array}{cc}
j_{n}\left(k_{j-1} r_{j}\right) & h_{n}^{(1)}\left(k_{j-1} r_{j}\right) \\
\frac{1}{\mu_{j-1}} \mathcal{J}_{n}\left(k_{j-1} r_{j}\right) & \frac{1}{\mu_{j-1}} \mathcal{H}_{n}\left(k_{j-1} r_{j}\right)
\end{array}\right] .
\end{align*}
$$

Then 2.354 yields

$$
\begin{equation*}
W_{n}^{T E}=-\frac{\sqrt{-1} n(n+1)}{k_{0}} a_{0}=-\frac{\sqrt{-1} n(n+1)}{k_{0}} \frac{p_{n, 1}^{T E}}{p_{n, 2}^{T E}} \tag{2.356}
\end{equation*}
$$

Similarly, for $W_{n}^{T M}$, one looks for another solution $E$ of the form

$$
E(x)=\tilde{b}_{j} \widetilde{E}_{n, 0}^{T M}(x)+b_{j} E_{n, 0}^{T M}(x), \quad x \in A_{j}, \quad j=0, \ldots, L
$$

with $\tilde{b}_{0}=1$. The transmission conditions become

$$
\begin{align*}
& {\left[\begin{array}{cc}
\frac{1}{\varepsilon_{j}} \mathcal{J}_{n}\left(k_{j} r_{j}\right) & \frac{1}{\varepsilon_{j}} \mathcal{H}_{n}\left(k_{j} r_{j}\right) \\
j_{n}\left(k_{j} r_{j}\right) & h_{n}^{(1)}\left(k_{j} r_{j}\right)
\end{array}\right]\left[\begin{array}{l}
\tilde{b}_{j} \\
b_{j}
\end{array}\right]} \\
& =\left[\begin{array}{cc}
\frac{1}{\varepsilon_{j-1}} \mathcal{J}_{n}\left(k_{j-1} r_{j}\right) & \frac{1}{\varepsilon_{j-1}} \mathcal{H}_{n}\left(k_{j-1} r_{j}\right) \\
j_{n}\left(k_{j-1} r_{j}\right) & h_{n}^{(1)}\left(k_{j-1} r_{j}\right)
\end{array}\right]\left[\begin{array}{c}
\tilde{b}_{j-1} \\
b_{j-1}
\end{array}\right], \quad j=1, \ldots, N+1, \tag{2.357}
\end{align*}
$$

and the boundary condition on the inner most layer, which is perfectly conducting, is

$$
\left[\begin{array}{cc}
\mathcal{J}_{n}\left(k_{L}\right) & \mathcal{H}_{n}\left(k_{L}\right)  \tag{2.358}\\
0 & 0
\end{array}\right]\left[\begin{array}{l}
\tilde{b}_{L} \\
b_{L}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

From 2.357 and 2.358, one obtains

$$
\left[\begin{array}{l}
0  \tag{2.359}\\
0
\end{array}\right]=P_{n}^{T M}[\varepsilon, \mu, \omega]\left[\begin{array}{l}
\tilde{b}_{0} \\
b_{0}
\end{array}\right]
$$

where
$P_{n}^{T M}[\varepsilon, \mu, \omega]:=\left[\begin{array}{cc}p_{n, 1}^{T M} & p_{n, 2}^{T M} \\ 0 & 0\end{array}\right]=(i \omega)^{L}\left(\prod_{j=1}^{L} \mu_{j}^{\frac{1}{2}} \varepsilon_{j}^{\frac{3}{2}} r_{j}\right)\left[\begin{array}{cc}\mathcal{J}_{n}\left(k_{L}\right) & \mathcal{H}_{n}\left(k_{L}\right) \\ 0 & 0\end{array}\right]$
(2.360)

$$
\times \prod_{j=1}^{L}\left[\begin{array}{cc}
h_{n}^{(1)}\left(k_{j} r_{j}\right) & -\frac{1}{\varepsilon_{j}} \mathcal{H}_{n}\left(k_{j} r_{j}\right) \\
-j_{n}\left(k_{j} r_{j}\right) & \frac{1}{\varepsilon_{j}} \mathcal{J}_{n}\left(k_{j} r_{j}\right)
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{\varepsilon_{j-1}} \mathcal{J}_{n}\left(k_{j-1} r_{j}\right) & \frac{1}{\varepsilon_{j-1}} \mathcal{H}_{n}\left(k_{j-1} r_{j}\right) \\
j_{n}\left(k_{j-1} r_{j}\right) & h_{n}^{(1)}\left(k_{j-1} r_{j}\right)
\end{array}\right]
$$

From the definition of $W_{n}^{T M}$ and 2.359,

$$
\begin{equation*}
W_{n}^{T E}=-\frac{\sqrt{-1} n(n+1)}{k_{0}} \frac{b_{0}}{\tilde{b}_{0}}=-\frac{\sqrt{-1} n(n+1)}{k_{0}} \frac{p_{n, 1}^{T M}}{p_{n, 2}^{T M}} . \tag{2.361}
\end{equation*}
$$

It is worth emphasizing that $p_{n, 2}^{T E} \neq 0$ and $p_{n, 2}^{T M} \neq 0$. In fact, if $p_{n, 2}^{T E}=0$, then (2.354) can be fulfilled with $\tilde{a}_{0}=0$ and $a_{0}=1$. This means that there exists $(\mu, \varepsilon)$ on $\mathbb{R}^{3} \backslash \bar{D}$ such that the following problem has a solution:

$$
\begin{cases}\nabla \times E=\sqrt{-1} \omega \mu H & \text { in } \mathbb{R}^{3} \backslash \bar{D} \\ \nabla \times H=-\sqrt{-1} \omega \varepsilon E & \text { in } \mathbb{R}^{3} \backslash \bar{D} \\ \left.(x \times E)\right|_{+}=0 & \text { on } \partial D \\ E(x)=E_{n, 0}^{T E}(x) & \text { for }|x|>2\end{cases}
$$

Applying the following Green's theorem on $\Omega=\{x: 1<|x|<R\}$,

$$
\begin{aligned}
& \int_{\Omega}(E \cdot \Delta F+\operatorname{curl} E \cdot \operatorname{curl} F+\nabla \cdot E \nabla \cdot F) d x \\
& =\int_{\partial \Omega}(\nu \times E \cdot \operatorname{curl} F+\nu \cdot E(\nabla \cdot F)) d \sigma(x)
\end{aligned}
$$

with $F=\overline{E_{n, 0}^{T E}}(x)$ and the boundary condition on the perfectly conducting surface $\{|x|=1\}$, it follows that

$$
\int_{|x|=R}(\nu \times E) \cdot \bar{H} d \sigma(x)=\sqrt{-1} k_{0} \int_{\Omega}\left(|H|^{2}-|E|^{2}\right) d x
$$

In particular, the left-hand side is real-valued. Hence,

$$
\begin{aligned}
\int_{|x|=R}|H \times \nu-E|^{2} d \sigma(x) & =\int_{|x|=R}\left(|H \times \nu|^{2}+|E|^{2}-2 \Re((\nu \times E) \cdot \bar{H}) d \sigma(x)\right. \\
& =\int_{|x|=R}\left(|H \times \nu|^{2}+|E|^{2}\right) d \sigma(x)
\end{aligned}
$$

From the radiation condition, the left-hand side goes to zero as $R \rightarrow \infty$, which contradicts the behavior of the Hankel functions. One can show that $p_{n, 2}^{T M} \neq 0$ in a similar way.
2.14.6.3. Numerical Example. We now demonstrate how to compute the scattering coefficients $W_{n}^{T E}$ and $W_{n}^{T M}$ numerically using Code Scattering Coefficients for Maxwell's Equations. For simplicity, we consider only $W_{n}^{T E}$. Recall that

$$
\begin{equation*}
W_{n}^{T E}=-\frac{\sqrt{-1} n(n+1)}{k_{0}} a_{0} \tag{2.362}
\end{equation*}
$$

with the constant $a_{0}$ being determined by 2.350 and 2.351. From 2.350, we obtain

$$
\left[\begin{array}{l}
\tilde{a}_{0} / a_{L}  \tag{2.363}\\
a_{0} / a_{L}
\end{array}\right]=\left(M_{1}^{-1} N_{1}\right)\left(M_{2}^{-1} N_{2}\right) \ldots\left(M_{L}^{-1} N_{L}\right)\left[\begin{array}{c}
\tilde{a}_{L} / a_{L} \\
1
\end{array}\right]
$$

where

$$
M_{j}=\left[\begin{array}{cc}
j_{n}\left(k_{j} r_{j}\right) & h_{n}^{(1)}\left(k_{j} r_{j}\right) \\
\frac{1}{\mu_{j}} \mathcal{J}_{n}\left(k_{j} r_{j}\right) & \frac{1}{\mu_{j}} \mathcal{H}_{n}\left(k_{j} r_{j}\right)
\end{array}\right], \quad N_{j}=\left[\begin{array}{cc}
j_{n}\left(k_{j-1} r_{j}\right) & h_{n}^{(1)}\left(k_{j-1} r_{j}\right) \\
\frac{1}{\mu_{j-1}} \mathcal{J}_{n}\left(k_{j-1} r_{j}\right) & \frac{1}{\mu_{j-1}} \mathcal{H}_{n}\left(k_{j-1} r_{j}\right)
\end{array}\right] .
$$

From 2.351, we immediately see that

$$
\frac{\tilde{a}_{L}}{a_{L}}=-\frac{h_{n}^{(1)}\left(k_{L} r_{L+1}\right)}{j_{n}\left(k_{L} r_{L+1}\right)} .
$$

Therefore, we can compute $\tilde{a}_{0} / a_{L}$ and $a_{0} / a_{L}$. But, since $\tilde{a}_{0}=1$, we can also compute $a_{0}$ and then $W_{n}^{T E}$.

Now we present a numerical example. We set the parameters for the structure as follows: the number of layers $L$ is $L=3$, the radii of the layers are $r_{1}=2, r_{2}=$ $5 / 3, r_{3}=4 / 3, r_{4}=1$, and the material parameters are $\left(\varepsilon_{0}, \mu_{0}\right)=(1,1),\left(\varepsilon_{0}, \mu_{0}\right)=$ $(0.5,0.5),\left(\varepsilon_{0}, \mu_{0}\right)=(2,2),\left(\varepsilon_{0}, \mu_{0}\right)=(0.5,0.5)$. The numerical result for $W_{n}^{T E}$ and $W_{n}^{T M}$ for $n=1,2, \ldots, 7$ is shown in Table 2.8 . The decaying behavior of $W_{n}^{T E}$ and $W_{n}^{T M}$ is clearly shown.

| n | $W_{n}^{T E}$ | $W_{n}^{T M}$ |
| :---: | :---: | :---: |
| 1 | $-0.9991+0.9572 \sqrt{-1}$ | $-0.7473+1.6644 \sqrt{-1}$ |
| 2 | $-0.7527+0.0960 \sqrt{-1}$ | $-0.7650+0.0992 \sqrt{-1}$ |
| 3 | $-0.1642+0.0022 \sqrt{-1}$ | $-0.1643+0.0023 \sqrt{-1}$ |
| 4 | $-0.0191+0.0000 \sqrt{-1}$ | $-0.0191+0.0000 \sqrt{-1}$ |
| 5 | $-0.0013+0.0000 \sqrt{-1}$ | $-0.0013+0.0000 \sqrt{-1}$ |
| 6 | $-0.0001+0.0000 \sqrt{-1}$ | $-0.0001+0.0000 \sqrt{-1}$ |
| 7 | $-0.0000+0.0000 \sqrt{-1}$ | $-0.0000+0.0000 \sqrt{-1}$ |

TABLE 2.8. Scattering coefficients for a multi-layer spherical shell.

### 2.14.7. The Helmholtz-Kirchhoff Theorem. Let

$$
\begin{equation*}
\mathbf{G}_{k_{m}}(x)=\varepsilon_{m}\left(\Gamma_{k_{m}}(x) I+\frac{1}{k_{m}^{2}} D_{x}^{2} \Gamma_{k_{m}}(x)\right) \tag{2.364}
\end{equation*}
$$

be the Dyadic Green (matrix valued) function for the full Maxwell equations. The following Helmholtz-Kirchhoff identity holds.

Proposition 2.120. Let $\partial B_{R}$ be the sphere of radius $R$ and center 0 . We have (2.365)
$\int_{\partial B_{R}}\left(\frac{\partial \overline{\mathbf{G}_{k_{m}}}}{\partial \nu}(x-y) \mathbf{G}_{k_{m}}(z-y)-\overline{\mathbf{G}_{k_{m}}}(x-y) \frac{\partial \mathbf{G}_{k_{m}}}{\partial \nu}(z-y)\right) d \sigma(y)=2 \sqrt{-1} \Im \mathbf{G}_{k_{m}}(x-z)$,
which yields

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \int_{\partial B_{R}} \overline{\mathbf{G}_{k_{m}}}(x-y) \mathbf{G}_{k_{m}}(z-y) d \sigma(y)=-\frac{1}{k_{m}} \Im \mathbf{G}_{k_{m}}(x-z) \tag{2.366}
\end{equation*}
$$

by using the Silver-Müller radiation condition.
2.14.8. The Optical Theorem. The optical cross-section theorem for the scattering of electromagnetic waves can be stated as follows [265].

Proposition 2.121. Assume that the incident fields are plane waves given by

$$
\begin{aligned}
E^{i}(x) & =c e^{\sqrt{-1} k_{m} d \cdot x} \\
H^{i}(x) & =\sqrt{\frac{\varepsilon_{m}}{\mu_{m}}} d \times c e^{\sqrt{-1} k_{m} d \cdot x}
\end{aligned}
$$

where $c \in \mathbb{R}^{3}$ and $d \in S$ are such that $c \cdot d=0$. Then, the extinction cross-section $Q^{e x t}$, defined by

$$
Q^{e x t}:=-\frac{1}{|c|^{2}} \sqrt{\frac{\mu_{m}}{\varepsilon_{m}}} \Re\left[\int_{\partial D}\left(\overline{E^{i}} \times\left(H-H^{i}\right)+\left(E-E^{i}\right) \times \overline{H^{i}}\right) \cdot \nu d \sigma,\right.
$$

satisfies

$$
Q^{e x t}=\frac{4 \pi}{k_{m}} \Im\left[\frac{c \cdot A_{\infty}(c, d, d)}{|c|^{2}}\right]
$$

where the scattering amplitude $A_{\infty}$ is defined by (2.343) with $\alpha_{l l^{\prime}}$ and $\beta_{l l^{\prime}}$ are given by (2.344.

Analogously to the scalar case, the extinction cross-section $Q^{e x t}$ is defined as the ratio of the sum of the mean powers absorbed and scattered by $D$ to the mean intensity power flow in the incident field. The latter quantity is given by

$$
-\frac{1}{2} \Re\left[\left(E^{i} \times \overline{H^{i}}\right) \cdot d\right]
$$

which reduces to

$$
\frac{1}{2} \sqrt{\frac{\varepsilon_{m}}{\mu_{m}}}|c|^{2} .
$$

2.14.9. Electromagnetic Scattering by Small Particles. We consider the scattering problem of a time-harmonic electromagnetic wave incident on a particle $D$. The homogeneous medium is characterized by electric permittivity $\varepsilon_{m}$ and magnetic permeability $\mu_{m}$, while $D$ is characterized by electric permittivity $\varepsilon_{c}$ and magnetic permeability $\mu_{c}$. We assume that $\varepsilon_{m}, \varepsilon_{c}, \mu_{m}$, and $\mu_{c}$ are positive constants and define

$$
k_{m}=\omega \sqrt{\varepsilon_{m} \mu_{m}}, \quad k_{c}=\omega \sqrt{\varepsilon_{c} \mu_{c}}
$$

and

$$
\varepsilon_{D}=\varepsilon_{m} \chi\left(\mathbb{R}^{3} \backslash \bar{D}\right)+\varepsilon_{c} \chi(D), \quad \mu_{D}=\varepsilon_{m} \chi\left(\mathbb{R}^{3} \backslash \bar{D}\right)+\varepsilon_{c} \chi(D)
$$

For a given incident plane wave $\left(E^{i}, H^{i}\right)$, solution to the Maxwell equations in free space (2.316), the scattering problem can be modeled by the system of equations 2.317) subject to the Silver-Müller radiation condition 2.318.

Let $D=z+\delta B$ where $B$ contains the origin and $|B|=O(1)$. The following result follows from [69, $\mathbf{7 9}, \mathbf{8 1}$. It gives the leading-order term in the asymptotic expansion of the scattered electric field $E^{s}$ far-away from the particle.

Theorem 2.122. For $D=z+\delta B \Subset \mathbb{R}^{3}$ of class $\mathcal{C}^{1, \alpha}$ for $\alpha>0$ and $K \Subset \mathbb{R}^{3} \backslash \bar{D}$, the following far-field expansion holds uniformly in $K$

$$
\begin{align*}
E^{s}(x)= & -\frac{\sqrt{-1} \omega \mu_{m}}{\varepsilon_{m}} \nabla \times \mathbf{G}_{k_{m}}(x-z) M\left(\lambda_{\mu}, D\right) H^{i}(z)-\omega^{2} \mu_{m} \mathbf{G}_{k_{m}}(x-z) M\left(\lambda_{\varepsilon}, D\right) E^{i}(z)  \tag{2.367}\\
& +O\left(\delta^{4}\right)
\end{align*}
$$

where $\mathbf{G}_{k_{m}}(x-z)$ is the Dyadic Green (matrix valued) function for the full Maxwell equations defined by 2.364) and $M\left(\lambda_{\mu}, D\right)$ and $M\left(\lambda_{\varepsilon}, D\right)$ are the polarization tensors associated with $D$ and the contrasts $\lambda_{\mu}$ and $\lambda_{\varepsilon}$ given by (2.72) with $k=\mu_{m} / \mu_{c}$ and $k=\varepsilon_{c} / \varepsilon_{m}$, respectively.

### 2.15. Integral Representation of Solutions to the Lamé System

Let $\Omega$ be a bounded domain in $\mathbb{R}^{d}$ with a connected Lipschitz boundary. Let $\lambda$ and $\mu$ be the Lamé constants for $\Omega$ satisfying the strong convexity condition

$$
\begin{equation*}
\mu>0 \text { and } d \lambda+2 \mu>0 \tag{2.368}
\end{equation*}
$$

The corresponding Lamé system is given by

$$
\mathcal{L}^{\lambda, \mu} \mathbf{u}=\mu \triangle \mathbf{u}+(\lambda+\mu) \nabla \nabla \cdot \mathbf{u}
$$

and the conormal derivative $\partial \mathbf{u} / \partial \nu$ is defined by

$$
\begin{equation*}
\frac{\partial \mathbf{u}}{\partial \nu}=\lambda(\nabla \cdot \mathbf{u}) N+\mu\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{t}\right) N \tag{2.369}
\end{equation*}
$$

where the superscript $t$ denotes the transpose and $N$ is the unit normal to the boundary $\partial \Omega$. We introduce the symmetric gradient as

$$
\begin{equation*}
\nabla^{s} \mathbf{u}:=\frac{1}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{t}\right) \tag{2.370}
\end{equation*}
$$

and define the elasticity tensor $\mathbb{C}=\left(C_{i j k l}\right)_{i, j, k, l=1}^{d}$ by

$$
\begin{equation*}
C_{i j k l}=\lambda \delta_{i j} \delta_{k l}+\mu\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right) \tag{2.371}
\end{equation*}
$$

With this notation, we have

$$
\mathcal{L}^{\lambda, \mu} \mathbf{u}=\nabla \cdot \mathbb{C} \nabla^{s} \mathbf{u}
$$

and

$$
\frac{\partial \mathbf{u}}{\partial \nu}=\left(\mathbb{C} \nabla^{s} \mathbf{u}\right) N
$$

2.15.1. Fundamental Solutions. In the three-dimensional case, the Kupradze $\operatorname{matrix} \boldsymbol{\Gamma}^{\omega}=\left(\Gamma_{i j}^{\omega}\right)_{i, j=1}^{3}$ of the fundamental solution to the operator $\mathcal{L}^{\lambda, \mu}+\omega^{2}$ is given by

$$
\Gamma_{i j}^{\omega}(x)=-\frac{\delta_{i j}}{4 \pi \mu|x|} e^{\frac{\sqrt{-1} \omega|x|}{c_{s}}}+\frac{1}{4 \pi \omega^{2}} \partial_{i} \partial_{j} \frac{e^{\frac{\sqrt{-1} \omega|x|}{c_{p}}}-e^{\frac{\sqrt{-1} \omega|x|}{c_{s}}}}{|x|}
$$

where $\partial_{j}$ denotes $\partial / \partial x_{j}$ and

$$
c_{s}=\sqrt{\mu}, \quad c_{p}=\sqrt{\lambda+2 \mu}
$$

See [306, Chapter 2]. One can easily show that $\Gamma_{i j}^{\omega}$ has the series representation:

$$
\begin{align*}
\Gamma_{i j}^{\omega}(x)= & -\frac{1}{4 \pi} \sum_{n=0}^{+\infty} \frac{\sqrt{-1}^{n}}{(n+2) n!}\left(\frac{n+1}{c_{s}^{n+2}}+\frac{1}{c_{p}^{n+2}}\right) \omega^{n} \delta_{i j}|x|^{n-1}  \tag{2.372}\\
& +\frac{1}{4 \pi} \sum_{n=0}^{+\infty} \frac{\sqrt{-1}{ }^{n}(n-1)}{(n+2) n!}\left(\frac{1}{c_{s}^{n+2}}-\frac{1}{c_{p}^{n+2}}\right) \omega^{n}|x|^{n-3} x_{i} x_{j} .
\end{align*}
$$

If $\omega=0$, then $\Gamma^{0}$ is the Kelvin matrix of the fundamental solution to the Lamé system; i.e.,

$$
\begin{equation*}
\Gamma_{i j}^{0}(x)=-\frac{\gamma_{1}}{4 \pi} \frac{\delta_{i j}}{|x|}-\frac{\gamma_{2}}{4 \pi} \frac{x_{i} x_{j}}{|x|^{3}} \tag{2.373}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{1}=\frac{1}{2}\left(\frac{1}{\mu}+\frac{1}{2 \mu+\lambda}\right) \quad \text { and } \quad \gamma_{2}=\frac{1}{2}\left(\frac{1}{\mu}-\frac{1}{2 \mu+\lambda}\right) . \tag{2.374}
\end{equation*}
$$

In the two-dimensional case, the fundamental solution $\Gamma^{\omega}=\left(\Gamma_{i j}^{\omega}\right)_{i, j=1}^{2}$ to the operator $\mathcal{L}^{\lambda, \mu}+\omega^{2}, \omega \neq 0$, is given by

$$
\begin{equation*}
\Gamma_{i j}^{\omega}(x)=-\frac{\sqrt{-1}}{4 \mu} \delta_{i j} H_{0}^{(1)}\left(\frac{\omega|x|}{c_{s}}\right)+\frac{\sqrt{-1}}{4 \omega^{2}} \partial_{i} \partial_{j}\left(H_{0}^{(1)}\left(\frac{\omega|x|}{c_{p}}\right)-H_{0}^{(1)}\left(\frac{\omega|x|}{c_{s}}\right)\right) . \tag{2.375}
\end{equation*}
$$

See [6] and 306, Chapter 2]. For $\omega=0$, we set $\Gamma^{0}$ to be the Kelvin matrix of fundamental solutions to the Lamé system; i.e.,

$$
\begin{equation*}
\Gamma_{i j}^{0}(x)=\frac{\gamma_{1}}{2 \pi} \delta_{i j} \ln |x|-\frac{\gamma_{2}}{2 \pi} \frac{x_{i} x_{j}}{|x|^{2}} . \tag{2.376}
\end{equation*}
$$

2.15.2. Single- and Double-Layer Potentials. Analogously to the Laplace operator, the single- and double-layer potentials for the operator $\mathcal{L}^{\lambda, \mu}+\omega^{2}$ are defined by

$$
\begin{align*}
& \mathcal{S}_{\Omega}^{\omega}[\varphi](x)=\int_{\partial \Omega} \boldsymbol{\Gamma}^{\omega}(x-y) \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{d},  \tag{2.377}\\
& \mathcal{D}_{\Omega}^{\omega}[\varphi](x)=\int_{\partial \Omega} \frac{\partial}{\partial \nu(y)} \boldsymbol{\Gamma}^{\omega}(x-y) \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{d} \backslash \partial \Omega \tag{2.378}
\end{align*}
$$

for $\varphi \in L^{2}(\partial \Omega)^{d}$. Here, the conormal derivative of $\boldsymbol{\Gamma}^{\omega}$ is defined by

$$
\begin{equation*}
\frac{\partial}{\partial \nu(y)} \boldsymbol{\Gamma}^{\omega}(x-y) b=\frac{\partial}{\partial \nu(y)}\left(\boldsymbol{\Gamma}^{\omega}(x-y) b\right) \tag{2.379}
\end{equation*}
$$

for any constant vector $b$.
The following formulas give the jump relations obeyed by the double-layer potential and by the conormal derivative of the single-layer potential:

$$
\begin{gather*}
\left.\frac{\partial\left(\mathcal{S}_{\Omega}^{\omega}[\varphi]\right)}{\partial \nu}\right|_{ \pm}(x)=\left( \pm \frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}\right)[\varphi](x) \text { a.e. } x \in \partial \Omega  \tag{2.380}\\
\left.\left(\mathcal{D}_{\Omega}^{\omega}[\varphi]\right)\right|_{ \pm}(x)=\left(\mp \frac{1}{2} I+\mathcal{K}_{\Omega}^{\omega}\right)[\varphi](x) \text { a.e. } x \in \partial \Omega \tag{2.381}
\end{gather*}
$$

where $\mathcal{K}_{\Omega}^{\omega}$ is the operator defined by

$$
\begin{equation*}
\mathcal{K}_{\Omega}^{\omega}[\varphi](x)=\text { p.v. } \int_{\partial \Omega} \frac{\partial \boldsymbol{\Gamma}^{\omega}(x-y)}{\partial \nu(y)} \varphi(y) d \sigma(y) \tag{2.382}
\end{equation*}
$$

and $\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}$ is the $L^{2}$-adjoint of $\mathcal{K}_{\Omega}^{-\omega}$; that is,

$$
\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}[\varphi](x)=\text { p.v. } \int_{\partial \Omega} \frac{\partial \boldsymbol{\Gamma}^{\omega}(x-y)}{\partial \nu(x)} \varphi(y) d \sigma(y)
$$

See 306, 187 .
Let $\Psi$ be the vector space of all linear solutions to the equation $\mathcal{L}^{\lambda, \mu} \mathbf{u}=0$ and $\partial \mathbf{u} / \partial \nu=0$ on $\partial \Omega$, or alternatively,

$$
\begin{equation*}
\Psi=\left\{\psi: \partial_{i} \psi_{j}+\partial_{j} \psi_{i}=0,1 \leq i, j \leq d\right\} \tag{2.383}
\end{equation*}
$$

Define a subspace of $L^{2}(\partial \Omega)^{d}$ by

$$
L_{\Psi}^{2}(\partial \Omega)=\left\{\mathbf{f} \in L^{2}(\partial \Omega)^{d}: \int_{\partial \Omega} \mathbf{f} \cdot \psi d \sigma=0 \text { for all } \psi \in \Psi\right\}
$$

In particular, since $\Psi$ contains constant functions, we get

$$
\int_{\partial \Omega} \mathbf{f} d \sigma=0
$$

for any $\mathbf{f} \in L_{\Psi}^{2}(\partial \Omega)$. We also know that if $\mathbf{u}$ is smooth and satisfies $\mathcal{L}^{\lambda, \mu} \mathbf{u}=0$ in $\Omega$, then $\partial \mathbf{u} /\left.\partial \nu\right|_{\partial \Omega} \in L_{\Psi}^{2}(\partial \Omega)$.

We recall Green's formulas for the Lamé system, which can be obtained by integration by parts. The first formula is

$$
\begin{equation*}
\int_{\partial \Omega} \mathbf{u} \cdot \frac{\partial \mathbf{v}}{\partial \nu} d \sigma=\int_{\Omega} \mathbf{u} \cdot \mathcal{L}^{\lambda, \mu} \mathbf{v}+\mathbf{E}(\mathbf{u}, \mathbf{v}) \tag{2.384}
\end{equation*}
$$

where $\mathbf{u} \in H^{1}(\Omega)^{d}, \mathbf{v} \in H^{3 / 2}(\Omega)^{d}$, and

$$
\begin{equation*}
\mathbf{E}(\mathbf{u}, \mathbf{v})=\int_{\Omega} \lambda(\nabla \cdot \mathbf{u})(\overline{\nabla \cdot \mathbf{v}})+\frac{\mu}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{t}\right) \cdot\left(\overline{\nabla \mathbf{v}}+\overline{\nabla \mathbf{v}}^{t}\right) \tag{2.385}
\end{equation*}
$$

Formula 2.384 yields Green's second formula

$$
\begin{equation*}
\int_{\partial \Omega}\left(\mathbf{u} \cdot \frac{\partial \mathbf{v}}{\partial \nu}-\mathbf{v} \cdot \frac{\partial \mathbf{u}}{\partial \nu}\right)=\int_{\Omega}\left(\mathbf{u} \cdot \mathcal{L}^{\lambda, \mu} \mathbf{v}-\mathbf{v} \cdot \mathcal{L}^{\lambda, \mu} \mathbf{u}\right) \tag{2.386}
\end{equation*}
$$

where $\mathbf{u}, \mathbf{v} \in H^{3 / 2}(\Omega)^{d}$.
Formula 2.386 shows that if $\mathbf{u} \in H^{3 / 2}(\Omega)^{d}$ satisfies $\mathcal{L}^{\lambda, \mu} \mathbf{u}=0$ in $\Omega$, then $\partial \mathbf{u} /\left.\partial \nu\right|_{\partial \Omega} \in L_{\Psi}^{2}(\partial \Omega)$.
2.15.3. Helmholtz Decompositions and Radiation Conditions. Let us formulate the radiation conditions for the elastic waves when $\Im \omega \geq 0$ and $\omega \neq 0$.

Any smooth solution $\mathbf{u}$ to the constant-coefficient equation $\left(\overline{\mathcal{L}}^{\lambda, \mu}+\omega^{2}\right) \mathbf{u}=0$ can be decomposed as follows [306, Theorem 2.5]:

$$
\begin{equation*}
\mathbf{u}=\mathbf{u}_{p}+\mathbf{u}_{s} \tag{2.387}
\end{equation*}
$$

where $\mathbf{u}_{p}$ and $\mathbf{u}_{s}$ are given by

$$
\begin{aligned}
& \mathbf{u}_{p}=\left(\kappa_{s}^{2}-\kappa_{p}^{2}\right)^{-1}\left(\triangle+\kappa_{s}^{2}\right) \mathbf{u} \\
& \mathbf{u}_{s}=\left(\kappa_{p}^{2}-\kappa_{s}^{2}\right)^{-1}\left(\triangle+\kappa_{p}^{2}\right) \mathbf{u}
\end{aligned}
$$

with

$$
\begin{equation*}
\kappa_{s}=\frac{\omega}{c_{s}}=\frac{\omega}{\sqrt{\mu}} \quad \text { and } \quad \kappa_{p}=\frac{\omega}{c_{p}}=\frac{\omega}{\sqrt{\lambda+2 \mu}} . \tag{2.388}
\end{equation*}
$$

Then $\mathbf{u}_{s}$ and $\mathbf{u}_{p}$ satisfy the equations

$$
\begin{cases}\left(\triangle+\kappa_{s}^{2}\right) \mathbf{u}_{s}=0, & \nabla \times \mathbf{u}_{s}=0  \tag{2.389}\\ \left(\triangle+\kappa_{p}^{2}\right) \mathbf{u}_{p}=0, & \nabla \cdot \mathbf{u}_{p}=0\end{cases}
$$

We impose on $\mathbf{u}_{s}$ and $\mathbf{u}_{p}$ the radiation condition 2.153 for solutions of the Helmholtz equation by requiring that

$$
\left\{\begin{array}{l}
\partial_{r} \mathbf{u}_{s}(x)-\sqrt{-1} \kappa_{s} \mathbf{u}_{s}(x)=o\left(r^{-1}\right),  \tag{2.390}\\
\partial_{r} \mathbf{u}_{p}(x)-\sqrt{-1} \kappa_{p} \mathbf{u}_{p}(x)=o\left(r^{-1}\right),
\end{array} \quad \text { as } r=|x| \rightarrow+\infty .\right.
$$

We say that u satisfies the Sommerfeld-Kupradze radiation condition if it can be decomposed in the form 2.387) with $\mathbf{u}_{s}$ and $\mathbf{u}_{p}$ satisfying 2.389, and 2.390. By a straightforward calculation, one can see that the single- and double-layer potentials satisfy the radiation condition. We refer to [5, 306] for details.

We recall the following uniqueness results for the exterior problem [306].

LEMMA 2.123. Let $\mathbf{u}$ be a solution to $\left(\mathcal{L}^{\lambda, \mu}+\omega^{2}\right) \mathbf{u}=0$ in $\mathbb{R}^{d} \backslash \bar{\Omega}$ satisfying the radiation condition. If either $\mathbf{u}=0$ or $\partial \mathbf{u} / \partial \nu=0$ on $\partial \Omega$, then $\mathbf{u}$ is identically zero in $\mathbb{R}^{d} \backslash \bar{\Omega}$.

In dimension $d$, the Kupradze matrix $\Gamma^{\omega}$ can be decomposed into shear and pressure components [7]:

$$
\begin{equation*}
\boldsymbol{\Gamma}^{\omega}(x)=\boldsymbol{\Gamma}_{s}^{\omega}(x)+\boldsymbol{\Gamma}_{p}^{\omega}(x), \quad x \in \mathbb{R}^{d}, \quad x \neq 0 \tag{2.391}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\Gamma}_{p}^{\omega}(x)=-\frac{1}{\mu \kappa_{s}^{2}} \mathbf{D} \Gamma_{\kappa_{p}}(x) \quad \text { and } \quad \boldsymbol{\Gamma}_{s}^{\omega}(x)=\frac{1}{\mu \kappa_{s}^{2}}\left(\kappa_{s}^{2} \mathbf{I}+\mathbf{D}\right) \Gamma_{\kappa_{s}}(x) . \tag{2.392}
\end{equation*}
$$

Here, the tensor $\mathbf{D}$ is defined by

$$
\begin{equation*}
\mathbf{D}=\left(\partial_{i j}^{2}\right)_{i, j=1}^{d}, \tag{2.393}
\end{equation*}
$$

and the functions $\Gamma_{\kappa_{p}}$ and $\Gamma_{\kappa_{s}}$ are defined by 2.147).
2.15.4. Transmission Problem. Let $\tilde{\lambda}, \tilde{\mu}$ be another pair of Lamé parameters such that

$$
\begin{equation*}
(\lambda-\tilde{\lambda})(\mu-\tilde{\mu}) \geq 0, \quad(\lambda-\tilde{\lambda})^{2}+(\mu-\tilde{\mu})^{2} \neq 0 \tag{2.394}
\end{equation*}
$$

Later in this book, we will consider the following transmission problem:

$$
\begin{cases}\mathcal{L}^{\lambda, \mu} \mathbf{u}+\omega^{2} \mathbf{u}=0 & \text { in } \Omega \backslash \bar{D}  \tag{2.395}\\ \mathcal{L}^{\tilde{\lambda}, \tilde{\mu}} \mathbf{u}+\omega^{2} \mathbf{u}=0 & \text { in } D \\ \frac{\partial \mathbf{u}}{\partial \nu}=\mathbf{g} & \text { on } \partial \Omega \\ \left.\mathbf{u}\right|_{+}-\left.\mathbf{u}\right|_{-}=0 & \text { on } \partial D \\ \left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{+}-\left.\frac{\partial \mathbf{u}}{\partial \tilde{\nu}}\right|_{-}=0 & \text { on } \partial D\end{cases}
$$

Let $\tilde{\mathcal{S}}_{D}^{\omega}$ denote the single-layer potential defined by 2.377 with $\lambda, \mu$ replaced by $\tilde{\lambda}, \tilde{\mu}$. We also denote by $\partial \mathbf{u} / \partial \tilde{\nu}$ the conormal derivative associated with $\tilde{\lambda}, \tilde{\mu}$. We now have the following solvability result which can be viewed as a compact perturbation result of the case $\omega=0$.

Theorem 2.124. Suppose that $(\lambda-\tilde{\lambda})(\mu-\tilde{\mu}) \geq 0$ and $0<\tilde{\lambda}, \tilde{\mu}<+\infty$. Suppose that $\Im \omega \geq 0$ and $\omega^{2}$ is not a Dirichlet eigenvalue for $-\mathcal{L}^{\lambda, \mu}$ on $D$. For any given $(\mathbf{F}, \mathbf{G}) \in H^{1}(\partial D)^{d} \times L^{2}(\partial D)^{d}$, there exists a unique pair $(\mathbf{f}, \mathbf{g}) \in L^{2}(\partial D)^{d} \times$ $L^{2}(\partial D)^{d}$ such that

$$
\left\{\begin{array}{l}
\left.\tilde{\mathcal{S}}_{D}^{\omega}[\mathbf{f}]\right|_{-}-\left.\mathcal{S}_{D}^{\omega}[\mathbf{g}]\right|_{+}=\mathbf{F}, \\
\left.\frac{\partial}{\partial \tilde{\nu}} \tilde{\mathcal{S}}_{D}^{\omega}[\mathbf{f}]\right|_{-}-\left.\frac{\partial}{\partial \nu} \mathcal{S}_{D}^{\omega}[\mathbf{g}]\right|_{+}=\mathbf{G} .
\end{array}\right.
$$

If $\omega=0$ and $\mathbf{G} \in L_{\Psi}^{2}(\partial D)$, then $\mathbf{g} \in L_{\Psi}^{2}(\partial D)$. Moreover, if $\mathbf{F} \in \Psi$ and $\mathbf{G}=0$, then $\mathbf{g}=0$.

Proof. For $\omega=0$, the theorem is proved in [208]. Here, we only consider the case $\omega \neq 0$, which can be treated as a compact perturbation of the case $\omega=0$. In
fact, let us define the operators $T, T_{0}: L^{2}(\partial D)^{d} \times L^{2}(\partial D)^{d} \rightarrow H^{1}(\partial D)^{d} \times L^{2}(\partial D)^{d}$ by

$$
T(\mathbf{f}, \mathbf{g}):=\left(\left.\tilde{\mathcal{S}}_{D}^{\omega}[\mathbf{f}]\right|_{-}-\left.\mathcal{S}_{D}^{\omega}[\mathbf{g}]\right|_{+},\left.\frac{\partial}{\partial \tilde{\nu}} \tilde{\mathcal{S}}_{D}^{\omega}[\mathbf{f}]\right|_{-}-\left.\frac{\partial}{\partial \nu} \mathcal{S}_{D}^{\omega}[\mathbf{g}]\right|_{+}\right)
$$

and

$$
T_{0}(\mathbf{f}, \mathbf{g}):=\left(\left.\tilde{\mathcal{S}}_{D}^{0}[\mathbf{f}]\right|_{-}-\left.\mathcal{S}_{D}^{0}[\mathbf{g}]\right|_{+},\left.\frac{\partial}{\partial \tilde{\nu}} \tilde{\mathcal{S}}_{D}^{0}[\mathbf{f}]\right|_{-}-\left.\frac{\partial}{\partial \nu} \mathcal{S}_{D}^{0}[\mathbf{g}]\right|_{+}\right)
$$

It is easily checked that $T-T_{0}$ is a compact operator. Since we know that $T_{0}$ is invertible, by the Fredholm alternative, it is enough to show that $T$ is injective. Suppose that $T(\mathbf{f}, \mathbf{g})=0$. Then the function $\mathbf{u}$ given by

$$
\mathbf{u}(x):= \begin{cases}\mathcal{S}_{D}^{\omega}[\mathbf{g}](x), & x \in \mathbb{R}^{d} \backslash \bar{D} \\ \tilde{\mathcal{S}}_{D}^{\omega}[\mathbf{f}](x), & x \in D\end{cases}
$$

is a solution to the transmission problem

$$
\begin{cases}\mathcal{L}^{\lambda, \mu} \mathbf{u}+\omega^{2} \mathbf{u}=0 & \text { in } \mathbb{R}^{d} \backslash \bar{D} \\ \mathcal{L}^{\tilde{\lambda}, \tilde{\mu}} \mathbf{u}+\omega^{2} \mathbf{u}=0 & \text { in } D \\ \left.\mathbf{u}\right|_{+}-\left.\mathbf{u}\right|_{-}=0 & \text { on } \partial D \\ \left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{+}-\left.\frac{\partial \mathbf{u}}{\partial \tilde{\nu}}\right|_{-}=0 & \text { on } \partial D\end{cases}
$$

satisfying the radiation condition. By the uniqueness of a solution to this transmission problem, see for instance [306, Chapter 3], we have $\mathbf{u}=0$. From the assumption on $\omega$, we conclude that $\mathbf{f}=\mathbf{g}=0$. This completes the proof.

For transmission problems such as 2.395, the following representation formula holds.

Theorem 2.125. Let $\Im \omega \geq 0$. Suppose that $\omega^{2}$ is not a Dirichlet eigenvalue for $-\mathcal{L}^{\lambda, \mu}$ on $D$. Let $\mathbf{u}$ be a solution of 2.395) and $\mathbf{f}:=\left.\mathbf{u}\right|_{\partial \Omega}$. Define

$$
\begin{equation*}
\mathbf{H}(x):=\mathcal{D}_{\Omega}^{\omega}[\mathbf{f}](x)-\mathcal{S}_{\Omega}^{\omega}[\mathbf{g}](x), \quad x \in \mathbb{R}^{d} \backslash \partial \Omega \tag{2.396}
\end{equation*}
$$

Then $\mathbf{u}$ can be represented as

$$
\mathbf{u}(x)= \begin{cases}\mathbf{H}(x)+\mathcal{S}_{D}^{\omega}[\psi](x), & x \in \Omega \backslash \bar{D}  \tag{2.397}\\ \tilde{\mathcal{S}}_{D}^{\omega}[\phi](x), & x \in D\end{cases}
$$

where the pair $(\phi, \psi) \in L^{2}(\partial D)^{d} \times L^{2}(\partial D)^{d}$ is the unique solution of

$$
\left\{\begin{array}{l}
\tilde{\mathcal{S}}_{D}^{\omega}[\phi]-\mathcal{S}_{D}^{\omega}[\psi]=\left.\mathbf{H}\right|_{\partial D},  \tag{2.398}\\
\frac{\partial}{\partial \tilde{\nu}} \tilde{\mathcal{S}}_{D}^{\omega}[\phi]-\frac{\partial}{\partial \nu} \mathcal{S}_{D}^{\omega}[\psi]=\left.\frac{\partial \mathbf{H}}{\partial \nu}\right|_{\partial D}
\end{array}\right.
$$

Moreover, we have

$$
\begin{equation*}
\mathbf{H}(x)+\mathcal{S}_{D}^{\omega}[\psi](x)=0, \quad x \in \mathbb{R}^{d} \backslash \bar{\Omega} \tag{2.399}
\end{equation*}
$$

Proof. We consider the following two-phase transmission problem:

$$
\begin{cases}\mathcal{L}^{\lambda, \mu} \mathbf{v}+\omega^{2} \mathbf{v}=0 & \text { in }(\Omega \backslash \bar{D}) \bigcup\left(\mathbb{R}^{d} \backslash \bar{\Omega}\right),  \tag{2.400}\\ \mathcal{L}^{\tilde{\lambda}, \tilde{\mu}} \mathbf{v}+\omega^{2} \mathbf{v}=0 & \text { in } D, \\ \left.\mathbf{v}\right|_{-}-\left.\mathbf{v}\right|_{+}=\mathbf{f},\left.\frac{\partial \mathbf{v}}{\partial \nu}\right|_{-}-\left.\frac{\partial \mathbf{v}}{\partial \nu}\right|_{+}=\mathbf{g} & \text { on } \partial \Omega, \\ \left.\mathbf{v}\right|_{-}-\left.\mathbf{v}\right|_{+}=0,\left.\frac{\partial \mathbf{v}}{\partial \tilde{\nu}}\right|_{-}-\left.\frac{\partial \mathbf{v}}{\partial \nu}\right|_{+}=0 & \text { on } \partial D,\end{cases}
$$

with the radiation condition. This problem has a unique solution. See 306, Chapter 3]. It is easily checked that both $\mathbf{v}$ and $\tilde{\mathbf{v}}$ defined by

$$
\mathbf{v}(x)= \begin{cases}\mathbf{u}(x), & x \in \Omega \\ 0, & x \in \mathbb{R}^{d} \backslash \bar{\Omega}\end{cases}
$$

and

$$
\tilde{\mathbf{v}}(x)= \begin{cases}\mathbf{H}(x)+\mathcal{S}_{D}^{\omega}[\psi](x), & x \in \mathbb{R}^{d} \backslash(\bar{D} \cup \partial \Omega), \\ \tilde{\mathcal{S}}_{D}^{\omega}[\phi](x), & x \in D,\end{cases}
$$

are solutions to 2.400 . Hence $\mathbf{v}=\tilde{\mathbf{v}}$, which concludes the proof of the theorem.
2.15.5. Eigenvalue Characterization. Let $\kappa$ be an eigenvalue of $-\mathcal{L}^{\lambda, \mu}$ in $\Omega$ with the Neumann condition on $\partial \Omega$ and let $\mathbf{u}$ denote an eigenfunction associated with $\kappa$; i.e.,

$$
\begin{cases}\mathcal{L}^{\lambda, \mu} \mathbf{u}+\kappa \mathbf{u}=0 & \text { in } \Omega  \tag{2.401}\\ \frac{\partial \mathbf{u}}{\partial \nu}=0 & \text { on } \partial \Omega\end{cases}
$$

We note that since $-\mathcal{L}^{\lambda, \mu}$ is elliptic, it has discrete eigenvalues of finite multiplicities. The following proposition from [306, Chapter 7] is of importance to us.

Proposition 2.126 (Eigenvalue characterization). The necessary and sufficient condition for 2.401) to have a nontrivial solution is that $\kappa$ is nonnegative and $\sqrt{\kappa}$ coincides with one of the characteristic values of $(1 / 2) I-\mathcal{K}_{\Omega}^{\omega}$. If $\kappa=\omega_{0}^{2}$ is an eigenvalue of (2.401) with multiplicity m, then $\left((1 / 2) I-\mathcal{K}_{\Omega}^{\omega_{0}}\right)[\phi]=0$ has $m$ linearly independent solutions. Moreover, for every eigenvalue $\kappa>0, \sqrt{\kappa}$ is a simple pole of the operator-valued function $\omega \mapsto\left((1 / 2) I-\mathcal{K}_{\Omega}^{\omega}\right)^{-1}$.
2.15.6. Neumann Function. Let $0 \leq \kappa_{1} \leq \kappa_{2} \leq \ldots$ be the eigenvalues of $-\mathcal{L}^{\lambda, \mu}$ in $\Omega$ with the Neumann condition on $\partial \Omega$. For $\omega \notin\left\{\sqrt{\kappa_{j}}\right\}_{j \geq 1}$, let $\mathbf{N}_{\Omega}^{\omega}(x, z)$ be the Neumann function for $\mathcal{L}^{\lambda, \mu}+\omega^{2}$ in $\Omega$ corresponding to a Dirac mass at $z$. That is, $\mathbf{N}_{\Omega}^{\omega}$ is the solution to

$$
\begin{cases}\left(\mathcal{L}^{\lambda, \mu}+\omega^{2}\right) \mathbf{N}_{\Omega}^{\omega}(x, z)=-\delta_{z}(x) \mathbf{I}, & x \in \Omega  \tag{2.402}\\ \frac{\partial \mathbf{N}_{\Omega}^{\omega}}{\partial \nu}(x, z)=0, & x \in \partial \Omega\end{cases}
$$

Then the following relation, which can be proved similarly to 2.183 , holds (see (44]):

$$
\begin{equation*}
\left(-\frac{1}{2} \mathbf{I}+\mathcal{K}_{\Omega}^{\omega}\right)\left[\mathbf{N}_{\Omega}^{\omega}(\cdot, z)\right](x)=\boldsymbol{\Gamma}^{\omega}(x, z), \quad x \in \partial \Omega, z \in \Omega \tag{2.403}
\end{equation*}
$$

Let $\left(\mathbf{u}_{j}\right)_{j \geq 1}$ denote the set of orthogonal eigenfunctions associated with $\left(\kappa_{j}\right)_{j \geq 1}$, with $\left\|\mathbf{u}_{j}\right\|_{L^{2}(\Omega)}=1$. Then we have the following spectral decomposition:

$$
\begin{equation*}
\mathbf{N}_{\Omega}^{\omega}(x, z)=\sum_{j=1}^{+\infty} \frac{\mathbf{u}_{j}(x) \mathbf{u}_{j}(z)^{t}}{\kappa_{j}-\omega^{2}} \tag{2.404}
\end{equation*}
$$

Here we regard $\mathbf{u}_{j}$ as a column vector, and hence $\mathbf{u}_{j}(x) \mathbf{u}_{j}(z)^{t}$ is a $d \times d$ matrixvalued function. We refer the reader to $[413$ for a proof of 2.404).
2.15.7. Dirichlet Function. Now we turn to the properties of the Dirichlet function. Let $0 \leq \tau_{1} \leq \tau_{2} \leq \ldots$ be the eigenvalues of $-\mathcal{L}^{\lambda, \mu}$ in $\Omega$ with the Dirichlet condition on $\partial \Omega$. For $\omega \notin\left\{\sqrt{\tau_{j}}\right\}_{j \geq 1}$, let $\mathbf{G}_{\Omega}^{\omega}(x, z)$ be the Dirichlet function for $\mathcal{L}^{\lambda, \mu}+\omega^{2}$ in $\Omega$ corresponding to a Dirac mass at $z$. That is, for $z \in \Omega, \mathbf{G}_{\Omega}^{\omega}(\cdot, z)$ is the matrix-valued solution to

$$
\begin{cases}\left(\mathcal{L}^{\lambda, \mu}+\omega^{2}\right) \mathbf{G}_{\Omega}^{\omega}(x, z)=-\delta_{z}(x) \mathbf{I}, & x \in \Omega  \tag{2.405}\\ \mathbf{G}_{\Omega}^{\omega}(x, z)=0, & x \in \partial \Omega\end{cases}
$$

Then for any $x \in \partial \Omega$, and $z \in \Omega$ we can prove in the same way as 2.403 that

$$
\begin{equation*}
\left(\frac{1}{2} \mathbf{I}+\left(\mathcal{K}_{\Omega}^{\omega}\right)^{*}\right)\left[\frac{\partial \mathbf{G}_{\Omega}^{\omega}}{\partial \nu}(\cdot, z)\right](x)=-\frac{\partial \boldsymbol{\Gamma}^{\omega}}{\partial \nu}(x, z) \tag{2.406}
\end{equation*}
$$

Moreover, we mention the following important properties of $\mathbf{G}_{\Omega}^{\omega}$ :
(i) Let $\left(\mathbf{v}_{j}\right)_{j \geq 1}$ denote the set of orthogonal eigenvectors associated with $\left(\tau_{j}\right)_{j \geq 1}$, with $\left\|\mathbf{v}_{j}\right\|_{L^{2}(\Omega)}=1$. Then we have the following spectral decomposition:

$$
\begin{equation*}
\mathbf{G}_{\Omega}^{\omega}(x, z)=\sum_{j=1}^{+\infty} \frac{\mathbf{v}_{j}(x) \mathbf{v}_{j}(z)^{t}}{\tau_{j}-\omega^{2}} \tag{2.407}
\end{equation*}
$$

(ii) For $x \in \partial \Omega, z \in \Omega, y \in \partial B$, and $\epsilon \rightarrow 0$,

$$
\begin{equation*}
\mathbf{G}_{\Omega}^{\omega}(x, \epsilon y+z)=\sum_{|\beta|=0}^{+\infty} \frac{1}{\beta!} \epsilon^{|\beta|} \partial_{z}^{\beta} \mathbf{G}_{\Omega}^{\omega}(x, z) y^{\beta} \tag{2.408}
\end{equation*}
$$

2.15.8. Neumann-Poincaré Operator. The Neumann-Poincaré operator for the Lamé system $\mathcal{K}_{\Omega}^{0}$ is defined by 2.382 for $\omega=0$. It is connected to $\mathcal{L}^{\lambda, \mu}$ in the following way. The Dirichlet boundary value problem for the Lamé system

$$
\begin{cases}\mathcal{L}^{\lambda, \mu} \mathbf{u}=0 & \text { in } \Omega  \tag{2.409}\\ \mathbf{u}=\mathbf{g} & \text { on } \partial \Omega\end{cases}
$$

can be solved by using the double layer potential $\mathbf{u}=\mathcal{D}_{\Omega}^{0}[\mathbf{f}]$ and finding the solution of the integral equation

$$
\begin{equation*}
\left(\frac{1}{2} I+\mathcal{K}_{\Omega}^{0}\right)[\mathbf{f}]=\mathbf{g} \quad \text { on } \partial \Omega \tag{2.410}
\end{equation*}
$$

In this subsection, we show that $\mathcal{K}_{\Omega}^{0}$ can be realized as a self-adjoint operator on $H^{1 / 2}(\partial \Omega)^{d}$ by introducing a new inner product in a way parallel to the case of the Laplace operator. But, there is a significant difference between NeumannPoincaré operators for the Laplace operator and the Lamé operator. The NeumannPoincaré operator for the Lamé operator is not compact even if the domain has a
smooth boundary, which means that we cannot infer directly that the NeumannPoincaré operator has point spectrum (eigenvalues). However, it can be shown that the elasto-static Neumann-Poincaré operator on planar domains with $\mathcal{C}^{1, \eta}, \eta>0$, boundaries has only point spectrum. In fact, for $d=2$, one can show that on such domains 85

$$
\begin{equation*}
\left(\mathcal{K}_{\Omega}^{0}\right)^{2}-\left(\frac{\mu}{2(2 \mu+\lambda)}\right)^{2} I \text { is compact. } \tag{2.411}
\end{equation*}
$$

As an immediate consequence of 2.411, it follows that the spectrum of $\mathcal{K}_{\Omega}^{0}$ consists of eigenvalues which accumulate at $\pm \mu /(2(2 \mu+\lambda))$. We then explicitly compute eigenvalues of $\mathcal{K}_{\Omega}^{0}$ on disks and ellipses. It turns out that $\pm \mu /(2(2 \mu+\lambda))$ are eigenvalues of infinite multiplicities (there are two other eigenvalues of finite multiplicities) on disks, while on ellipses $\pm \mu /(2(2 \mu+\lambda))$ are accumulation points of eigenvalues, but not eigenvalues, and the rates of convergence to $\pm \mu /(2(2 \mu+\lambda))$ are exponential.

Let

$$
\begin{equation*}
\mathcal{H}_{\Psi}^{*}(\partial \Omega):=\left\{\mathbf{f} \in H^{-1 / 2}(\partial \Omega)^{d}:\langle\psi, \mathbf{f}\rangle_{1 / 2,-1 / 2}=0 \text { for all } \psi \in \Psi\right\} \tag{2.412}
\end{equation*}
$$

where $\Psi$ is defined by 2.383 ).
The following lemma collects some facts to be used in the sequel, proofs of which can be found in $169,187,1356$.

Lemma 2.127. (i) $\mathcal{K}_{\Omega}^{0}$ is bounded on $H^{1 / 2}(\partial \Omega)^{d}$, and $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is on $H^{-1 / 2}(\partial \Omega)^{d}$.
(ii) The spectrum of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ on $H^{-1 / 2}(\partial \Omega)^{d}$ lies in $(-1 / 2,1 / 2]$.
(iii) $(1 / 2) I-\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is invertible on $\mathcal{H}_{\Psi}^{*}(\partial \Omega)$.
(iv) $\mathcal{S}_{\Omega}^{0}$ as an operator defined on $\partial \Omega$ is bounded from $H^{-1 / 2}(\partial \Omega)^{d}$ into $H^{1 / 2}(\partial \Omega)^{d}$.
(v) $\mathcal{S}_{\Omega}^{0}: H^{-1 / 2}(\partial \Omega)^{d} \rightarrow H^{1 / 2}(\partial \Omega)^{d}$ is invertible in three dimensions.

In two dimensions $\mathcal{S}_{\Omega}^{0}$ may not be invertible. In fact, there is a bounded domain $\partial \Omega$ on which $\mathcal{S}_{\Omega}^{0}[\varphi]=0$ on $\partial \Omega$ for some $\varphi \neq 0$.

LEMMA 2.128. $\Psi$ is the eigenspace of $\mathcal{K}_{\Omega}^{0}$ on $H^{1 / 2}(\partial \Omega)^{d}$ corresponding to $1 / 2$.
Proof. Let $\mathbf{f} \in \Psi$. Then $\mathbf{f}=\left.\mathbf{v}\right|_{\partial \Omega}$ where $\mathbf{v}$ satisfies $\mathcal{L}^{\lambda, \mu} \mathbf{v}=0$ in $\Omega$ and $\partial \mathbf{v} / \partial \nu=0$ on $\partial \Omega$. So, we have for $x \in \mathbb{R}^{d} \backslash \bar{\Omega}$

$$
\begin{aligned}
\mathcal{D}_{\Omega}^{0}[\mathbf{f}](x) & =\int_{\partial \Omega} \frac{\partial \boldsymbol{\Gamma}^{0}}{\partial \nu(y)}(x-y) \mathbf{f}(y) d \sigma(y) \\
& =\int_{\partial \Omega}\left[\frac{\partial \boldsymbol{\Gamma}^{0}}{\partial \nu(y)}(x-y) \mathbf{v}(y)-\boldsymbol{\Gamma}^{0}(x-y) \frac{\partial \mathbf{v}}{\partial \nu(y)}\right] d \sigma(y)=0
\end{aligned}
$$

So we infer from 2.381 that

$$
\begin{equation*}
\mathcal{K}_{\Omega}^{0}[\mathbf{f}]=\frac{1}{2} \mathbf{f} \tag{2.413}
\end{equation*}
$$

Conversely, if 2.413 holds, then we have from 2.381 that $\left.\mathcal{D}_{\Omega}^{0}[\mathbf{f}]\right|_{-}=\mathbf{f}$ and $\mathcal{D}_{\Omega}^{0}[\mathbf{f}](x)=0$ for $x \in \mathbb{R}^{d} \backslash \bar{\Omega}$. So $\partial \mathcal{D}_{\Omega}^{0}[\mathbf{f}] /\left.\partial \nu\right|_{-}=\partial \mathcal{D}_{\Omega}^{0}[\mathbf{f}] /\left.\partial \nu\right|_{+}=0$. It implies that $\mathbf{f} \in \Psi$. This completes the proof.

Let $N_{d}:=\frac{d(d+1)}{2}$, which is the dimension of $\Psi$. Let $\left\{\mathbf{f}^{(j)}\right\}_{j=1}^{N_{d}}$ be a basis of $\Psi$ such that

$$
\begin{equation*}
\left\langle\mathbf{f}^{(i)}, \mathbf{f}^{(j)}\right\rangle_{1 / 2,-1 / 2}=\delta_{i j} \tag{2.414}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker's delta. Since $\partial \mathcal{S}_{\Omega}^{0}\left[\mathbf{f}^{(j)}\right] /\left.\partial \nu\right|_{-} \in \mathcal{H}_{\Psi}^{*}$ and $1 / 2 I-\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is invertible on $\mathcal{H}_{\Psi}^{*}$, there is a unique $\widetilde{\varphi}^{(j)} \in \mathcal{H}_{\Psi}^{*}$ such that

$$
\left(\frac{1}{2} I-\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)\left[\widetilde{\varphi}^{(j)}\right]=\left.\frac{\partial}{\partial \nu} \mathcal{S}_{\Omega}^{0}\left[\mathbf{f}^{(j)}\right]\right|_{-}=\left(-\frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)\left[\mathbf{f}^{(j)}\right]
$$

Define $\varphi^{(j)}:=\widetilde{\varphi}^{(j)}+\mathbf{f}^{(j)}$. Then, we have

$$
\begin{equation*}
\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\left[\varphi^{(j)}\right]=\frac{1}{2} \varphi^{(j)} \tag{2.415}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\left\langle\mathbf{f}^{(i)}, \varphi^{(j)}\right\rangle_{1 / 2,-1 / 2}=\left\langle\mathbf{f}^{(i)}, \widetilde{\varphi}^{(j)}\right\rangle_{1 / 2,-1 / 2}+\left\langle\mathbf{f}^{(i)}, \mathbf{f}^{(j)}\right\rangle_{1 / 2,-1 / 2}=\delta_{i j} \tag{2.416}
\end{equation*}
$$

which, in particular, implies that the $\varphi^{(j)}$ 's are linearly independent.
Let

$$
\begin{equation*}
W:=\operatorname{span}\left\{\varphi^{(1)}, \ldots, \varphi^{\left(N_{d}\right)}\right\} \tag{2.417}
\end{equation*}
$$

and let

$$
\begin{equation*}
\mathcal{H}_{W}:=\left\{\mathbf{f} \in H^{1 / 2}(\partial \Omega)^{d}:\langle\mathbf{f}, \varphi\rangle_{1 / 2,-1 / 2}=0 \text { for all } \varphi \in W\right\} \tag{2.418}
\end{equation*}
$$

Lemma 2.129. The following results hold.
(i) Each $\varphi \in H^{-1 / 2}(\partial \Omega)^{d}$ is uniquely decomposed as

$$
\begin{equation*}
\varphi=\varphi^{\prime}+\varphi^{\prime \prime}:=\varphi^{\prime}+\sum_{j=1}^{N_{d}}\left\langle\mathbf{f}^{(j)}, \varphi\right\rangle_{1 / 2,-1 / 2} \varphi^{(j)} \tag{2.419}
\end{equation*}
$$

and $\varphi^{\prime} \in \mathcal{H}_{\Psi}^{*}$.
(ii) Each $\mathbf{f} \in H^{1 / 2}(\partial \Omega)^{d}$ is uniquely decomposed as

$$
\begin{equation*}
\mathbf{f}=\mathbf{f}^{\prime}+\mathbf{f}^{\prime \prime}:=\mathbf{f}^{\prime}+\sum_{j=1}^{N_{d}}\left\langle\mathbf{f}, \varphi^{(j)}\right\rangle_{1 / 2,-1 / 2} \mathbf{f}^{(j)} \tag{2.420}
\end{equation*}
$$

and $\mathbf{f}^{\prime} \in \mathcal{H}_{W}$.
(iii) $\mathcal{S}_{\Omega}^{0}$ maps $W$ into $\Psi$, and $\mathcal{H}_{\Psi}^{*}$ into $\mathcal{H}_{W}$.
(iv) $W$ is the eigenspace of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ corresponding to the eigenvalue $1 / 2$.

Proof. For $\varphi \in H^{-1 / 2}(\partial \Omega)^{d}$, and let $\varphi^{\prime \prime}$ be as in 2.419. Then, one can immediately see from 2.416 that $\left\langle\mathbf{f}^{(j)}, \varphi^{\prime}\right\rangle_{1 / 2,-1 / 2}=0$ for all $j$, and hence $\varphi^{\prime} \in \mathcal{H}_{\Psi}^{*}$. Uniqueness of the decomposition can be proved easily. (ii) can be proved similarly.

Thanks to 2.415 we have $\partial \mathcal{S}_{\Omega}^{0}\left[\varphi^{(j)}\right] /\left.\partial \nu\right|_{-}=0$, and so $\left.\mathcal{S}_{\Omega}^{0}\left[\varphi^{(j)}\right]\right|_{\partial \Omega} \in \Psi$. If $\varphi \in \mathcal{H}_{\Psi}^{*}$, then

$$
\left\langle\mathcal{S}_{\Omega}^{0}[\varphi], \varphi^{(j)}\right\rangle_{1 / 2,-1 / 2}=\left\langle\mathcal{S}_{\Omega}^{0}\left[\varphi^{(j)}\right], \varphi\right\rangle_{1 / 2,-1 / 2}=0
$$

for all $j$. So, $\mathcal{S}_{\Omega}^{0}$ maps $\mathcal{H}_{\Psi}^{*}$ into $\mathcal{H}_{W}$. This proves (iii).
Suppose that $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[\varphi]=1 / 2 \varphi$ and that $\varphi$ admits the decomposition 2.419. Then $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\left[\varphi^{\prime}\right]=1 / 2 \varphi^{\prime}$. So we have from (iii) that $\mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right] \in \Psi$, and hence $\left\langle\mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right], \varphi^{\prime}\right\rangle_{1 / 2,-1 / 2}=0$. Since $\int_{\partial \Omega} \varphi^{\prime} d \sigma=0$, we have from 2.380
$-\left\langle\mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right], \varphi^{\prime}\right\rangle_{1 / 2,-1 / 2}=\left\langle\mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right],\left.\frac{\partial}{\partial \nu} \mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right]\right|_{-}\right\rangle_{1 / 2,-1 / 2}-\left\langle\mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right],\left.\frac{\partial}{\partial \nu} \mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right]\right|_{+}\right\rangle_{1 / 2,-1 / 2}$

$$
\begin{equation*}
=\int_{\Omega} \mathbb{C} \nabla^{s} \mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right]: \nabla^{s} \mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right] d x+\int_{\mathbb{R}^{d} \backslash \bar{\Omega}} \mathbb{C} \nabla^{s} \mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right]: \nabla^{s} \mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right] d x \tag{2.421}
\end{equation*}
$$

where $\mathbb{C}$ defined by 2.371 is the elasticity tensor associated with $(\lambda, \mu)$ and $A$ : $B=\sum_{i, j=1}^{d} a_{i j} b_{i j}$ for matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$. So $\mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right] \in \Psi$. Thus we have $\varphi^{\prime}=\left.\frac{\partial}{\partial \nu} \mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right]\right|_{+}-\left.\frac{\partial}{\partial \nu} \mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right]\right|_{-}=0$, and hence $\varphi \in W$. Thus (iv) is proved. This completes the proof.
2.15.9. Symmetrization of the Neumann-Poincaré Operator. In this subsection we introduce a new inner product on $H^{-1 / 2}(\partial \Omega)^{d}$ (and $\left.H^{1 / 2}(\partial \Omega)^{d}\right)$ which makes the Neumann-Poincaré operator operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ self-adjoint.

In three dimensions, $\mathcal{S}_{\Omega}^{0}[\varphi](x)=O\left(|x|^{-1}\right)$ as $|x| \rightarrow \infty$. Using this fact, one can show that $-\mathcal{S}_{\Omega}^{0}$ is positive-definite. In fact, similarly to 2.421 we obtain
$-\left\langle\mathcal{S}_{\Omega}^{0}[\varphi], \varphi\right\rangle_{1 / 2,-1 / 2}=\int_{\Omega} \mathbb{C} \nabla^{s} \mathcal{S}_{\Omega}^{0}[\varphi]: \nabla^{s} \mathcal{S}_{\Omega}^{0}[\varphi] d x+\int_{\mathbb{R}^{3} \backslash \bar{\Omega}} \mathbb{C} \nabla^{s} \mathcal{S}_{\Omega}^{0}[\varphi]: \nabla^{s} \mathcal{S}_{\Omega}^{0}[\varphi] d x \geq 0$.
If $\left\langle\mathcal{S}_{\Omega}^{0}[\boldsymbol{\varphi}], \varphi\right\rangle_{1 / 2,-1 / 2}=0$, then $\mathcal{S}_{\Omega}^{0}[\boldsymbol{\varphi}]$ belongs to $\Psi$. Thus we have $\boldsymbol{\varphi}=\partial \mathcal{S}_{\Omega}^{0}[\boldsymbol{\varphi}] /\left.\partial \nu\right|_{+}-$ $\partial \mathcal{S}_{\Omega}^{0}[\boldsymbol{\varphi}] /\left.\partial \nu\right|_{-}=0$. So, if we define

$$
\begin{equation*}
\langle\boldsymbol{\varphi}, \boldsymbol{\psi}\rangle_{\mathcal{H}^{*}}:=-\left\langle\mathcal{S}_{\Omega}^{0}[\boldsymbol{\varphi}], \boldsymbol{\varphi}\right\rangle_{1 / 2,-1 / 2} \tag{2.423}
\end{equation*}
$$

it is an inner product on $H^{-1 / 2}(\partial \Omega)^{3}$.
In two dimensions, the same argument shows that $-\mathcal{S}_{\Omega}^{0}$ is positive-definite on $\mathcal{H}_{\Psi}^{*}$. In fact, if $\boldsymbol{\varphi} \in \mathcal{H}_{\Psi}^{*}$, then $\mathcal{S}_{\Omega}^{0}[\boldsymbol{\varphi}](x)=O\left(|x|^{-1}\right)$ as $|x| \rightarrow \infty$, and hence we can apply the same argument as in three dimensions. However, $-\mathcal{S}_{\Omega}^{0}$ may fail to be positive on $W$ : if $\Omega$ is the disk of radius $r$ (centered at 0 ), then we have

$$
\begin{equation*}
\mathcal{S}_{\Omega}^{0}[\mathbf{c}](x)=\left[\alpha_{1} r \ln r-\frac{\alpha_{2} r}{2}\right] \mathbf{c} \quad \text { for } x \in \Omega \tag{2.424}
\end{equation*}
$$

for any constant vector $\mathbf{c}=\left(c_{1}, c_{2}\right)^{t}$. It shows that $-\mathcal{S}_{\Omega}^{0}$ can be positive or negative depending on $r$. To see 2.424 , we note that

$$
\begin{aligned}
\mathcal{S}_{\Omega}^{0}[\mathbf{c}]_{i}(x) & =\frac{\alpha_{1} c_{i}}{2 \pi} \int_{\partial \Omega} \ln |x-y| d \sigma(y)-\frac{\alpha_{2}}{2 \pi} \sum_{j=1}^{2} c_{j} \int_{\partial \Omega} \frac{(x-y)_{i}(x-y)_{j}}{|x-y|^{2}} d \sigma(y) \\
& =\alpha_{1} c_{i} \mathcal{S}[1](x)-\alpha_{2}\left(x_{i} \mathbf{c} \cdot \nabla \mathcal{S}[1](x)-\mathbf{c} \cdot \nabla \mathcal{S}\left[y_{i}\right](x)\right),
\end{aligned}
$$

where $\mathcal{S}$ is the electro-static single layer potential, namely,

$$
\begin{equation*}
\mathcal{S}[f](x)=\frac{1}{2 \pi} \int_{\partial \Omega} \ln |x-y| f(y) d \sigma(y) \tag{2.425}
\end{equation*}
$$

It is known (see [31]) that $\mathcal{S}[1](x)=r \ln r$ and $\mathcal{S}\left[y_{i}\right](x)=-\frac{r x_{i}}{2}$ for $x \in \Omega$. So we have (2.424).

We introduce a variance of $\mathcal{S}_{\Omega}^{0}$ in two dimensions. For $\varphi \in H^{-1 / 2}(\partial \Omega)^{2}$, define using the decomposition 2.419

$$
\begin{equation*}
\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\varphi}]:=\mathcal{S}_{\Omega}^{0}\left[\boldsymbol{\varphi}^{\prime}\right]+\sum_{j=1}^{3}\left\langle\mathbf{f}^{(j)}, \boldsymbol{\varphi}\right\rangle_{1 / 2,-1 / 2} \mathbf{f}^{(j)} \tag{2.426}
\end{equation*}
$$

We emphasize that $\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\varphi}]=\mathcal{S}_{\Omega}^{0}[\boldsymbol{\varphi}]$ for all $\boldsymbol{\varphi} \in \mathcal{H}_{\Psi}^{*}$ and $\widetilde{\mathcal{S}}_{\Omega}^{0}\left[\boldsymbol{\varphi}^{(j)}\right]=\mathbf{f}^{(j)}, j=1,2,3$. In view of 2.416 and Lemma 2.129 (iii), we have

$$
\begin{equation*}
-\left\langle\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\varphi}], \boldsymbol{\varphi}\right\rangle_{1 / 2,-1 / 2}=-\left\langle\mathcal{S}_{\Omega}^{0}\left[\boldsymbol{\varphi}^{\prime}\right], \boldsymbol{\varphi}^{\prime}\right\rangle_{1 / 2,-1 / 2}+\sum_{j=1}^{3}\left|\left\langle\mathbf{f}^{(j)}, \boldsymbol{\varphi}\right\rangle_{1 / 2,-1 / 2}\right|^{2} \tag{2.427}
\end{equation*}
$$

So, $-\widetilde{\mathcal{S}}_{\Omega}^{0}$ is positive-definite on $H^{-1 / 2}(\partial \Omega)^{2}$. In fact, since $-\left\langle\mathcal{S}_{\Omega}^{0}\left[\varphi^{\prime}\right], \varphi^{\prime}\right\rangle_{1 / 2,-1 / 2} \geq$ 0 , we have $-\left\langle\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\varphi}], \varphi\right\rangle_{1 / 2,-1 / 2} \geq 0$. If $-\left\langle\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\varphi}], \varphi\right\rangle_{1 / 2,-1 / 2}=0$, then $-\left\langle\mathcal{S}_{\Omega}^{0}\left[\boldsymbol{\varphi}^{\prime}\right], \boldsymbol{\varphi}^{\prime}\right\rangle_{1 / 2,-1 / 2}=$ 0 and $\sum_{j=1}^{3}\left|\left\langle\mathbf{f}^{(j)}, \boldsymbol{\varphi}\right\rangle_{1 / 2,-1 / 2}\right|^{2}=0$. So, $\boldsymbol{\varphi}^{\prime}=0$ and $\left\langle\mathbf{f}^{(j)}, \boldsymbol{\varphi}\right\rangle_{1 / 2,-1 / 2}=0$ for all $j$, and hence $\varphi=0$.

Let us also denote $\mathcal{S}_{\Omega}^{0}$ in three dimensions by $\widetilde{\mathcal{S}}_{\Omega}^{0}$ for convenience. Define

$$
\begin{equation*}
\langle\boldsymbol{\varphi}, \boldsymbol{\psi}\rangle_{\mathcal{H}^{*}}:=-\left\langle\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\psi}], \boldsymbol{\varphi}\right\rangle_{1 / 2,-1 / 2}, \quad \boldsymbol{\varphi}, \boldsymbol{\psi} \in H^{-1 / 2}(\partial \Omega)^{d} \tag{2.428}
\end{equation*}
$$

Proposition 2.130. $\langle\cdot, \cdot\rangle_{\mathcal{H}^{*}}$ is an inner product on $H^{-1 / 2}(\partial \Omega)^{d}$. The norm induced by $\langle\cdot, \cdot\rangle_{\mathcal{H}^{*}}$, denoted by $\|\cdot\|_{*}$, is equivalent to the $H^{-1 / 2}$-norm.

Proof. Positive-definiteness of $-\widetilde{\mathcal{S}}_{\Omega}^{0}$ implies that $\widetilde{\mathcal{S}}_{\Omega}^{0}: H^{-1 / 2}(\partial \Omega)^{d} \rightarrow H^{1 / 2}(\partial \Omega)^{d}$ is bijective. So, we have

$$
\|\boldsymbol{\varphi}\|_{-1 / 2} \approx\left\|\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\varphi}]\right\|_{1 / 2}
$$

Here and throughout this chapter $A \lesssim B$ means that there is a constant $C$ such that $A \leq C B$, and $A \approx B$ means $A \lesssim B$ and $B \lesssim A$. It then follows from the definition (2.428) that

$$
\left|\langle\boldsymbol{\varphi}, \boldsymbol{\varphi}\rangle_{\mathcal{H}^{*}}\right| \leq\|\boldsymbol{\varphi}\|_{H^{-1 / 2}}\left\|\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\varphi}]\right\|_{1 / 2} \lesssim\|\boldsymbol{\varphi}\|_{H^{-1 / 2}}^{2}
$$

We have from the Cauchy Schwarz inequality

$$
\left|\left\langle\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\psi}], \boldsymbol{\varphi}\right\rangle_{1 / 2,-1 / 2}\right|=\left|\langle\boldsymbol{\varphi}, \boldsymbol{\psi}\rangle_{\mathcal{H}^{*}}\right| \leq\|\boldsymbol{\varphi}\|_{\mathcal{H}^{*}}\|\boldsymbol{\psi}\|_{\mathcal{H}^{*}} \lesssim\|\boldsymbol{\varphi}\|_{\mathcal{H}^{*}}\left\|\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\psi}]\right\|_{H^{1 / 2}}
$$

So we have

$$
\|\boldsymbol{\varphi}\|_{-1 / 2}=\sup _{\boldsymbol{\psi} \neq 0} \frac{\left|\left\langle\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\psi}], \boldsymbol{\varphi}\right\rangle_{1 / 2,-1 / 2}\right|}{\left\|\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\psi}]\right\|_{1 / 2}} \lesssim\|\boldsymbol{\varphi}\|_{*}
$$

This completes the proof.
We may define a new inner product on $H^{1 / 2}(\partial \Omega)^{d}$ by
$\langle\mathbf{f}, \mathbf{g}\rangle_{\mathcal{H}}:=\left\langle\left(\widetilde{\mathcal{S}}_{\Omega}^{0}\right)^{-1}[\mathbf{f}],\left(\widetilde{\mathcal{S}}_{\Omega}^{0}\right)^{-1}[\mathbf{g}]\right\rangle_{\mathcal{H}^{*}}=-\left\langle\mathbf{g},\left(\widetilde{\mathcal{S}}_{\Omega}^{0}\right)^{-1}[\mathbf{f}]\right\rangle_{1 / 2,-1 / 2}, \quad \mathbf{f}, \mathbf{g} \in H^{1 / 2}(\partial \Omega)^{d}$.
Proposition 2.131. $\langle\cdot, \cdot\rangle_{\mathcal{H}}$ is an inner product on $H^{1 / 2}(\partial \Omega)^{d}$. The norm induced by $\langle\cdot, \cdot\rangle$, denoted by $\|\cdot\|_{\mathcal{H}}$, is equivalent to $\|\cdot\|_{H^{1 / 2}}$. Moreover, $\widetilde{\mathcal{S}}_{\Omega}^{0}$ is an isometry between $H^{-1 / 2}(\partial \Omega)^{d}$ and $H^{1 / 2}(\partial \Omega)^{d}$.

As for the Laplace operator, the Neumann-Poincaré operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ associated to the Lamé system can be realized as a self-adjoint operator on $H^{-1 / 2}(\partial \Omega)^{d}$ using Plemelj's symmetrization principle which states that

$$
\begin{equation*}
\mathcal{S}_{\Omega}^{0}\left(\mathcal{K}_{\Omega}^{0}\right)^{*}=\mathcal{K}_{\Omega}^{0} \mathcal{S}_{\Omega}^{0} \tag{2.430}
\end{equation*}
$$

This relation is a consequence of the Green's formula. In fact, if $\mathcal{L}^{\lambda, \mu} \mathbf{u}=0$ in $\Omega$, then we have for $x \in \mathbb{R}^{d} \backslash \bar{\Omega}$

$$
\mathcal{S}_{\Omega}^{0}\left[\left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{-}\right](x)-\mathcal{D}_{\Omega}^{0}\left[\left.\mathbf{u}\right|_{-}\right](x)=0
$$

Substituting $\mathbf{u}(x)=\mathcal{S}_{\Omega}^{0}[\boldsymbol{\varphi}](x)$ for some $\boldsymbol{\varphi} \in H^{-1 / 2}(\partial \Omega)^{d}$ into the above relation yields

$$
\mathcal{S}_{\Omega}^{0}\left(-\frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)[\boldsymbol{\varphi}](x)=\mathcal{D}_{\Omega}^{0} \mathcal{S}_{\Omega}^{0}[\boldsymbol{\varphi}](x), \quad x \in \mathbb{R}^{d} \backslash \bar{\Omega}
$$

Letting $x$ approach to $\partial \Omega$, we have from 2.381

$$
\mathcal{S}_{\Omega}^{0}\left(-\frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)[\boldsymbol{\varphi}](x)=\left(-\frac{1}{2} I+\mathcal{K}_{\Omega}^{0}\right) \mathcal{S}_{\Omega}^{0}[\boldsymbol{\varphi}](x), \quad x \in \partial \Omega
$$

So we have 2.430).
The relation 2.430 holds with $\mathcal{S}_{\Omega}^{0}$ replaced by $\widetilde{\mathcal{S}}_{\Omega}^{0}$, namely,

$$
\begin{equation*}
\widetilde{\mathcal{S}}_{\Omega}^{0}\left(\mathcal{K}_{\Omega}^{0}\right)^{*}=\mathcal{K}_{\Omega}^{0} \widetilde{\mathcal{S}}_{\Omega}^{0} \tag{2.431}
\end{equation*}
$$

In fact, if $\boldsymbol{\varphi} \in W$, then $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[\boldsymbol{\varphi}]=1 / 2 \boldsymbol{\varphi}$ and $\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\varphi}] \in \Psi$. So, we have

$$
\widetilde{\mathcal{S}}_{\Omega}^{0}\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[\boldsymbol{\varphi}]=\mathcal{K}_{\Omega}^{0} \widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\varphi}]
$$

This proves 2.431.
Proposition 2.132. The Neumann-Poincaré operators $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ and $\mathcal{K}_{\Omega}^{0}$ are selfadjoint with respect to $\langle\cdot, \cdot\rangle_{\mathcal{H} *}$ and $\langle\cdot, \cdot\rangle_{\mathcal{H}}$, respectively.

Proof. According to 2.431, we have

$$
\begin{aligned}
\left\langle\boldsymbol{\varphi},\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[\boldsymbol{\psi}]\right\rangle_{\mathcal{H}^{*}} & =-\left\langle\widetilde{\mathcal{S}}_{\Omega}^{0}\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[\boldsymbol{\psi}], \boldsymbol{\varphi}\right\rangle_{1 / 2,-1 / 2}=-\left\langle\mathcal{K}_{\Omega}^{0} \widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\psi}], \boldsymbol{\varphi}\right\rangle_{1 / 2,-1 / 2} \\
& =-\left\langle\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\psi}],\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[\boldsymbol{\varphi}]\right\rangle_{1 / 2,-1 / 2}=\left\langle\left(\mathcal{K}_{\Omega}^{0}\right)^{*}[\boldsymbol{\varphi}], \boldsymbol{\psi}\right\rangle_{\mathcal{H}^{*}}
\end{aligned}
$$

So $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is self-adjoint. That $\mathcal{K}_{\Omega}^{0}$ is self-adjoint can be proved similarly.

### 2.15.10. Spectrum of the Neumann-Poincaré Operators on Smooth

 Planar Domains. In this subsection we prove 2.411 when $\partial \Omega$ is $\mathcal{C}^{1, \eta}$ for some $\eta>0$. For that purpose we look into $\mathcal{K}_{\Omega}^{0}$ in more explicit form. The definition 2.379) and straightforward computations show that$$
\begin{equation*}
\frac{\partial}{\partial \nu(y)} \boldsymbol{\Gamma}^{0}(x-y)=\frac{\mu}{2 \mu+\lambda} \mathbf{K}_{1}(x, y)-\mathbf{K}_{2}(x, y) \tag{2.432}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{K}_{1}(x, y)=\frac{\mathbf{n}_{y}(x-y)^{t}-(x-y) \mathbf{n}_{y}^{t}}{\omega_{d}|x-y|^{d}}  \tag{2.433}\\
& \mathbf{K}_{2}(x, y)=\frac{\mu}{2 \mu+\lambda} \frac{(x-y) \cdot \mathbf{n}_{y}}{\omega_{d}|x-y|^{d}} \mathbf{I}+\frac{2(\mu+\lambda)}{2 \mu+\lambda} \frac{(x-y) \cdot \mathbf{n}_{y}}{\omega_{d}|x-y|^{d+2}}(x-y)(x-y)^{t}
\end{align*}
$$

where $\omega_{d}$ is $2 \pi$ if $d=2$ and $4 \pi$ if $d=3$, and $\mathbf{I}$ is the $d \times d$ identity matrix. Let

$$
\begin{equation*}
\mathbf{T}_{j}[\boldsymbol{\varphi}](x):=\text { p.v. } \int_{\partial \Omega} \mathbf{K}_{j}(x, y) \boldsymbol{\varphi}(y) d \sigma(y), \quad x \in \partial \Omega, j=1,2 \tag{2.435}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathcal{K}_{\Omega}^{0}=\frac{\mu}{2 \mu+\lambda} \mathbf{T}_{1}-\mathbf{T}_{2} . \tag{2.436}
\end{equation*}
$$

Note that each term of $\mathbf{K}_{2}$ has the term $(x-y) \cdot N_{y}$. Since $\partial \Omega$ is $\mathcal{C}^{1, \eta}$, we have

$$
\left|(x-y) \cdot N_{y}\right| \leq C|x-y|^{1+\eta}
$$

for some constant $C$ because of orthogonality of $x-y$ and $N_{y}$. So we have

$$
\left|\mathbf{K}_{2}(x, y)\right| \leq C|x-y|^{-d+1+\alpha} .
$$

So $\mathbf{T}_{2}$ is compact on $H^{1 / 2}(\partial \Omega)^{d}$ (see, for example, $\mathbf{2 1 7}$ ), and $\mathbf{T}_{1}$ is responsible for non-compactness of $\mathbf{K}$.

### 2.15.11. Compactness of $\left(\mathcal{K}_{\Omega}^{0}\right)^{2}-(\mu /(2(2 \mu+\lambda)))^{2} I$ and Spectrum.

Proposition 2.133. Let $\Omega$ be a bounded $\mathcal{C}^{1, \eta}$ domain in $\mathbb{R}^{2}$ for some $\eta>0$. Then $\left(\mathcal{K}_{\Omega}^{0}\right)^{2}-(\mu /(2(2 \mu+\lambda)))^{2} I$ is compact on $H^{1 / 2}(\partial \Omega)^{2}$.

Proof. In view of 2.436, it suffices to show that $\mathbf{T}_{1}^{2}-\frac{1}{4} I$ is compact.
In two dimensions we have

$$
\mathbf{K}_{1}(x, y)=\frac{1}{2 \pi|x-y|^{2}}\left[\begin{array}{cc}
0 & K(x, y) \\
-K(x, y) & 0
\end{array}\right]
$$

where

$$
K(x, y):=-n_{2}(y)\left(x_{1}-y_{1}\right)+n_{1}(y)\left(x_{2}-y_{2}\right) .
$$

Let

$$
\begin{equation*}
\mathcal{R}[\varphi](x)=\frac{1}{2 \pi} \text { p.v. } \int_{\partial \Omega} \frac{K(x, y)}{|x-y|^{2}} \varphi(y) d \sigma(y) \tag{2.437}
\end{equation*}
$$

Then we have

$$
\mathbf{T}_{1}[\boldsymbol{\varphi}]=\left[\begin{array}{c}
\mathcal{R}\left[\varphi_{2}\right]  \tag{2.438}\\
-\mathcal{R}\left[\varphi_{1}\right]
\end{array}\right] .
$$

For $x \in \partial \Omega$, set $\Omega_{\epsilon}:=\Omega \backslash B_{\epsilon}(x)$ where $B_{\epsilon}(x)$ is the disk of radius $\epsilon$ centered at $x$. For $\varphi \in H^{1 / 2}(\partial \Omega)$, let $u$ be the solution to $\Delta u=0$ in $\Omega$ with $u=\varphi$ on $\partial \Omega$. Since

$$
\nabla \times\left(\frac{x-y}{|x-y|^{2}}\right)=0, \quad x \neq y
$$

we obtain from Stokes' formula

$$
\begin{aligned}
\mathcal{R}[\varphi](x) & =\lim _{\epsilon \rightarrow 0} \frac{1}{2 \pi} \int_{\partial \Omega_{\epsilon}} \frac{-\left(x_{1}-y_{1}\right) n_{2}(y)+\left(x_{2}-y_{2}\right) n_{1}(y)}{|x-y|^{2}} \varphi(y) d \sigma(y) \\
& =\lim _{\epsilon \rightarrow 0} \frac{1}{2 \pi} \int_{\Omega_{\epsilon}} \frac{-\left(x_{1}-y_{1}\right) \partial_{2} u(y)+\left(x_{2}-y_{2}\right) \partial_{1} u(y)}{|x-y|^{2}} d y
\end{aligned}
$$

Let $v$ be a harmonic conjugate of $u$ in $\Omega$ and $\psi:=\left.v\right|_{\partial \Omega}$ so that

$$
\begin{equation*}
\psi=\mathcal{T}[\varphi] \tag{2.439}
\end{equation*}
$$

where $\mathcal{T}$ is the Hilbert transformation on $\partial \Omega$. Then we have from the divergence theorem

$$
\begin{aligned}
\mathcal{R}[\varphi](x) & =\lim _{\epsilon \rightarrow 0} \frac{1}{2 \pi} \int_{\Omega_{\epsilon}} \frac{\left(x_{1}-y_{1}\right) \partial_{1} v(y)+\left(x_{2}-y_{2}\right) \partial_{2} v(y)}{|x-y|^{2}} d y \\
& =\lim _{\epsilon \rightarrow 0} \frac{1}{2 \pi} \int_{\partial \Omega_{\epsilon}} \frac{(x-y) \cdot N_{y}}{|x-y|^{2}} \psi(y) d \sigma(y)
\end{aligned}
$$

Observe that

$$
\frac{1}{2 \pi} \int_{\partial \Omega_{\epsilon}} \frac{(x-y) \cdot N_{y}}{|x-y|^{2}} \psi(y) d \sigma(y)
$$

is the electro-static double layer potential of $y$, and $x \notin \Omega_{\epsilon}$. So by the jump formula of the the double layer potential (see [217]), we have

$$
\lim _{\epsilon \rightarrow 0} \frac{1}{2 \pi} \int_{\partial \Omega_{\epsilon}} \frac{(x-y) \cdot N_{y}}{|x-y|^{2}} \psi(y) d \sigma(y)=-\frac{1}{2} \psi(x)+\mathcal{K}[\psi](x)
$$

where

$$
\begin{equation*}
\mathcal{K}[\psi](x):=\frac{1}{2 \pi} \int_{\partial \Omega} \frac{(x-y) \cdot N_{y}}{|x-y|^{2}} \psi(y) d \sigma(y), \quad x \in \partial \Omega \tag{2.440}
\end{equation*}
$$

It is worth mentioning that $\mathcal{K}$ is the electro-static Neumann-Poincaré operator.
So far we have shown that

$$
\begin{equation*}
\mathcal{R}[\varphi]=-\frac{1}{2} \mathcal{T}[\varphi]+\mathcal{K} \mathcal{T}[\varphi] \tag{2.441}
\end{equation*}
$$

Since $\mathcal{T}$ is bounded and $\mathcal{K}$ is compact on $H^{1 / 2}(\partial \Omega)$, we have

$$
\begin{equation*}
\mathcal{R}=-\frac{1}{2} \mathcal{T}+\text { compact operator } \tag{2.442}
\end{equation*}
$$

Since $\mathcal{T}^{2}=-I$, we infer that $\mathcal{R}^{2}+\frac{1}{4} I$ is compact, and so is $\mathbf{T}_{1}^{2}-\frac{1}{4} I$. This completes the proof.

Since $\left(\mathcal{K}_{\Omega}^{0}\right)^{2}-(\mu /(2(2 \mu+\lambda)))^{2} I$ is compact and self-adjoint, it has eigenvalues converging to 0 . The proof of Proposition 2.133 shows that neither $\mathcal{K}_{\Omega}^{0}-$ $(\mu /(2(2 \mu+\lambda))) I$ nor $\mathcal{K}_{\Omega}^{0}+(\mu /(2(2 \mu+\lambda))) I$ is compact, so we obtain the following theorem.

THEOREM 2.134. Let $\Omega$ be a bounded domain in $\mathbb{R}^{2}$ with $\mathcal{C}^{1, \eta}$ boundary for some $\eta>0$.
(i) The spectrum of $\mathcal{K}_{\Omega}^{0}$ on $H^{1 / 2}(\partial \Omega)^{2}$ consists of eigenvalues accumulating at $\pm \mu /(2(2 \mu+\lambda))$, and their multiplicities are finite if they are not equal to $\mu /(2(2 \mu+\lambda))$ or $-\mu /(2(2 \mu+\lambda))$.
(ii) The spectrum of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ on $H^{-1 / 2}(\partial \Omega)^{2}$ is the same as that of $\mathcal{K}_{\Omega}^{0}$ on $H^{1 / 2}(\partial \Omega)^{2}$.
(iii) The set of linearly independent eigenfunctions of $\mathcal{K}_{\Omega}^{0}$ makes a complete orthogonal system of $H^{1 / 2}(\partial \Omega)^{2}$.
(iv) $\boldsymbol{\varphi}$ is an eigenfunction of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ on $H^{-1 / 2}(\partial \Omega)^{2}$ if and only if $\widetilde{\mathcal{S}}_{\Omega}^{0}[\boldsymbol{\varphi}]$ is an eigenfunction of $\mathcal{K}_{\Omega}^{0}$ on $H^{1 / 2}(\partial \Omega)^{2}$.
2.15.12. Spectral Expansion of the Fundamental Solution. Let $\left\{\psi_{j}\right\}$ be a complete orthonormal (with respect to the inner product $\langle\cdot, \cdot\rangle_{\mathcal{H}^{*}}$ ) system of $\mathcal{H}_{\Psi}^{*}$ consisting of eigenfunctions of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ on $\partial \Omega$ in two dimensions. Then they, together with $\varphi^{(j)}, j=1,2,3$, defined in Subsection 2.15.9, make an orthonormal system of $H^{-1 / 2}(\partial \Omega)^{d}$. Then by Theorem 2.134 (iv) $\left\{\mathcal{S}_{\Omega}^{0}\left[\psi_{j}\right]\right\}$ together with $\mathbf{f}^{(i)}$ is a complete orthonormal system of $H^{1 / 2}(\partial \Omega)^{d}$ with respect to the inner product $\langle\cdot, \cdot\rangle_{\mathcal{H}}$.

Let $\Gamma^{0}(x-y)$ be the Kelvin matrix defined in 2.376. If $x \in \mathbb{R}^{2} \backslash \bar{\Omega}$ and $y \in \partial \Omega$, then there are (column) vector-valued functions $\mathbf{a}_{j}$ and $\mathbf{b}_{i}$ such that

$$
\begin{equation*}
\boldsymbol{\Gamma}^{0}(x-y)=\sum_{j=1}^{\infty} \mathbf{a}_{j}(x) \mathcal{S}_{\Omega}^{0}\left[\psi_{j}\right](y)^{t}+\sum_{i=1}^{3} \mathbf{b}_{i}(x) \mathbf{f}^{(i)}(y)^{t} \tag{2.443}
\end{equation*}
$$

It then follows that

$$
\begin{aligned}
\int_{\partial \Omega} \boldsymbol{\Gamma}^{0}(x-y) \psi_{l}(y) d \sigma(y) & =\sum_{j=1}^{\infty} \mathbf{a}_{j}(x)\left\langle\mathcal{S}_{\Omega}^{0}\left[\psi_{j}\right], \psi_{l}\right\rangle_{1 / 2,-1 / 2}+\sum_{i=1}^{3} \mathbf{b}_{i}(x)\left\langle\mathbf{f}^{(i)}, \psi_{l}\right\rangle_{1 / 2,-1 / 2} \\
& =-\sum_{j=1}^{\infty} \mathbf{a}_{j}(x)\left\langle\psi_{j}, \psi_{l}\right\rangle_{\mathcal{H}^{*}}+\sum_{i=1}^{3} \mathbf{b}_{i}(x)\left\langle\varphi^{(i)}, \psi_{l}\right\rangle_{\mathcal{H}^{*}}=-\mathbf{a}_{l}(x)
\end{aligned}
$$

In other words, we obtain $\mathbf{a}_{l}(x)=-\mathcal{S}_{\Omega}^{0}\left[\psi_{l}\right](x)$. Likewise one can show $\mathbf{b}_{i}(x)=$ $\widetilde{\mathcal{S}}_{\Omega}^{0}\left[\varphi^{(i)}\right](x)$. So, we obtain
$\boldsymbol{\Gamma}^{0}(x-y)=-\sum_{j=1}^{\infty} \mathcal{S}_{\Omega}^{0}\left[\psi_{j}\right](x) \mathcal{S}_{\Omega}^{0}\left[\psi_{j}\right](y)^{t}+\sum_{i=1}^{3} \widetilde{\mathcal{S}}_{\Omega}^{0}\left[\varphi^{(i)}\right](x) \mathbf{f}^{(i)}(y)^{t}, \quad x \in \mathbb{R}^{2} \backslash \bar{\Omega}, y \in \partial \Omega$.
Since both sides of the above are solutions of the Lamé equation in $y$ for a fixed $x$, we obtain the following theorem from the uniqueness of the solution to the Dirichlet boundary value problem.

Theorem 2.135 (expansion in 2D). Let $\Omega$ be a bounded domain in $\mathbb{R}^{2}$ with $\mathcal{C}^{1, \eta}$ boundary for some $\eta>0$ and let $\left\{\boldsymbol{\psi}_{j}\right\}$ be a complete orthonormal system of $\mathcal{H}_{\Psi}^{*}$ consisting of eigenfunctions of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$. Let $\Gamma^{0}(x-y)$ be the Kelvin matrix of the fundamental solution to the Lamé system. It holds that
$\boldsymbol{\Gamma}^{0}(x-y)=-\sum_{j=1}^{\infty} \mathcal{S}_{\Omega}^{0}\left[\psi_{j}\right](x) \mathcal{S}_{\Omega}^{0}\left[\psi_{j}\right](y)^{t}+\sum_{i=1}^{3} \widetilde{\mathcal{S}}_{\Omega}^{0}\left[\varphi^{(i)}\right](x) \mathbf{f}^{(i)}(y)^{t}, \quad x \in \mathbb{R}^{2} \backslash \bar{\Omega}, y \in \Omega$.
In three dimensions one can prove the following theorem similarly. We emphasize that it has not been proven that the Neumann-Poincaré operator on smooth domains has a discrete spectrum.

THEOREM 2.136 (expansion in 3D). Let $\Omega$ be a bounded domain in $\mathbb{R}^{3}$. Suppose that the Neumann-Poincaré operator $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ admits eigenfunctions $\left\{\psi_{j}\right\}$ which form a complete orthonormal system of $H^{-1 / 2}(\partial \Omega)^{d}$. It holds that

$$
\begin{equation*}
\boldsymbol{\Gamma}^{0}(x-y)=-\sum_{j=1}^{\infty} \mathcal{S}_{\Omega}^{0}\left[\psi_{j}\right](x) \mathcal{S}_{\Omega}^{0}\left[\psi_{j}\right](y)^{t}, \quad x \in \mathbb{R}^{3} \backslash \bar{\Omega}, y \in \Omega \tag{2.445}
\end{equation*}
$$

Theorems 2.135 and 2.136 extend formula 2.32 to the Kelvin matrix of the fundamental solution to the Lamé system. Using explicit forms of eigenfunctions to be derived in the next subsection, one can compute in two dimensions the expansion formula on disks and ellipses explicitly.
2.15.13. Spectrum of the Neumann-Poincaré Operator on Disks and Ellipses. In this subsection we write down spectrum of the Neumann-Poincaré operator on disks and ellipses. Detailed derivation of the spectrum is presented in 85.

Suppose that $\Omega$ is a disk. The spectrum of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is as follows:

## Eigenvalues:

$$
\begin{equation*}
\frac{1}{2}, \quad-\frac{\lambda}{2(2 \mu+\lambda)}, \quad \pm \mu /(2(2 \mu+\lambda)) \tag{2.446}
\end{equation*}
$$

It is worth mentioning that the second eigenvalue above is less than $1 / 2$ in absolute value because of the strong convexity condition 2.368).

## Eigenfunctions:

(i) $1 / 2$ :

$$
\begin{equation*}
(1,0)^{t}, \quad(0,1)^{t}, \quad(y,-x)^{t} \tag{2.447}
\end{equation*}
$$

(ii) $-\frac{\lambda}{2(2 \mu+\lambda)}$ :

$$
\begin{equation*}
(x, y)^{t}, \tag{2.448}
\end{equation*}
$$

(iii) $\mu /(2(2 \mu+\lambda))$ :

$$
\left[\begin{array}{c}
\cos m \theta  \tag{2.449}\\
\sin m \theta
\end{array}\right], \quad\left[\begin{array}{c}
-\sin m \theta \\
\cos m \theta
\end{array}\right], \quad m=2,3, \ldots,
$$

(iv) $-\mu /(2(2 \mu+\lambda))$ :

$$
\left[\begin{array}{c}
\cos m \theta  \tag{2.450}\\
-\sin m \theta
\end{array}\right], \quad\left[\begin{array}{c}
\sin m \theta \\
\cos m \theta
\end{array}\right], \quad m=1,2, \ldots
$$

We emphasize that these eigenfunctions are not normalized.
We now describe eigenvalues and eigenfunctions on ellipses. Suppose that $\Omega$ is an ellipse of the form

$$
\begin{equation*}
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}<1, \quad a \geq b>0 \tag{2.451}
\end{equation*}
$$

Set $R:=\sqrt{a^{2}-b^{2}}$. Then the elliptic coordinates $(\rho, \omega)$ are defined by
(2.452) $\quad x_{1}=R \cosh \rho \cos \omega, \quad x_{2}=R \sinh \rho \sin \omega, \quad \rho \geq 0,0 \leq \omega \leq 2 \pi$,
in which the ellipse $\Omega$ is given by $\partial \Omega=\left\{(\rho, \omega): \rho=\rho_{0}\right\}$, where $\rho_{0}$ is defined to be $a=R \cosh \rho_{0}$ and $b=R \sinh \rho_{0}$. Define

$$
\begin{equation*}
h_{0}(\omega):=R \sqrt{\sinh ^{2} \rho_{0}+\sin ^{2} \omega} . \tag{2.453}
\end{equation*}
$$

To make expressions short we set

$$
\begin{equation*}
q:=(\lambda+\mu) \sinh 2 \rho_{0} \tag{2.454}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{n}^{ \pm}:=\sqrt{e^{4 n \rho_{0}} \mu^{2}+(\lambda+\mu)(\lambda+3 \mu)+n q\left( \pm 2 e^{2 n \rho_{0}} \mu+n q\right)} . \tag{2.455}
\end{equation*}
$$

The spectrum of $\left(\mathcal{K}_{\Omega}^{0}\right)^{*}$ is as follows
Eigenvalues:

$$
\begin{equation*}
\frac{1}{2}, \quad k_{j, n}, j=1, \ldots, 4 \tag{2.456}
\end{equation*}
$$

where

$$
\begin{align*}
& k_{1, n}=\frac{e^{-2 n \rho_{0}}}{2(\lambda+2 \mu)}\left(-q n+\gamma_{n}^{-}\right), \quad n \geq 1, \\
& k_{2, n}=\frac{e^{-2 n \rho_{0}}}{2(\lambda+2 \mu)}\left(q n+\gamma_{n}^{+}\right), \quad n \geq 2 \\
& k_{3, n}=\frac{e^{-2 n \rho_{0}}}{2(\lambda+2 \mu)}\left(-q n-\gamma_{n}^{-}\right), \quad n \geq 1  \tag{2.457}\\
& k_{4, n}=\frac{e^{-2 n \rho_{0}}}{2(\lambda+2 \mu)}\left(q n-\gamma_{n}^{+}\right), \quad n \geq 1 .
\end{align*}
$$

## Eigenfunctions:

(i) $1 / 2$ :

$$
\frac{1}{h_{0}(\omega)}\left[\begin{array}{l}
1  \tag{2.458}\\
0
\end{array}\right], \quad \frac{1}{h_{0}(\omega)}\left[\begin{array}{l}
0 \\
1
\end{array}\right], \quad \frac{1}{h_{0}(\omega)}\left[\begin{array}{l}
\left((\lambda+\mu) e^{-2 \rho_{0}}-(\lambda+3 \mu)\right) \sin \omega \\
\left((\lambda+\mu) e^{-2 \rho_{0}}+(\lambda+3 \mu)\right) \cos \omega
\end{array}\right]
$$

(ii) $k_{j, n}, j=1,2,3,4$ :

$$
\begin{array}{ll}
\boldsymbol{\varphi}_{1, n}=\boldsymbol{\psi}_{1, n}+\frac{p_{n}}{(\mu /(2(2 \mu+\lambda)))+k_{1, n}} \boldsymbol{\psi}_{3, n}, & n \geq 1 \\
\boldsymbol{\varphi}_{2, n}=\boldsymbol{\psi}_{2, n}+\frac{p_{n}}{(\mu /(2(2 \mu+\lambda)))+k_{2, n}} \boldsymbol{\psi}_{4, n}, & n \geq 2 \\
\boldsymbol{\varphi}_{3, n}=\frac{(\mu /(2(2 \mu+\lambda)))+k_{3, n}}{p_{n}} \boldsymbol{\psi}_{1, n}+\boldsymbol{\psi}_{3, n}, & n \geq 1  \tag{2.459}\\
\boldsymbol{\varphi}_{4, n}=\frac{(\mu /(2(2 \mu+\lambda)))+k_{4, n}}{p_{n}} \boldsymbol{\psi}_{2, n}+\boldsymbol{\psi}_{4, n}, & n \geq 1
\end{array}
$$

where

$$
\begin{equation*}
p_{n}=\left(\frac{1}{2}-(\mu /(2(2 \mu+\lambda)))\right) e^{-2 n \rho_{0}} \tag{2.460}
\end{equation*}
$$

and

$$
\begin{aligned}
& \boldsymbol{\psi}_{1, n}(\omega)=\frac{1}{h_{0}(\omega)}\left[\begin{array}{c}
\cos n \omega \\
\sin n \omega
\end{array}\right], \quad \boldsymbol{\psi}_{2, n}(\omega)=\frac{1}{h_{0}(\omega)}\left[\begin{array}{c}
-\sin n \omega \\
\cos n \omega
\end{array}\right], \\
& \boldsymbol{\psi}_{3, n}(\omega)=\frac{1}{h_{0}(\omega)}\left[\begin{array}{c}
\cos n \omega \\
-\sin n \omega
\end{array}\right], \quad \boldsymbol{\psi}_{4, n}(\omega)=\frac{1}{h_{0}(\omega)}\left[\begin{array}{c}
\sin n \omega \\
\cos n \omega
\end{array}\right]
\end{aligned}
$$

A remark on $k_{2,1}$ in 2.457 is in order. It is given by

$$
k_{2,1}=\frac{e^{-2 \rho_{0}}}{2(\lambda+2 \mu)}\left(q+\gamma_{1}^{+}\right)
$$

where

$$
\gamma_{1}^{+}:=\sqrt{e^{4 \rho_{0}} \mu^{2}+(\lambda+\mu)(\lambda+3 \mu)+q\left(2 e^{2 \rho_{0}} \mu+q\right)}
$$

Since

$$
\mu^{2} e^{4 \rho_{0}}+(\lambda+\mu)(\lambda+3 \mu)+q\left(2 e^{2 \rho_{0}} \mu+q\right)=\frac{1}{4}\left[(\lambda+3 \mu) e^{2 \rho_{0}}+(\lambda+\mu) e^{-2 \rho_{0}}\right]^{2},
$$

we have $\lambda_{2,1}=\frac{1}{2}$ and the corresponding eigenfunction is

$$
\boldsymbol{\varphi}_{2,1}=h_{0}^{-1}(\omega)\left[\begin{array}{l}
\left((\lambda+\mu) e^{-2 \rho_{0}}-(\lambda+3 \mu)\right) \sin \omega \\
\left((\lambda+\mu) e^{-2 \rho_{0}}+(\lambda+3 \mu)\right) \cos \omega
\end{array}\right]
$$

So it is listed as an eigenfunction for $1 / 2$.
Let us now look into the asymptotic behavior of eigenvalues as $n \rightarrow \infty$. One can easily see from the definition 2.455 that

$$
\gamma_{n}^{ \pm}=\mu e^{2 n \rho_{0}} \pm q n \mp \frac{(\lambda+\mu)(\lambda+3 \mu) q}{2 \mu^{2}} n e^{-2 n \rho_{0}}+e^{-2 n \rho_{0}} O(1)
$$

where $O(1)$ indicates constants bounded independently of $n$. So one infer from (2.457) that

$$
\begin{align*}
& k_{1, n}=\frac{\mu}{2(2 \mu+\lambda)}-\frac{q}{\lambda+2 \mu} n e^{-2 n \rho_{0}}+n^{2} e^{-4 n \rho_{0}} O(1) \\
& k_{2, n}=\frac{\mu}{2(2 \mu+\lambda)}+\frac{q}{\lambda+2 \mu} n e^{-2 n \rho_{0}}+n^{2} e^{-4 n \rho_{0}} O(1) \\
& k_{3, n}=-\frac{\mu}{2(2 \mu+\lambda)}-\frac{(\lambda+\mu)(\lambda+3 \mu) q}{4 \mu^{2}(\lambda+2 \mu)} n e^{-4 n \rho_{0}}+e^{-4 n \rho_{0}} O(1),  \tag{2.462}\\
& k_{4, n}=-\frac{\mu}{2(2 \mu+\lambda)}+\frac{(\lambda+\mu)(\lambda+3 \mu) q}{4 \mu^{2}(\lambda+2 \mu)} n e^{-4 n \rho_{0}}+e^{-4 n \rho_{0}} O(1),
\end{align*}
$$

as $n \rightarrow \infty$. In particular, we see that $k_{1, n}$ and $k_{2, n}$ converge to $\frac{\mu}{2(2 \mu+\lambda)}$ while $k_{3, n}$ and $k_{4, n}$ to $-\frac{\mu}{2(2 \mu+\lambda)}$ as $n \rightarrow \infty$. We emphasize that the convergence rates are exponential.
2.15.14. The Helmholtz-Kirchhoff Identities. We now discuss the reciprocity property and derive the Helmholtz-Kirchhoff identities for elastic media.

From now on, we set $\boldsymbol{\Gamma}^{\omega}(x, y):=\boldsymbol{\Gamma}^{\omega}(x-y)$ for $x \neq y$.

### 2.15.15. Reciprocity Property and Helmholtz-Kirchhoff Identities.

 An important property satisfied by the fundamental solution $\Gamma^{\omega}$ is the reciprocity property. If the medium is not homogeneous, then the following holds:$$
\begin{equation*}
\boldsymbol{\Gamma}^{\omega}(y, x)=\left[\boldsymbol{\Gamma}^{\omega}(x, y)\right]^{t}, \quad x \neq y . \tag{2.463}
\end{equation*}
$$

If the medium is homogeneous, then one can see from 2.15.1 and 2.375 that $\Gamma^{\omega}(x, y)$ is symmetric and

$$
\begin{equation*}
\boldsymbol{\Gamma}^{\omega}(y, x)=\boldsymbol{\Gamma}^{\omega}(x, y), \quad x \neq y \tag{2.464}
\end{equation*}
$$

Identity (2.463) states that the $n$th component of the displacement at $x$ due to a point source excitation at $y$ in the $m$ th direction is identical to the $m$ th component of the displacement at $y$ due to a point source excitation at $x$ in the $n$th direction.

Proposition 2.137. Let $\Omega$ be a bounded Lipschitz domain. For all $x, z \in \Omega$, we have

$$
\begin{equation*}
\int_{\partial \Omega}\left[\frac{\partial \boldsymbol{\Gamma}^{\omega}(x, y)}{\partial \nu(y)} \overline{\boldsymbol{\Gamma}}_{\omega}(y, z)-\boldsymbol{\Gamma}^{\omega}(x, y) \frac{\partial \overline{\boldsymbol{\Gamma}}^{\omega}(y, z)}{\partial \nu(y)}\right] d \sigma(y)=-2 \sqrt{-1} \Im\left\{\boldsymbol{\Gamma}^{\omega}(x, z)\right\} \tag{2.465}
\end{equation*}
$$

Proof. Our goal is to show that for all real constant vectors $\mathbf{p}$ and $\mathbf{q}$, we have

$$
\begin{gathered}
\int_{\partial \Omega}\left[\mathbf{q} \cdot \frac{\partial \boldsymbol{\Gamma}^{\omega}(x, y)}{\partial \nu(y)} \overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}-\mathbf{q} \cdot \boldsymbol{\Gamma}^{\omega}(x, y) \frac{\partial \overline{\boldsymbol{\Gamma}}^{\omega}(y, z)}{\partial \nu(y)} \mathbf{p}\right] d \sigma(y) \\
=-2 \sqrt{-1} \mathbf{q} \cdot \Im\left\{\boldsymbol{\Gamma}^{\omega}(x, z)\right\} \mathbf{p}
\end{gathered}
$$

Taking scalar products of equations

$$
\left(\mathcal{L}^{\lambda, \mu}+\omega^{2}\right) \boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}=\delta_{x}(y) \mathbf{q} \quad \text { and } \quad\left(\mathcal{L}^{\lambda, \mu}+\omega^{2}\right) \overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}=\delta_{z}(y) \mathbf{p}
$$

with $\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}$ and $\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}$ respectively, subtracting the second result from the first, and integrating with respect to $y$ over $\Omega$, we obtain

$$
\begin{aligned}
& \int_{\Omega}\left[\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right) \cdot \mathcal{L}^{\lambda, \mu}\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right)-\mathcal{L}^{\lambda, \mu}\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right) \cdot\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right)\right] d y \\
& =-\mathbf{p} \cdot\left(\boldsymbol{\Gamma}^{\omega}(z, x) \mathbf{q}\right)+\mathbf{q} \cdot\left(\overline{\boldsymbol{\Gamma}}^{\omega}(x, z) \mathbf{p}\right)=-2 \sqrt{-1} \mathbf{q} \cdot \Im\left\{\boldsymbol{\Gamma}^{\omega}(x, z)\right\} \mathbf{p}
\end{aligned}
$$

where we have used the reciprocity relation 2.463.

Using the form of the operator $\mathcal{L}^{\lambda, \mu}$, this gives

$$
\begin{aligned}
-2 \sqrt{-1} \mathbf{q} \cdot \Im\left\{\boldsymbol{\Gamma}^{\omega}(x, z)\right\} \mathbf{p}= & \int_{\Omega} \lambda\left[\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right) \cdot\left\{\nabla \nabla \cdot\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right)\right\}\right. \\
& \left.\quad-\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right) \cdot\left\{\nabla \nabla \cdot\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right)\right\}\right] d y \\
& +\int_{\Omega} \mu\left[\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right) \cdot\left\{(\Delta+\nabla \nabla \cdot)\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right)\right\}\right. \\
& \left.\quad-\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right) \cdot\left\{(\Delta+\nabla \nabla \cdot)\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right)\right\}\right] d y
\end{aligned}
$$

We recall that, for two functions $\mathbf{u}, \mathbf{v}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$, we have

$$
\begin{aligned}
(\Delta \mathbf{u}+\nabla(\nabla \cdot \mathbf{u})) \cdot \mathbf{v} & =2 \nabla \cdot\left[\nabla^{s} \mathbf{u v}\right]-2 \nabla^{s} \mathbf{u}: \nabla^{s} \mathbf{v} \\
\nabla(\nabla \cdot \mathbf{u}) \cdot \mathbf{v} & =\nabla \cdot[(\nabla \cdot \mathbf{u}) \mathbf{v}]-(\nabla \cdot \mathbf{u})(\nabla \cdot \mathbf{v})
\end{aligned}
$$

where $\nabla \mathbf{u}=\left(\partial_{j} u_{i}\right)_{i, j=1}^{d}$ and $\nabla^{s}$ is the symmetric gradient defined by 2.370 . Therefore, we find

$$
\begin{aligned}
&- 2 \sqrt{-1} \mathbf{q} \cdot \Im\left\{\boldsymbol{\Gamma}^{\omega}(x, z)\right\} \mathbf{p} \\
&=\int_{\Omega} \lambda\left[\nabla \cdot\left\{\left[\nabla \cdot\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right)\right]\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right)\right\}\right. \\
&\left.-\nabla \cdot\left\{\left[\nabla \cdot\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right)\right]\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right)\right\}\right] d y \\
&+\int_{\Omega} \mu {\left[\nabla \cdot\left\{\left(\left(\nabla \boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right)+\nabla\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right)^{t}\right) \overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right\}\right.} \\
&\left.\quad-\nabla \cdot\left\{\left(\nabla\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}+\nabla\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right)\right)^{t}\right) \boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right\}\right] d y
\end{aligned}
$$

Now, we use the divergence theorem to get

$$
\begin{aligned}
&- 2 \sqrt{-1} \mathbf{q} \cdot \Im\left\{\boldsymbol{\Gamma}^{\omega}(x, z)\right\} \mathbf{p} \\
&= \int_{\partial \Omega} \lambda\left[N \cdot\left\{\left[\nabla \cdot\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right)\right]\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right)\right\}\right. \\
&\left.-N \cdot\left\{\left[\nabla \cdot\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right)\right]\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right)\right\}\right] d \sigma(y) \\
&+\int_{\partial \Omega} \mu\left[N \cdot\left\{\left(\nabla\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right)+\left(\nabla\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right)\right)^{t}\right) \overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right\}\right. \\
&\left.-N \cdot\left\{\left(\nabla\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right)+\left(\nabla\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right)\right)^{t}\right) \boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right\}\right] d \sigma(y) \\
&=\int_{\partial \Omega} \lambda\left[\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right) \cdot\left\{\nabla \cdot\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right) N\right\}\right. \\
&\left.\quad-\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right) \cdot\left\{\nabla \cdot\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right) N\right\}\right] d \sigma(y) \\
&+\int_{\partial \Omega} \mu\left[\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right) \cdot\left\{\left(\nabla\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right)+\left(\nabla\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right)\right)^{t}\right) N\right\}\right. \\
&\left.\quad-\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right) \cdot\left\{\left(\nabla\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right)+\left(\nabla\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right)\right)^{t}\right) N\right\}\right] d \sigma(y)
\end{aligned}
$$

and therefore, using the definition of the conormal derivative,

$$
\begin{aligned}
& -2 \sqrt{-1} \mathbf{q} \cdot \Im\left\{\boldsymbol{\Gamma}^{\omega}(x, z)\right\} \mathbf{p} \\
& =\int_{\partial \Omega}\left[\left(\overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}\right) \cdot \frac{\partial \boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}}{\partial \nu(y)}-\left(\boldsymbol{\Gamma}^{\omega}(y, x) \mathbf{q}\right) \cdot \frac{\partial \overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}}{\partial \nu(y)}\right] d \sigma(y) \\
& =\int_{\partial \Omega}\left[\mathbf{q} \cdot \frac{\partial \boldsymbol{\Gamma}^{\omega}(x, y)}{\partial \nu(y)} \overline{\boldsymbol{\Gamma}}^{\omega}(y, z) \mathbf{p}-\mathbf{q} \cdot \boldsymbol{\Gamma}^{\omega}(x, y) \frac{\partial \overline{\boldsymbol{\Gamma}}^{\omega}(y, z)}{\partial \nu(y)} \mathbf{p}\right] d \sigma(y)
\end{aligned}
$$

which is the desired result. Note that for establishing the last equality we have used the reciprocity relation 2.463 .

The proof of Proposition 2.137 uses only the reciprocity relation and the divergence theorem. Consequently, Proposition 2.137 also holds in a heterogeneous medium.

Next, we define, respectively, the Helmholtz decomposition operators $\mathcal{H}^{p}$ and $\mathcal{H}^{s}$ for $\mathbf{w} \in L^{2}(\Omega)^{d}$ by

$$
\begin{equation*}
\mathcal{H}^{p}[\mathbf{w}]:=\nabla \phi_{\mathbf{w}} \quad \text { and } \quad \mathcal{H}^{s}[\mathbf{w}]:=\nabla \times \boldsymbol{\psi}_{\mathbf{w}} \tag{2.466}
\end{equation*}
$$

where $\phi_{\mathbf{w}}$ is a solution to

$$
\begin{equation*}
\int_{\Omega} \nabla \phi_{\mathbf{w}} \cdot \nabla p d x=\int_{\Omega} \boldsymbol{w} \cdot \nabla p d x \quad \forall p \in H^{1}(\Omega) \tag{2.467}
\end{equation*}
$$

and $\boldsymbol{\psi}_{\mathbf{w}}$ satisfy $\nabla \times \boldsymbol{\psi}_{\mathbf{w}}=\mathbf{w}-\nabla \phi_{\mathbf{w}}$ together with

$$
\left\{\begin{array}{l}
\nabla \cdot \boldsymbol{\psi}_{\mathbf{w}}=0 \quad \text { in } \Omega  \tag{2.468}\\
\boldsymbol{\psi}_{\mathbf{w}} \cdot N=\left(\nabla \times \boldsymbol{\psi}_{\mathbf{w}}\right) \cdot N=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

The following lemma holds.
Lemma 2.138 (Properties of the Helmholtz decomposition operators). Let the Lamé parameters $(\lambda, \mu)$ be constants satisfying 2.368. We have the orthogonality relations

$$
\begin{equation*}
\mathcal{H}^{s} \mathcal{H}^{p}=\mathcal{H}^{p} \mathcal{H}^{s}=0 \tag{2.469}
\end{equation*}
$$

Moreover, $\mathcal{H}^{s}$ and $\mathcal{H}^{p}$ commute with $\mathcal{L}^{\lambda, \mu}$ : For any smooth vector field $\mathbf{w}$ in $\Omega$,

$$
\begin{equation*}
\mathcal{H}^{\alpha}\left[\mathcal{L}^{\lambda, \mu} \mathbf{w}\right]=\mathcal{L}^{\lambda, \mu} \mathcal{H}^{\alpha}[\mathbf{w}], \quad \alpha=p, s \tag{2.470}
\end{equation*}
$$

Proof. We only prove 2.470. The orthogonality relations 2.469 are easy to see. Let $\mathcal{H}^{s}[\mathbf{w}]=\nabla \phi_{\mathbf{w}}$ and let $\mathcal{H}^{p}[\mathbf{w}]=\nabla \times \boldsymbol{\psi}_{\mathbf{w}}$. Then we have

$$
\mathcal{L}^{\lambda, \mu} \mathbf{w}=(\lambda+2 \mu) \nabla \Delta \phi_{\mathbf{w}}+\mu \nabla \times \Delta \boldsymbol{\psi}_{\mathbf{w}}
$$

and therefore,

$$
\mathcal{H}^{s}\left[\mathcal{L}^{\lambda, \mu} \mathbf{w}\right]=(\lambda+2 \mu) \nabla \Delta \phi_{\mathbf{w}}=\mathcal{L}^{\lambda, \mu} \mathcal{H}^{s}[\mathbf{w}]
$$

and

$$
\mathcal{H}^{p}\left[\mathcal{L}^{\lambda, \mu} \mathbf{w}\right]=\mu \nabla \times \Delta \boldsymbol{\psi}_{\mathbf{w}}=\mathcal{L}^{\lambda, \mu} \mathcal{H}^{p}[\mathbf{w}]
$$

as desired.
The following proposition is an important ingredient in the analysis of elasticity imaging.

Proposition 2.139. Let $\Omega$ be a bounded Lipschitz domain. For all $x, z \in \Omega$, we have

$$
\begin{equation*}
\int_{\partial \Omega}\left[\frac{\partial \boldsymbol{\Gamma}_{s}^{\omega}(x, y)}{\partial \nu(y)} \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(y, z)-\boldsymbol{\Gamma}_{s}^{\omega}(x, y) \frac{\partial \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(y, z)}{\partial \nu(y)}\right] d \sigma(y)=0 \tag{2.471}
\end{equation*}
$$

Proof. First, we note that $\boldsymbol{\Gamma}_{p}^{\omega}(y, x)$ and $\boldsymbol{\Gamma}_{s}^{\omega}(y, x)$ are solutions of

$$
\begin{equation*}
\left(\mathcal{L}^{\lambda, \mu}+\omega^{2}\right) \boldsymbol{\Gamma}_{p}^{\omega}=\mathcal{H}^{p}\left[\delta_{\mathbf{0}} \mathbf{I}\right] \quad \text { and } \quad\left(\mathcal{L}^{\lambda, \mu}+\omega^{2}\right) \boldsymbol{\Gamma}_{s}^{\omega}=\mathcal{H}^{s}\left[\delta_{\mathbf{0}} \mathbf{I}\right] \tag{2.472}
\end{equation*}
$$

Here,

$$
\mathcal{H}^{p}\left[\delta_{\mathbf{0}} \mathbf{I}\right]=\nabla \nabla \cdot\left(\Gamma_{0} \mathbf{I}\right), \quad \mathcal{H}^{s}\left[\delta_{\mathbf{0}} \mathbf{I}\right]=\nabla \times \nabla \times\left(\Gamma_{0} \mathbf{I}\right),
$$

where $\Gamma_{0}$ is defined by 2.2 .
Then we proceed as in the proof of the previous proposition to find:

$$
\begin{aligned}
\int_{\partial \Omega} & {\left[\frac{\partial \boldsymbol{\Gamma}_{s}^{\omega}(x, y)}{\partial \nu(y)} \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(y, z)-\boldsymbol{\Gamma}_{s}^{\omega}(x, y) \frac{\partial \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(y, z)}{\partial \nu(y)}\right] d \sigma(y) } \\
& =\int_{\Omega}\left[\mathcal{H}^{s}\left[\delta_{x} \mathbf{I}\right](y) \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(y, z)-\boldsymbol{\Gamma}_{s}^{\omega}(x, y) \mathcal{H}^{p}\left[\delta_{z} \mathbf{I}\right](y)\right] d y \\
& =\left[\mathcal{H}^{s}\left[\delta_{\mathbf{0}} \mathbf{I}\right] * \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(\cdot, z)\right](x)-\left[\boldsymbol{\Gamma}_{s}^{\omega}(x, \cdot) * \mathcal{H}^{p}\left[\delta_{\mathbf{0}} \mathbf{I}\right]\right](z)
\end{aligned}
$$

where $*$ denotes the convolution product. Using the fact that $\Gamma_{p}^{\omega}=\mathcal{H}^{p}\left[\boldsymbol{\Gamma}^{\omega}\right]$ and 2.469) we get

$$
\mathcal{H}^{s}\left[\mathcal{H}^{s}\left[\delta_{\mathbf{0}} \mathbf{I}\right] * \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(\cdot, z)\right]=0 \quad \text { and } \quad \mathcal{H}^{p}\left[\mathcal{H}^{s}\left[\delta_{\mathbf{0}} \mathbf{I}\right] * \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(\cdot, z)\right]=0
$$

Therefore, we conclude

$$
\left[\mathcal{H}^{s}\left[\delta_{\mathbf{0}} \mathbf{I}\right] * \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(\cdot, z)\right](x)=0
$$

Similarly, we have

$$
\left[\boldsymbol{\Gamma}_{s}^{\omega}(x, \cdot) * \mathcal{H}^{p}\left[\delta_{\mathbf{0}} \mathbf{I}\right]\right](z)=0
$$

which gives the desired result.
Finally the following proposition shows that the elastodynamic reciprocity theorem (Proposition 2.137) holds for each wave component in a homogeneous medium.

Proposition 2.140. Let $\Omega$ be a bounded Lipschitz domain. For all $x, z \in \Omega$ and $\alpha=p, s$,

$$
\begin{equation*}
\int_{\partial \Omega}\left[\frac{\partial \boldsymbol{\Gamma}_{\alpha}^{\omega}(x, y)}{\partial \nu(y)} \overline{\boldsymbol{\Gamma}_{\alpha}^{\omega}}(y, z)-\boldsymbol{\Gamma}_{\alpha}^{\omega}(x, y) \frac{\partial \overline{\boldsymbol{\Gamma}_{\alpha}^{\omega}}(y, z)}{\partial \nu(y)}\right] d \sigma(y)=-2 \sqrt{-1} \Im\left\{\boldsymbol{\Gamma}_{\alpha}^{\omega}(x, z)\right\} \tag{2.473}
\end{equation*}
$$

Proof. As both cases, $\alpha=p$ and $\alpha=s$, are similar, we only provide a proof for $\alpha=p$. For $\alpha=p$, we have as in the previous proof

$$
\begin{aligned}
& \int_{\partial \Omega} {\left[\frac{\partial \boldsymbol{\Gamma}_{p}^{\omega}(x, y)}{\partial \nu(y)} \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(y, z)-\boldsymbol{\Gamma}_{p}^{\omega}(x, y) \frac{\partial \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(y, z)}{\partial \nu(y)}\right] d \sigma(y) } \\
& \quad=\left[\mathcal{H}^{p}\left[\delta_{\mathbf{0}} \mathbf{I}\right] * \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(\cdot, z)\right](x)-\left[\boldsymbol{\Gamma}_{p}^{\omega}(x, \cdot) * \mathcal{H}^{p}\left[\delta_{\mathbf{0}} \mathbf{I}\right]\right](z)
\end{aligned}
$$

We can write

$$
\left[\mathcal{H}^{p}\left[\delta_{\mathbf{0}} \mathbf{I}\right] * \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(\cdot, z)\right](x)=\left[\mathcal{H}^{p}\left[\delta_{\mathbf{0}} \mathbf{I}\right] * \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(\cdot)\right](x-z)
$$

and

$$
\left.\left[\boldsymbol{\Gamma}_{p}^{\omega}(x, \cdot) * \mathcal{H}^{p}\left[\delta_{\mathbf{0}} \mathbf{I}\right]\right](z)=\left[\boldsymbol{\Gamma}_{p}^{\omega}(\cdot) * \mathcal{H}^{p}\left[\delta_{\mathbf{0}} \mathbf{I}\right]\right](z-x)=\left[\mathcal{H}^{p}\left[\delta_{\mathbf{0}} \mathbf{I}\right] * \boldsymbol{\Gamma}_{p}^{\omega}(\cdot)\right]\right](x-z)
$$

Therefore,

$$
\int_{\partial \Omega}\left[\frac{\partial \boldsymbol{\Gamma}_{p}^{\omega}(x, y)}{\partial \nu(y)} \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(y, z)-\boldsymbol{\Gamma}_{p}^{\omega}(x, y) \frac{\partial \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(y, z)}{\partial \nu(y)}\right] d \sigma(y)=-2 \sqrt{-1} \Im\left\{\boldsymbol{\Gamma}_{p}^{\omega}(x, z)\right\}
$$

where the last equality results from 2.469 .

We emphasize that the proofs of Propositions 2.139 and 2.140 require the medium to be homogeneous (so that $\mathcal{H}^{s}$ and $\mathcal{H}^{p}$ commute with $\mathcal{L}^{\lambda, \mu}$ ), and we cannot expect these propositions to be true in a heterogeneous medium because of mode conversion between pressure and shear waves.
2.15.16. Approximation of the Conormal Derivative. In this subsection, we derive an approximation of the conormal derivative

$$
\partial \Gamma^{\omega}(x, y) / \partial \nu(y), \quad y \in \partial \Omega, x \in \Omega
$$

In general this approximation involves the angles between the pressure and shear rays and the normal direction on $\partial \Omega$. This approximation becomes simple when $\Omega$ is a ball with very large radius, since in this case all rays are normal to $\partial \Omega$ (Proposition 2.141). It allows us to use a simplified version of the Helmholtz-Kirchhoff identities in order to analyze elasticity imaging.

Proposition 2.141. If $N(y)=\widehat{y-x}(:=(y-x) /|x-y|)$ and $|x-y| \gg 1$, then, for $\alpha=p, s$,

$$
\begin{equation*}
\frac{\partial \boldsymbol{\Gamma}_{\alpha}^{\omega}(x, y)}{\partial \nu}=\sqrt{-1} \omega c_{\alpha} \boldsymbol{\Gamma}_{\alpha}^{\omega}(x, y)+o\left(\frac{1}{|x-y|^{(d-1) / 2}}\right) \tag{2.474}
\end{equation*}
$$

Proof. We only prove here the proposition for $d=3$. The case $d=2$ follows from exactly the same arguments. Moreover, it is enough to show that for all constant vectors $\mathbf{q}$,

$$
\frac{\partial \boldsymbol{\Gamma}_{\alpha}^{\omega}(x, y) \mathbf{q}}{\partial \nu}=\sqrt{-1} \omega c_{\alpha} \boldsymbol{\Gamma}_{\alpha}^{\omega}(x, y) \mathbf{q}+o\left(\frac{1}{|x-y|}\right), \quad \alpha=p, s
$$

Pressure component: Recall from 2.392 that

$$
\boldsymbol{\Gamma}_{p}^{\omega}(x, y)=-\frac{1}{\omega^{2}} \mathbf{D} \Gamma_{p}^{\omega}(x, y)=\frac{1}{c_{p}^{2}} \Gamma_{p}^{\omega}(x, y) \widehat{y-x} \otimes \widehat{y-x}+o\left(\frac{1}{|x-y|}\right)
$$

where $\otimes$ denotes the tensor product between vectors, so we have

$$
\boldsymbol{\Gamma}_{p}^{\omega}(x, y) \mathbf{q}=\frac{1}{c_{p}^{2}} \Gamma_{p}^{\omega}(x, y)(\widehat{y-x} \cdot \mathbf{q}) \widehat{y-x}+o\left(\frac{1}{|x-y|}\right)
$$

Therefore,

$$
\begin{aligned}
& \frac{\partial \boldsymbol{\Gamma}_{p}^{\omega}(x, y) \mathbf{q}}{\partial \nu}=\lambda \nabla_{y} \cdot\left(\boldsymbol{\Gamma}_{p}^{\omega}(x, y) \mathbf{q}\right) N(y) \\
& \left.\left.\quad \begin{array}{l} 
\\
=\mu\left[\nabla_{y}\left(\boldsymbol{\Gamma}_{p}^{\omega}(x, y) \mathbf{q}\right)+\left(\nabla_{y}\left(\boldsymbol{\Gamma}_{p}^{\omega}(x, y) \mathbf{q}\right)\right)^{t}\right] N(y) \\
c_{p}^{3} \\
y-x \\
\\
\\
\quad+o\left(\frac{1}{|y-x|}\right) \\
= \\
=\frac{\widehat{y-x} \cdot \mathbf{q}}{c_{p}^{3}} \sqrt{-1} \omega \Gamma_{p}^{\omega}(x, y)[\lambda \widehat{y-x} \cdot \widehat{y-x} N+2 \mu(\widehat{y-x} \otimes \widehat{y-x}) N] \\
=\frac{\widehat{y-x} \cdot \mathbf{q}}{c_{p}^{3}} \sqrt{-1} \omega \Gamma_{p}^{\omega}(x, y)[\lambda(N-\widehat{y-x})+2 \mu((\widehat{y-x} \cdot N)-1) \widehat{y-x}] \\
\quad+\sqrt{-1} \omega c_{p} \boldsymbol{\Gamma}_{p}^{\omega}(x, y) \mathbf{q}+o\left(\frac{1}{|y-x|}\right) .
\end{array} . \widehat{y-x} \cdot N\right) \widehat{y-x}\right]+o\left(\frac{1}{|y-x|}\right)
\end{aligned}
$$

In particular, when $N=\widehat{y-x}$, we have

$$
\frac{\partial \boldsymbol{\Gamma}_{p}^{\omega}(x, y) \mathbf{q}}{\partial \nu}=\sqrt{-1} \omega c_{p} \boldsymbol{\Gamma}_{p}^{\omega}(x, y) \mathbf{q}+o\left(\frac{1}{|y-x|}\right)
$$

Shear components: As

$$
\begin{aligned}
\boldsymbol{\Gamma}_{s}^{\omega}(x, y) & =\frac{1}{\omega^{2}}\left(\kappa_{s}^{2} \mathbf{I}+\mathbf{D}\right) \Gamma_{s}^{\omega}(x, y) \\
& =\frac{1}{c_{s}^{2}} \Gamma_{s}^{\omega}(x, y)(\mathbf{I}-\widehat{y-x} \otimes \widehat{y-x})+o\left(\frac{1}{|x-y|}\right)
\end{aligned}
$$

we have

$$
\Gamma_{s}^{\omega}(x, y) \mathbf{q}=\frac{1}{c_{s}^{2}} \Gamma_{s}^{\omega}(x, y)(\mathbf{q}-(\widehat{y-x} \cdot \mathbf{q}) \widehat{y-x})+o\left(\frac{1}{|x-y|}\right)
$$

Therefore,

$$
\begin{aligned}
\frac{\partial \boldsymbol{\Gamma}_{s}^{\omega}(x, y) \mathbf{q}}{\partial \nu}= & \lambda \nabla_{y} \cdot\left(\boldsymbol{\Gamma}_{s}^{\omega}(x, y) \mathbf{q}\right) N(y)+\mu\left[\nabla_{y}\left(\boldsymbol{\Gamma}_{s}^{\omega}(x, y) \mathbf{q}\right)\right. \\
& \left.+\left(\nabla_{y}\left(\boldsymbol{\Gamma}_{s}^{\omega}(x, y) \mathbf{q}\right)\right)^{t}\right] N(y)
\end{aligned}
$$

Now, remark that

$$
\begin{aligned}
\lambda \nabla \cdot\left(\boldsymbol{\Gamma}_{s}^{\omega}(x, y) \mathbf{q}\right) N= & \lambda \frac{\sqrt{-1} \omega}{c_{s}^{3}} \Gamma_{s}^{\omega}(x, y)[(\mathbf{q}-(\widehat{y-x} \cdot \mathbf{q}) \widehat{y-x}) \cdot \widehat{y-x}] N \\
& +o\left(\frac{1}{|x-y|}\right) \\
= & o\left(\frac{1}{|x-y|}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \mu {\left[\nabla\left(\mathbf{\Gamma}_{s}^{\omega}(x, y) \mathbf{q}\right)+\nabla\left(\Gamma_{s}^{\omega}(x, y) \mathbf{q}\right)^{t}\right] N } \\
&= \mu \frac{\sqrt{-1} \omega}{c_{s}^{3}} \Gamma_{s}^{\omega}(x, y)[\mathbf{q} \otimes \widehat{y-x}+\widehat{y-x} \otimes \mathbf{q}-2(\widehat{y-x} \cdot \mathbf{q}) \widehat{y-x} \otimes \widehat{y-x}] N \\
&+o\left(\frac{1}{|x-y|}\right) \\
&= \mu \frac{\sqrt{-1} \omega}{c_{s}^{3}} \Gamma_{s}^{\omega}(x, y)[(\widehat{y-x} \cdot N) \mathbf{q}+(\mathbf{q} \cdot N) \widehat{y-x}-2(\widehat{y-x} \cdot \mathbf{q})(\widehat{y-x} \cdot N) \widehat{y-x}] \\
& \quad+o\left(\frac{1}{|x-y|}\right) \\
&= \mu \frac{\sqrt{-1} \omega}{c_{s}^{3}} \Gamma_{s}^{\omega}(x, y)[(\widehat{y-x} \cdot N)-1][\mathbf{q}-(\widehat{y-x} \cdot \mathbf{q}) \widehat{y-x}] \\
& \quad+\mu \frac{\sqrt{-1} \omega}{c_{s}^{3}} \Gamma_{s}^{\omega}(x, y)[(\mathbf{q} \cdot N-(\widehat{y-x} \cdot \mathbf{q})(\widehat{y-x} \cdot N)) \widehat{y-x}] \sqrt{-1} \omega c_{s} \boldsymbol{\Gamma}_{s}^{\omega}(x, y) \\
& \quad+o\left(\frac{1}{|x-y|}\right) .
\end{aligned}
$$

In particular, when $N=\widehat{y-x}$, we have

$$
\frac{\partial \boldsymbol{\Gamma}_{s}^{\omega}(x, y) \mathbf{q}}{\partial \nu}=\sqrt{-1} \omega c_{s} \boldsymbol{\Gamma}_{s}^{\omega}(x, y) \mathbf{q}+o\left(\frac{1}{|y-x|}\right)
$$

This completes the proof.
The following is a direct consequence of Propositions 2.139, 2.140, and 2.141
Proposition 2.142 (Helmholtz-Kirchhoff Identities). Let $\Omega \subset \mathbb{R}^{d}$ be a ball with radius $R$. Then, for all $x, z \in \Omega$, we have

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \int_{\partial \Omega} \boldsymbol{\Gamma}_{\alpha}^{\omega}(x, y) \overline{\overline{\boldsymbol{\Gamma}_{\alpha}^{\omega}}}(y, z) d \sigma(y)=-\frac{1}{\omega c_{\alpha}} \Im\left\{\boldsymbol{\Gamma}_{\alpha}^{\omega}(x, z)\right\}, \alpha=p, s, \tag{2.475}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \int_{\partial \Omega} \boldsymbol{\Gamma}_{s}^{\omega}(x, y) \overline{\boldsymbol{\Gamma}_{p}^{\omega}}(y, z) d \sigma(y)=0 . \tag{2.476}
\end{equation*}
$$

2.15.17. The Scattering Coefficients and the Scattering Amplitude.

This subsection is dedicated to defining the elastic scattering coefficients in two dimensions. We first recall some background material on cylindrical eigenfunctions of the Lamé equation and present the multipolar expansions of the exterior scattered elastic field.

Consider a time harmonic incident elastic field $\mathbf{U}$ satisfying

$$
\begin{equation*}
\left(\mathcal{L}^{\lambda, \mu}+\omega^{2}\right) \mathbf{U}(x)=0, \quad \forall x \in \mathbb{R}^{2} . \tag{2.477}
\end{equation*}
$$

Then the total displacement field due to $D$, represented by $\mathbf{u}$, satisfies the transmission problem

$$
\left\{\begin{array}{l}
\left(\mathcal{L}^{\lambda, \mu}+\omega^{2}\right) \mathbf{u}(x)=0, \quad \forall x \in \mathbb{R}^{2} \backslash \bar{D},  \tag{2.478}\\
\left(\mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}}+\omega^{2}\right) \mathbf{u}(x)=0, \quad \forall x \in D, \\
(\mathbf{u}-\mathbf{U})(x) \text { satisfies Kupradze's radiation condition when }|x| \rightarrow \infty
\end{array}\right.
$$

The total field $\mathbf{u}$ admits the integral representation

$$
\mathbf{u}(x, \omega)= \begin{cases}\mathbf{U}(x, \omega)+\mathcal{S}_{D}^{\omega}[\boldsymbol{\psi}](x, \omega), & x \in \mathbb{R}^{2} \backslash \bar{D}  \tag{2.479}\\ \widetilde{\mathcal{S}}_{D}^{\omega}[\boldsymbol{\varphi}](x, \omega), & x \in D\end{cases}
$$

where unknown densities $\boldsymbol{\varphi}, \boldsymbol{\psi} \in L^{2}(\partial D)^{2}$ satisfy the system of integral equations

$$
\left(\begin{array}{cc}
\widetilde{\mathcal{S}}_{D}^{\omega} & -\mathcal{S}_{D}^{\omega}  \tag{2.480}\\
\left.\frac{\partial}{\partial \widetilde{\nu}} \widetilde{\mathcal{S}}_{D}^{\omega}\right|_{-} & -\left.\frac{\partial}{\partial \nu} \mathcal{S}_{D}^{\omega}\right|_{+}
\end{array}\right)\binom{\varphi}{\psi}=\left.\binom{\mathbf{U}}{\frac{\partial \mathbf{U}}{\partial \nu}}\right|_{\partial D}
$$

2.15.17.1. Cylindrical Elastic Waves and Multipolar Expansions. We define $\hat{x}:=$ $x /|x|$ for all $x \in \mathbb{R}^{2} \backslash\{0\}$ and write $\mathbb{S}:=\left\{x \in \mathbb{R}^{2}: x \cdot x=1\right\}$. The position vector $x \in \mathbb{R}^{2}$ can be equivalently expressed as $x=\left(|x| \cos \varphi_{x},|x| \sin \varphi_{x}\right)$ where $\varphi_{x} \in[0,2 \pi)$ denotes the polar angle of $x$. Denote by $\left\{\hat{\mathbf{e}}_{r}, \hat{\mathbf{e}}_{\theta}\right\}$ the orthonormal basis vectors for the polar coordinate system in two dimensions, that is,

$$
\hat{\mathbf{e}}_{r}=\left(\cos \varphi_{x}, \sin \varphi_{x}\right), \quad \hat{\mathbf{e}}_{\theta}=-\left(\sin \varphi_{x}, \cos \varphi_{x}\right)
$$

Consider the surface vector harmonics in two-dimensions

$$
\begin{equation*}
\mathbf{P}_{m}(\hat{x})=e^{\sqrt{-1} m \varphi_{x}} \hat{\mathbf{e}}_{r} \quad \text { and } \quad \mathbf{S}_{m}(\hat{x})=e^{\sqrt{-1} m \varphi_{x}} \hat{\mathbf{e}}_{\theta} \quad \text { for all } m \in \mathbb{Z} \tag{2.481}
\end{equation*}
$$

It is known, see $\mathbf{3 6 0}$ for instance, that these cylindrical surface vector potentials enjoy the orthogonality properties

$$
\begin{align*}
& \int_{\mathbb{S}} \mathbf{P}_{n}(\hat{x}) \cdot \overline{\mathbf{P}_{m}(\hat{x})} d \sigma(\hat{x})=2 \pi \delta_{n m}  \tag{2.482}\\
& \int_{\mathbb{S}} \mathbf{S}_{n}(\hat{x}) \cdot \overline{\mathbf{S}_{m}(\hat{x})} d \sigma(\hat{x})=2 \pi \delta_{n m}  \tag{2.483}\\
& \int_{\mathbb{S}} \mathbf{P}_{m}(\hat{x}) \cdot \overline{\mathbf{S}_{m}(\hat{x})} d \sigma(\hat{x})=0 \tag{2.484}
\end{align*}
$$

for all $n, m \in \mathbb{Z}$, where $\delta_{n m}$ is the Kronecker's delta function and $d \sigma$ is the infinitesimal differential element on $\mathbb{S}$.

Let $H_{m}^{(1)}$ and $J_{m}$ be cylindrical Hankel and Bessel functions of first kind of order $m \in \mathbb{Z}$, respectively. Then, for each $\kappa>0$, we construct the functions $v_{m}(\cdot, \kappa)$ and $w_{m}(\cdot, \kappa)$ by

$$
\begin{equation*}
v_{m}(x, \kappa):=H_{m}^{(1)}(\kappa|x|) e^{\sqrt{-1} m \varphi_{x}} \quad \text { and } \quad w_{m}(x, \kappa):=J_{m}(\kappa|x|) e^{\sqrt{-1} m \varphi_{x}} \tag{2.485}
\end{equation*}
$$

It is easy to verify that $v_{m}$ are outgoing radiating solutions (i.e., satisfying the Sommerfeld radiation condition) to the Helmholtz equation $\Delta v+\kappa^{2} v=0$ in $\mathbb{R}^{2} \backslash\{0\}$ and that $w_{m}$ are entire functions to $\Delta v+\kappa^{2} v=0$ in $\mathbb{R}^{2}$ respectively.

Using surface vector harmonics $\mathbf{P}_{m}, \mathbf{S}_{m}$ and functions $v_{m}, w_{m}$, we define

$$
\begin{align*}
H_{m}^{P}\left(x, \kappa_{p}\right) & :=\nabla v_{m}\left(x, \kappa_{p}\right) \\
& =\kappa_{p}\left(H_{m}^{(1)}\left(\kappa_{p}|x|\right)\right)^{\prime} \mathbf{P}_{m}(\hat{x})+\frac{\sqrt{-1} m}{|x|} H_{m}^{(1)}\left(\kappa_{p}|x|\right) \mathbf{S}_{m}(\hat{x})  \tag{2.486}\\
H_{m}^{s}\left(x, \kappa_{s}\right): & =\nabla \times\left(\hat{\mathbf{e}}_{z} v_{m}\left(x, \kappa_{s}\right)\right) \\
& =\frac{\sqrt{-1} m}{|x|} H_{m}^{(1)}\left(\kappa_{s}|x|\right) \mathbf{P}_{m}(\hat{x})-\kappa_{s}\left(H_{m}^{(1)}\left(\kappa_{s}|x|\right)\right)^{\prime} \mathbf{S}_{m}(\hat{x}), \tag{2.487}
\end{align*}
$$

and

$$
\begin{align*}
\mathbf{J}_{m}^{P}\left(x, \kappa_{p}\right) & :=\nabla w_{m}\left(x, \kappa_{p}\right) \\
& =\kappa_{p}\left(J_{m}\left(\kappa_{p}|x|\right)\right)^{\prime} \mathbf{P}_{m}(\hat{x})+\frac{\sqrt{-1} m}{|x|} J_{m}\left(\kappa_{p}|x|\right) \mathbf{S}_{m}(\hat{x})  \tag{2.488}\\
\mathbf{J}_{m}^{s}\left(x, \kappa_{s}\right) & :=\nabla \times\left(\hat{\mathbf{e}}_{z} w_{m}\left(x, \kappa_{s}\right)\right) \\
& =\frac{\sqrt{-1} m}{|x|} J_{m}\left(\kappa_{s}|x|\right) \mathbf{P}_{m}(\hat{x})-\kappa_{s}\left(J_{m}\left(\kappa_{s}|x|\right)\right)^{\prime} \mathbf{S}_{m}(\hat{x}), \tag{2.489}
\end{align*}
$$

for all $\kappa_{\alpha}>0$ and $m \in \mathbb{Z}$, where $\hat{\mathbf{e}}_{z}=(0,0,1)$ is a unit normal vector to the $\left(x_{1}, x_{2}\right)$-plane and

$$
\begin{equation*}
\left(H_{m}^{(1)}\right)^{\prime}(t):=\frac{d}{d t}\left[H_{m}^{(1)}(t)\right] \quad \text { and } \quad\left(J_{m}\right)^{\prime}(t):=\frac{d}{d t}\left[J_{m}(t)\right] . \tag{2.490}
\end{equation*}
$$

For simplicity, we suppress the dependence of $\mathbf{J}_{m}^{\alpha}$ and $H_{m}^{\alpha}$ on wavenumbers $\kappa_{\alpha}$, $\alpha=p, s$, henceforth.

The functions $\mathbf{J}_{m}^{p}$ and $\mathbf{J}_{m}^{s}$ are the interior longitudinal and transverse eigenvectors of the Lamé system in $\mathbb{R}^{2}$. Similarly, $H_{m}^{p}$ and $H_{m}^{s}$ are the exterior eigenvectors of the Lamé system in $\mathbb{R}^{2} \backslash\{0\}$ [94]. The following result on the completeness and linear independence of the interior eigenvectors $\left(\mathbf{J}_{m}^{p}, \mathbf{J}_{m}^{s}\right)$ and exterior eigenvectors $\left(H_{m}^{p}, H_{m}^{s}\right)$ with respect to $L^{2}(\partial D)^{2}$-norm holds. The interested readers are referred to 424, Lemmas 1-3] for further details.

Lemma 2.143. Let $D \subset \mathbb{R}^{2}$ be a bounded simply connected domain containing origin and $\partial D$ be a closed Lyapunov curve. Then the set $\left\{H_{m}^{p}, H_{m}^{s}: m \in \mathbb{Z}\right\}$ is complete and linearly independent in $L^{2}(\partial D)^{2}$. Moreover, if $\omega^{2}$ is not a Dirichlet eigenvalue of the Lamé equation on $D$, then the set $\left\{\mathbf{J}_{m}^{p}, \mathbf{J}_{m}^{s}: m \in \mathbb{Z}\right\}$ is also complete and linearly independent in $L^{2}(\partial D)^{2}$.

As a direct consequence of Lemma 2.143, corresponding to every incident field $\mathbf{U}$ satisfying 2.477], there exist constants $a_{m}^{p}, a_{m}^{s} \in \mathbb{C}$ for all $m \in \mathbb{Z}$ such that

$$
\begin{equation*}
\mathbf{U}(x)=\sum_{m \in \mathbb{Z}}\left(a_{m}^{s} \mathbf{J}_{m}^{s}(x)+a_{m}^{p} \mathbf{J}_{m}^{p}(x)\right), \quad x \in \mathbb{R}^{2} . \tag{2.491}
\end{equation*}
$$

In particular, a general plane incident wave of the form

$$
\begin{array}{r}
\mathbf{U}(x)=\frac{1}{c_{s}^{2}} e^{\sqrt{-1} \kappa_{s} x \cdot \mathbf{d}} \mathbf{d}^{\perp}+\frac{1}{c_{p}^{2}} e^{\sqrt{-1} \kappa_{p} x \cdot \mathbf{d}} \mathbf{d} \\
=-\left(\frac{\sqrt{-1}}{c_{s}^{2} \kappa_{s}} \nabla \times\left[\hat{\mathbf{e}}_{z} e^{\sqrt{-1} \kappa_{s} x \cdot \mathbf{d}}\right]+\frac{\sqrt{-1}}{c_{p}^{2} \kappa_{p}}\left[\nabla e^{\sqrt{-1} \kappa_{p} x \cdot \mathbf{d}}\right]\right) \tag{2.492}
\end{array}
$$

can be written in the form 2.491 with

$$
\begin{equation*}
a_{m}^{\beta}:=a_{m}^{\beta}(\mathbf{U})=-\frac{\sqrt{-1}}{c_{\beta}^{2} \kappa_{\beta}} e^{\sqrt{-1} m(\pi / 2-\theta)}, \quad \beta \in\{P, S\} \tag{2.493}
\end{equation*}
$$

where $\mathbf{d}=(\cos \theta, \sin \theta) \in \mathbb{S}$ is the direction of incidence and $\mathbf{d}^{\perp}$ is a vector perpendicular to $\mathbf{d}$. In fact, this decomposition is a simple consequence of Jacobi-Anger decomposition 2.221 of the scalar plane wave $e^{\sqrt{-1} \kappa x \cdot \mathbf{d}}$.

Moreover, according to 447], for all $x, y \in \mathbb{R}^{2}$ such that $|x|>|y|$ and for any vector $\mathbf{p} \in \mathbb{R}^{2}$ independent of $x$,

$$
\begin{gather*}
\boldsymbol{\Gamma}^{\omega}(x, y) \mathbf{p}=-\frac{\sqrt{-1}}{4 c_{s}^{2}} \sum_{n \in \mathbb{Z}} H_{n}^{s}(x)\left[\overline{\mathbf{J}_{n}^{s}(y)} \cdot \mathbf{p}\right] \\
-\frac{\sqrt{-1}}{4 c_{p}^{2}} \sum_{n \in \mathbb{Z}} H_{n}^{p}(x)\left[\overline{\mathbf{J}_{n}^{p}(y)} \cdot \mathbf{p}\right] \tag{2.494}
\end{gather*}
$$

2.15.17.2. Scattering Coefficients of Elastic Particles. Note that the multipolar expansion 2.494 of the fundamental solution $\Gamma^{\omega}$ enables us to derive the expansion

$$
\begin{align*}
\mathcal{S}_{D}^{\omega}[\boldsymbol{\psi}](x)= & -\frac{\sqrt{-1}}{4 c_{p}^{2}} \sum_{n \in \mathbb{Z}} H_{n}^{p}(x) \int_{\partial D}\left[\overline{\mathbf{J}_{n}^{p}(y)} \cdot \boldsymbol{\psi}(y)\right] d \sigma(y) \\
& -\frac{\sqrt{-1}}{4 c_{s}^{2}} \sum_{n \in \mathbb{Z}} H_{n}^{s}(x) \int_{\partial D}\left[\overline{\mathbf{J}_{n}^{s}(y)} \cdot \boldsymbol{\psi}(y)\right] d \sigma(y) \tag{2.495}
\end{align*}
$$

for all $x \in \mathbb{R}^{2} \backslash \bar{D}$ sufficiently far from the boundary $\partial D$. Consequently, by virtue of expansion 2.495 and the integral representation 2.479 , the scattered field can be expanded as

$$
\begin{equation*}
\mathbf{u}(x)-\mathbf{U}(x)=-\frac{\sqrt{-1}}{4} \sum_{n \in \mathbb{Z}}\left[\frac{b_{n}^{s}}{c_{s}^{2}} H_{n}^{s}(x)+\frac{b_{n}^{p}}{c_{p}^{2}} H_{n}^{p}(x)\right] \tag{2.496}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{n}^{\alpha}=\int_{\partial D}\left[\overline{\mathbf{J}_{n}^{\alpha}(y)} \cdot \boldsymbol{\psi}(y)\right] d \sigma(y), \quad \alpha \in\{p, s\}, \quad \forall n \in \mathbb{Z} \tag{2.497}
\end{equation*}
$$

DEFINITION 2.144. Let $\left(\boldsymbol{\varphi}_{m}^{\beta}, \boldsymbol{\psi}_{m}^{\beta}\right), m \in \mathbb{Z}$, be the solution of 2.480 corresponding to $\mathbf{U}=\mathbf{J}_{m}^{\beta}$. Then the elastic scattering coefficients $W_{m, n}^{\alpha, \beta}\left(=W_{m, n}^{\alpha, \beta}\left[D, \lambda_{0}, \lambda_{1}, \mu_{0}, \mu_{1}, \omega\right]\right)$ of $D \Subset \mathbb{R}^{2}$ are defined by

$$
\begin{equation*}
W_{m, n}^{\alpha, \beta}:=\int_{\partial D}\left[\overline{\mathbf{J}_{n}^{\alpha}(y)} \cdot \boldsymbol{\psi}_{m}^{\beta}(y)\right] d \sigma(y) \tag{2.498}
\end{equation*}
$$

for $m, n \in \mathbb{Z}$, where $\alpha$ and $\beta$ indicate wavemodes $p$ or $s$.
Analogously to Lemma 2.78 , the following result on the decay rate of the elastic scattering coefficients holds.

Lemma 2.145. There exist constants $C_{\alpha, \beta}>0$ for each wave-mode $\alpha, \beta=p, s$ such that

$$
\begin{equation*}
\left|W_{m, n}^{\alpha, \beta}\left[D, \lambda_{0}, \lambda_{1}, \mu_{0}, \mu_{1}, \omega\right]\right| \leq \frac{C_{\alpha, \beta}^{|n|+|m|-2}}{|n|^{|n|-1}|m|^{|m|-1}} \tag{2.499}
\end{equation*}
$$

for all $m, n \in \mathbb{Z}$ and $m, n \rightarrow \infty$.
2.15.17.3. Connections with Scattered Field and Far-Field Amplitudes. Consider a general plane incident field $\mathbf{U}$ of the form 2.492 admitting decomposition (2.491)-2.493). By superposition principle the solution $(\boldsymbol{\varphi}, \boldsymbol{\psi})$ of 2.480) is given by

$$
\begin{equation*}
\boldsymbol{\psi}(x)=\sum_{m \in \mathbb{Z}}\left[a_{m}^{p} \boldsymbol{\psi}_{m}^{p}+a_{m}^{s} \boldsymbol{\psi}_{m}^{s}\right] \quad \text { and } \quad \boldsymbol{\varphi}(x)=\sum_{m \in \mathbb{Z}}\left[a_{m}^{p} \boldsymbol{\varphi}_{m}^{p}+a_{m}^{s} \boldsymbol{\varphi}_{m}^{s}\right] \tag{2.500}
\end{equation*}
$$

This, together with Definition 2.144 of the scattering coefficients and the expansion (2.496), renders the asymptotic expansion

$$
\begin{equation*}
\mathbf{u}(x)-\mathbf{U}(x)=\sum_{n \in \mathbb{Z}}\left[\gamma_{n}^{p} H_{n}^{p}(x)+\gamma_{n}^{s} H_{n}^{s}(x)\right] \tag{2.501}
\end{equation*}
$$

of the scattered field for all $x \in \mathbb{R}^{2} \backslash D$ sufficiently far from $\partial D$, where

$$
\begin{equation*}
\gamma_{n}^{\beta}=\sum_{m \in \mathbb{Z}}\left(d_{m}^{p} W_{m, n}^{\beta, P}+d_{m}^{s} W_{m, n}^{\beta, S}\right), \quad \beta \in\{p, s\} \tag{2.502}
\end{equation*}
$$

with

$$
\begin{equation*}
d_{m}^{\beta}:=-\frac{\sqrt{-1}}{4 c_{\beta}^{2}} a_{m}^{\beta}=-\frac{1}{4 c_{\beta}^{4} \kappa_{\beta}} e^{\sqrt{-1} m(\pi / 2-\theta)} \tag{2.503}
\end{equation*}
$$

In order to substantiate the connection between the elastic scattering coefficients and far-field scattering amplitudes we recall that the cylindrical Hankel functions $H_{n}^{(1)}$ admit the far-field behavior

$$
\begin{align*}
H_{n}^{(1)}(\kappa|x|) & =\frac{e^{\sqrt{-1} \kappa|x|}}{\sqrt{|x|}} \sqrt{\frac{2}{\pi \kappa}} e^{-\sqrt{-1} \pi(n / 2+1 / 4)}+O\left(|x|^{-3 / 2}\right)  \tag{2.504}\\
\left(H_{n}^{(1)}(\kappa|x|)\right)^{\prime} & =\sqrt{-1} \kappa \frac{e^{\sqrt{-1} \kappa|x|}}{\sqrt{|x|}} \sqrt{\frac{2}{\pi \kappa}} e^{-\sqrt{-1} \pi(n / 2+1 / 4)}+O\left(|x|^{-3 / 2}\right) \tag{2.505}
\end{align*}
$$

as $|x| \rightarrow \infty$ (see, for instance, [377, Formulas 10.2.5 and 10.17.11]). Consequently, the far-field behavior of the functions $H_{n}^{p}$ and $H_{n}^{s}$ can be predicted as
$H_{n}^{p}(x) \sim \frac{e^{\sqrt{-1} \kappa_{p}|x|}}{\sqrt{|x|}} A_{n}^{\infty, P} \mathbf{P}_{n}(\hat{x}) \quad$ and $\quad H_{n}^{s}(x) \sim \frac{e^{\sqrt{-1} \kappa_{s}|x|}}{\sqrt{|x|}} A_{n}^{\infty, S} \mathbf{S}_{n}(\hat{x}), \quad$ as $|x| \rightarrow \infty$,
where

$$
\begin{equation*}
A_{n}^{\infty, P}:=(\sqrt{-1}+1) \kappa_{p} e^{-\sqrt{-1} n \pi / 2} \sqrt{\frac{\kappa_{p}}{\pi}} \tag{2.507}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{n}^{\infty, S}:=-(\sqrt{-1}+1) \kappa_{s} e^{-\sqrt{-1} n \pi / 2} \sqrt{\frac{\kappa_{s}}{\pi}} \tag{2.508}
\end{equation*}
$$

Thus, for all $x \in \mathbb{R}^{2} \backslash D$ such that $|x| \rightarrow \infty$ the scattered field $(\mathbf{u}-\mathbf{U})$ in 2.501) admits the asymptotic expansion

$$
\begin{equation*}
\mathbf{u}(x)-\mathbf{U}(x)=\frac{e^{\sqrt{-1} \kappa_{p}|x|}}{\sqrt{|x|}} \sum_{n \in \mathbb{Z}}\left[\gamma_{n}^{p} A_{n}^{\infty, P} \mathbf{P}_{n}(\hat{x})\right]+\frac{e^{\sqrt{-1} \kappa_{s}|x|}}{\sqrt{|x|}} \sum_{n \in \mathbb{Z}}\left[\gamma_{n}^{s} A_{n}^{\infty, S} \mathbf{S}_{n}(\hat{x})\right] \tag{2.509}
\end{equation*}
$$

On the other hand, the Kupradze radiation condition guarantees the existence of two analytic functions $\mathbf{u}_{p}^{\infty}: \mathbb{S} \rightarrow \mathbb{C}^{2}$ and $\mathbf{u}_{s}^{\infty}: \mathbb{S} \rightarrow \mathbb{C}^{2}$ such that

$$
\begin{equation*}
\mathbf{u}(x)-\mathbf{U}(x)=\frac{e^{\sqrt{-1} \kappa_{s}|x|}}{\sqrt{|x|}} \mathbf{u}_{P}^{\infty}(\hat{x})+\frac{e^{\sqrt{-1} \kappa_{p}|x|}}{\sqrt{|x|}} \mathbf{u}_{S}^{\infty}(\hat{x})+O\left(\frac{1}{|x|^{3 / 2}}\right), \quad \text { as }|x| \rightarrow \infty \tag{2.510}
\end{equation*}
$$

The functions $\mathbf{u}_{P}^{\infty}$ and $\mathbf{u}_{S}^{\infty}$ are respectively known as the longitudinal and transverse far-field patterns or the scattering amplitudes. Comparing 2.509 and 2.510 the following result is readily proved, which substantiates that the far-field scattering amplitudes admit natural expansions in terms of scattering coefficients.

Theorem 2.146. Let $\mathbf{U}$ be the incident plane field given by 2.491. Then the corresponding longitudinal and transverse scattering amplitudes can be written as

$$
\begin{align*}
& \mathbf{u}_{P}^{\infty}\left[D, \lambda_{0}, \lambda_{1}, \mu_{0}, \mu_{1}, \omega\right](\hat{x})=\sum_{n \in \mathbb{Z}} \gamma_{n}^{p} A_{n}^{\infty, P} \mathbf{P}_{n}(\hat{x})  \tag{2.511}\\
& \mathbf{u}_{S}^{\infty}\left[D, \lambda_{0}, \lambda_{1}, \mu_{0}, \mu_{1}, \omega\right](\hat{x})=\sum_{n \in \mathbb{Z}} \gamma_{n}^{s} A_{n}^{\infty, S} \mathbf{S}_{n}(\hat{x}), \tag{2.512}
\end{align*}
$$

where the coefficients $\gamma_{n}^{p}$ and $\gamma_{n}^{s}$ are defined in 2.502.
2.15.18. Elastic Scattering by Small Particles. Suppose that an elastic inclusion $D$ in $\mathbb{R}^{d}$ is given by $D=\delta B+z$, where $B$ is a bounded Lipschitz domain in $\mathbb{R}^{d}$. Suppose that $D$ has the pair of Lamé constants $(\widetilde{\lambda}, \widetilde{\mu})$ satisfying (2.368) and 2.394 and denote by $\widetilde{\rho}$ its density. Let $y \in \mathbb{R}^{d} \backslash \bar{D}$ and assume that there exists $c_{0}>0$ such that $\operatorname{dist}(y, D)>c_{0}$. Let $\boldsymbol{u}_{0}(x)=\boldsymbol{\Gamma}^{\omega}(x, y) \boldsymbol{\theta}$ be an incident displacement field, where $\boldsymbol{\theta}$ is a unit vector in $\mathbb{R}^{d}$.

Let $\mathbf{u}_{\delta}$ be the solution to the transmission problem

$$
\left\{\begin{array}{l}
\left(\mathcal{L}^{\lambda, \mu}+\omega^{2} \rho\right) \mathbf{u}_{\delta}=0 \quad \text { in } \mathbb{R}^{d} \backslash \bar{D}  \tag{2.513}\\
\left(\mathcal{L}^{\tilde{\lambda}, \widetilde{\mu}}+\omega^{2} \widetilde{\rho}\right) \mathbf{u}_{\delta}=0 \quad \text { in } D \\
\left.\boldsymbol{u}_{\delta}\right|_{-}=\left.\boldsymbol{u}_{\delta}\right|_{+} \quad \text { on } \partial D \\
\left.\frac{\partial \boldsymbol{u}_{\delta}}{\partial \widetilde{\boldsymbol{\nu}}}\right|_{-}=\left.\frac{\partial \boldsymbol{u}_{\delta}}{\partial \boldsymbol{\nu}}\right|_{+} \quad \text { on } \partial D \\
\mathbf{u}_{\delta}(x)-\boldsymbol{u}_{0}(x) \quad \text { satisfies the Sommerfeld-Kupradze radiation condition as }|x| \rightarrow+\infty
\end{array}\right.
$$

The leading-order term in the asymptotic expansion of $\boldsymbol{u}_{\delta}-\boldsymbol{u}_{0}$ as $\delta \rightarrow 0$ is expressed in terms of the elastic moment tensor, a concept that extends the notion of polarization tensors to linear elasticity.

The elastic moment tensor associated with the domain $B$ and the Lamé parameters $(\lambda, \mu ; \widetilde{\lambda}, \widetilde{\mu})$ is defined as follows: For $i, j=1, \ldots, d$, let $\boldsymbol{f}_{i j}$ and $\boldsymbol{g}_{i j}$ solve

$$
\left\{\begin{array}{l}
\left.\widetilde{\mathcal{S}}_{B}^{0}\left[\boldsymbol{f}_{i j}\right]\right|_{-}-\left.\mathcal{S}_{B}^{0}\left[\boldsymbol{g}_{i j}\right]\right|_{+}=\left.x_{i} \boldsymbol{e}_{j}\right|_{\partial B}  \tag{2.514}\\
\left.\frac{\partial}{\partial \widetilde{\boldsymbol{\nu}}} \widetilde{\mathcal{S}}_{B}^{0}\left[\boldsymbol{f}_{i j}\right]\right|_{-}-\left.\frac{\partial}{\partial \boldsymbol{\nu}} \mathcal{S}_{B}^{0}\left[\boldsymbol{g}_{i j}\right]\right|_{+}=\left.\frac{\partial\left(x_{i} \boldsymbol{e}_{j}\right)}{\partial \boldsymbol{\nu}}\right|_{\partial B}
\end{array}\right.
$$

where $\left(\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{d}\right)$ is the canonical basis of $\mathbb{R}^{d}$. Then the elastic moment tensor $\mathbb{M}:=\left(m_{i j p q}\right)_{i, j, p, q=1}^{d}$ is defined by

$$
\begin{equation*}
m_{i j p q}:=\int_{\partial B} x_{p} \boldsymbol{e}_{q} \cdot \boldsymbol{g}_{i j} d \sigma \tag{2.515}
\end{equation*}
$$

The following lemma holds [45]. It gives an equivalent representation of $\mathbb{M}$.
Lemma 2.147. Suppose that $0<\tilde{\lambda}, \widetilde{\mu}<+\infty$. For $i, j, p, q=1, \ldots, d$,

$$
\begin{equation*}
m_{i j p q}=\int_{\partial B}\left[-\frac{\partial\left(x_{p} \boldsymbol{e}_{q}\right)}{\partial \boldsymbol{\nu}}+\frac{\partial\left(x_{p} \boldsymbol{e}_{q}\right)}{\partial \widetilde{\boldsymbol{\nu}}}\right] \cdot \boldsymbol{v}_{i j} d \sigma \tag{2.516}
\end{equation*}
$$

where $\boldsymbol{v}_{i j}$ is the unique solution of the transmission problem

$$
\left\{\begin{array}{l}
\mathcal{L}^{\lambda, \mu} \boldsymbol{v}_{i j}=0 \quad \text { in } \mathbb{R}^{d} \backslash \bar{B},  \tag{2.517}\\
\mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}} \boldsymbol{v}_{i j}=0 \quad \text { in } B, \\
\left.\boldsymbol{v}_{i j}\right|_{+}-\left.\boldsymbol{v}_{i j}\right|_{-}=0 \quad \text { on } \partial B, \\
\left.\frac{\partial \boldsymbol{v}_{i j}}{\partial \boldsymbol{\nu}}\right|_{+}-\left.\frac{\partial \boldsymbol{v}_{i j}}{\partial \widetilde{\boldsymbol{\nu}}}\right|_{-}=0 \quad \text { on } \partial B, \\
\boldsymbol{v}_{i j}(x)-x_{i} \boldsymbol{e}_{j}=O\left(|x|^{1-d}\right) \quad \text { as }|x| \rightarrow+\infty .
\end{array}\right.
$$

Proof. Note first that $\boldsymbol{v}_{i j}$ defined by

$$
\boldsymbol{v}_{i j}(x):=\left\{\begin{array}{l}
\mathcal{S}_{B}^{0}\left[\boldsymbol{g}_{i j}\right](x)+x_{i} \boldsymbol{e}_{j}, \quad x \in \mathbb{R}^{d} \backslash \bar{B}  \tag{2.518}\\
\widetilde{\mathcal{S}}_{B}^{0}\left[\boldsymbol{f}_{i j}\right](x), \quad x \in B
\end{array}\right.
$$

is the solution of 2.517 . Using 2.380 (for $\omega=0$ ) and 2.514 we compute

$$
\begin{aligned}
m_{i j p q} & =\int_{\partial B} x_{p} \boldsymbol{e}_{q} \cdot \boldsymbol{g}_{i j} d \sigma \\
& =\int_{\partial B} x_{p} \boldsymbol{e}_{q} \cdot\left[\left.\frac{\partial}{\partial \boldsymbol{\nu}} \mathcal{S}_{B}^{0} \boldsymbol{g}_{i j}\right|_{+}-\left.\frac{\partial}{\partial \boldsymbol{\nu}} \mathcal{S}_{B}^{0}\left[\boldsymbol{g}_{i j}\right]\right|_{-}\right] d \sigma \\
& =-\int_{\partial B} x_{p} \boldsymbol{e}_{q} \cdot \frac{\partial\left(x_{i} \boldsymbol{e}_{j}\right)}{\partial \boldsymbol{\nu}} d \sigma-\int_{\partial B} x_{p} \boldsymbol{e}_{q} \cdot\left[\left.\frac{\partial}{\partial \boldsymbol{\nu}} \mathcal{S}_{B}^{0}\left[\boldsymbol{g}_{i j}\right]\right|_{-}-\left.\frac{\partial}{\partial \widetilde{\boldsymbol{\nu}}} \widetilde{\mathcal{S}}_{B}^{0}\left[\boldsymbol{f}_{i j}\right]\right|_{-}\right] d \sigma \\
& =-\int_{\partial B} \frac{\partial\left(x_{p} \boldsymbol{e}_{q}\right)}{\partial \boldsymbol{\nu}} \cdot x_{i} \boldsymbol{e}_{j} d \sigma-\int_{\partial B}\left[\frac{\partial\left(x_{p} \boldsymbol{e}_{q}\right)}{\partial \boldsymbol{\nu}} \cdot \mathcal{S}_{B}^{0}\left[\boldsymbol{g}_{i j}\right]-\frac{\partial\left(x_{p} \boldsymbol{e}_{q}\right)}{\partial \widetilde{\boldsymbol{\nu}}} \cdot \widetilde{\mathcal{S}}_{B}^{0}\left[\boldsymbol{f}_{i j}\right]\right] d \sigma \\
& =\int_{\partial B}\left[-\frac{\partial\left(x_{p} \boldsymbol{e}_{q}\right)}{\partial \boldsymbol{\nu}}+\frac{\partial\left(x_{p} \boldsymbol{e}_{q}\right)}{\partial \widetilde{\boldsymbol{\nu}}}\right] \cdot \widetilde{\mathcal{S}}_{B}^{0}\left[\boldsymbol{f}_{i j}\right] d \sigma
\end{aligned}
$$

and hence 2.516 is established.
The following symmetry and positive-definiteness properties of the elastic moment tensor hold 45, 64.

Theorem 2.148. Let $\mathbb{M}$ be the elastic moment tensor associated with the domain $B$, and $(\widetilde{\lambda}, \widetilde{\mu})$ and $(\lambda, \mu)$ be the Lamé parameters of $B$ and the background, respectively. Then,

Symmetry: For $p, q, i, j=1, \ldots, d$,

$$
\begin{equation*}
m_{i j p q}=m_{i j q p}, \quad m_{i j p q}=m_{j i p q}, \quad \text { and } \quad m_{i j p q}=m_{p q i j} . \tag{2.519}
\end{equation*}
$$

Positive-definiteness: Suppose that 2.394) holds. If $\widetilde{\mu}>\mu(\widetilde{\mu}<\mu$, resp. $)$, then $\mathbb{M}$ is positive (negative, resp.) definite on the space $M_{d}^{S}$ of $d \times d$ symmetric matrices.

The following asymptotic expansion of $\boldsymbol{u}_{\delta}-\boldsymbol{u}_{0}$ as $\delta \rightarrow 0$ holds [22, 24].
THEOREM 2.149. Let $K \Subset \mathbb{R}^{d} \backslash \bar{D}$. For $\omega \delta \ll 1$, the following asymptotic expansion holds uniformly for all $x \in K$ :

$$
\begin{align*}
\mathbf{u}_{\delta}(x)-\boldsymbol{u}_{0}(x)=-\delta^{d}\left(\nabla \mathbf{u}_{0}(z)\right. & : \mathbb{M} \nabla_{z} \boldsymbol{\Gamma}^{\omega}(x, z)  \tag{2.520}\\
& \left.+\omega^{2}(\rho-\widetilde{\rho})|B| \boldsymbol{\Gamma}^{\omega}(x, z) \mathbf{u}_{0}(z)\right)+O\left(\delta^{d+1}\right)
\end{align*}
$$

### 2.16. Quasi-Periodic Layer Potentials for the Lamé System

In this section we collect some notation and well-known results regarding quasiperiodic layer potentials for the Lamé system in $\mathbb{R}^{2}$. We refer to $\mathbf{3 4 5}, 408, \mathbf{2 5 3}$ for the details. Ewald's method described in Subsection 2.13.3 can be used to efficiently compute quasi-periodic layer potentials for the Lamé system.

As before, we assume that the unit cell $Y=[0,1)^{2}$ is the periodic cell and the quasi-momentum variable, denoted by $\alpha$, ranges over the Brillouin zone $B=$ $[0,2 \pi)^{2}$. We introduce the two-dimensional quasi-periodic fundamental solution $\mathbf{G}^{\alpha, \omega}$ for $\omega \neq 0$, which satisfies

$$
\begin{equation*}
\left(\mathcal{L}^{\lambda, \mu}+\omega^{2}\right) \mathbf{G}^{\alpha, \omega}(x, y)=\sum_{n \in \mathbb{Z}^{2}} \delta_{0}(x-y-n) e^{\sqrt{-1} n \cdot \alpha} I \tag{2.521}
\end{equation*}
$$

where $I$ denotes the identity matrix. Here we assume that $\kappa_{s}, \kappa_{p} \neq|2 \pi n+\alpha|$ for all $n \in \mathbb{Z}^{2}$ where $\kappa_{s}$ and $\kappa_{p}$ are given by (2.388).

Using Poisson's summation formula (2.279), we have

$$
\sum_{n \in \mathbb{Z}^{2}} \delta_{0}(x-y-n) e^{\sqrt{-1} n \cdot \alpha} I=\sum_{n \in \mathbb{Z}^{2}} e^{\sqrt{-1}(2 \pi n+\alpha) \cdot(x-y)} I .
$$

We plug this equation into 2.521 and then take the Fourier transform of both sides of 2.521 to obtain

$$
\begin{aligned}
\widehat{G}_{i j}^{\alpha, \omega}(\xi, y)= & (2 \pi)^{2}\left[\frac{\delta_{i j}}{c_{s}^{2}} \frac{1}{\kappa_{s}^{2}-\xi^{2}}+\frac{\xi_{i} \xi_{j}}{\omega^{2}}\left(\frac{1}{\kappa_{p}^{2}-\xi^{2}}-\frac{1}{\kappa_{s}^{2}-\xi^{2}}\right)\right] \\
& \times \sum_{n \in \mathbb{Z}^{2}} e^{-\sqrt{-1}(2 \pi n+\alpha) \cdot y} \delta_{0}(\xi+2 \pi n+\alpha)
\end{aligned}
$$

where $\xi^{2}=\xi \cdot \xi$ and ${ }^{\wedge}$ denotes the Fourier transform. Then taking the inverse Fourier transform, we can see that the quasi-periodic fundamental solution $\mathbf{G}^{\alpha, \omega}=\left(G_{i j}^{\alpha, \omega}\right)$ can be represented as a sum of augmented plane waves over the reciprocal lattice:

$$
\begin{align*}
G_{i j}^{\alpha, \omega}(x, y)= & \frac{\delta_{i j}}{c_{s}^{2}} \sum_{n \in \mathbb{Z}^{2}} \frac{e^{\sqrt{-1}(2 \pi n+\alpha) \cdot(x-y)}}{\kappa_{s}^{2}-|2 \pi n+\alpha|^{2}} \\
22) & +\frac{\kappa_{s}^{2}-\kappa_{p}^{2}}{\omega^{2}} \sum_{n \in \mathbb{Z}^{2}} \frac{e^{\sqrt{-1}(2 \pi n+\alpha) \cdot(x-y)}(2 \pi n+\alpha)_{i}(2 \pi n+\alpha)_{j}}{\left(\kappa_{p}^{2}-|2 \pi n+\alpha|^{2}\right)\left(\kappa_{s}^{2}-|2 \pi n+\alpha|^{2}\right)} . \tag{2.522}
\end{align*}
$$

Moreover, it can also be easily shown that

$$
\mathbf{G}^{\alpha, \omega}(x, y)=\sum_{n \in \mathbb{Z}^{2}} \boldsymbol{\Gamma}^{\omega}(x-n-y) e^{\sqrt{-1} n \cdot \alpha},
$$

where $\boldsymbol{\Gamma}^{\omega}$ is the Green's matrix defined by (2.375).
When $\omega=0$, we define $\mathbf{G}^{\alpha, 0}$ by

$$
\begin{align*}
& G_{i j}^{\alpha, 0}(x, y):=\frac{1}{\mu} \sum_{n \in \mathbb{Z}^{2}} e^{\sqrt{-1}(2 \pi n+\alpha) \cdot(x-y)}\left(\frac{-\delta_{i j}}{|2 \pi n+\alpha|^{2}}\right.  \tag{2.523}\\
&\left.+\frac{\lambda+\mu}{\lambda+2 \mu} \frac{(2 \pi n+\alpha)_{i}(2 \pi n+\alpha)_{j}}{|2 \pi n+\alpha|^{4}}\right)
\end{align*}
$$

if $\alpha \neq 0$, while if $\alpha=0$, we set

$$
\begin{equation*}
G_{i j}^{0,0}(x, y):=\frac{1}{\mu} \sum_{n \neq(0,0)} e^{\sqrt{-1} 2 \pi n \cdot(x-y)}\left(\frac{-\delta_{i j}}{|2 \pi n|^{2}}+\frac{\lambda+\mu}{\lambda+2 \mu} \frac{4 \pi^{2} n_{i} n_{j}}{|2 \pi n|^{4}}\right) \tag{2.524}
\end{equation*}
$$

Then $\mathbf{G}^{\alpha, 0}$ is quasi-periodic and satisfies

$$
\begin{align*}
\mathcal{L}^{\lambda, \mu} \mathbf{G}^{\alpha, 0}(x, y) & =\sum_{n \in \mathbb{Z}^{2}} \delta_{0}(x-y-n) I \quad \text { if } \alpha \neq 0  \tag{2.525}\\
\mathcal{L}^{\lambda, \mu} \mathbf{G}^{0,0}(x, y) & =\sum_{n \in \mathbb{Z}^{2}} \delta_{0}(x-y-n) I-I \tag{2.526}
\end{align*}
$$

See [59, 45] for a proof.
Let $D$ be a bounded domain in $\mathbb{R}^{2}$ with a connected Lipschitz boundary $\partial D$. Let $\mathcal{S}^{\alpha, \omega}$ and $\mathcal{D}^{\alpha, \omega}$ be the quasi-periodic single- and double-layer potentials associated with $\mathbf{G}^{\alpha, \omega}$; that is, for a given density $\varphi \in L^{2}(\partial D)^{2}$,

$$
\begin{aligned}
\mathcal{S}^{\alpha, \omega}[\varphi](x) & =\int_{\partial D} \mathbf{G}^{\alpha, \omega}(x, y) \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{2}, \\
\mathcal{D}^{\alpha, \omega}[\varphi](x) & =\int_{\partial D} \frac{\partial \mathbf{G}^{\alpha, \omega}(x, y)}{\partial \nu(y)} \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{2} \backslash \partial D,
\end{aligned}
$$

where $\partial / \partial \nu(y)$ denotes the conormal derivative with respect to $y \in \partial D$. Then, $\mathcal{S}^{\alpha, \omega}[\varphi]$ and $\mathcal{D}^{\alpha, \omega}[\varphi]$ are solutions to

$$
\left(\mathcal{L}^{\lambda, \mu}+\omega^{2}\right) \mathbf{u}=0
$$

in $D$ and $Y \backslash \bar{D}$ and they are $\alpha$-quasi-periodic.
The next formulas give the jump relations obeyed by the quasi-periodic doublelayer potential and by the conormal derivative of the quasi-periodic single-layer potential on general Lipschitz domains:

$$
\begin{gather*}
\left.\frac{\partial\left(\mathcal{S}^{\alpha, \omega}[\varphi]\right)}{\partial \nu}\right|_{ \pm}(x)=\left( \pm \frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}\right)[\varphi](x) \quad \text { a.e. } x \in \partial D  \tag{2.527}\\
\left.\left(\mathcal{D}^{\alpha, \omega}[\varphi]\right)\right|_{ \pm}(x)=\left(\mp \frac{1}{2} I+\mathcal{K}^{\alpha, \omega}\right)[\varphi](x) \quad \text { a.e. } x \in \partial D \tag{2.528}
\end{gather*}
$$

for $\varphi \in L^{2}(\partial D)^{2}$, where $\mathcal{K}^{\alpha, \omega}$ is the operator on $L^{2}(\partial D)^{2}$ defined by

$$
\begin{equation*}
\mathcal{K}^{\alpha, \omega}[\varphi](x)=\text { p.v. } \int_{\partial D} \frac{\partial \mathbf{G}^{\alpha, \omega}(x, y)}{\partial \nu(y)} \varphi(y) d \sigma(y) \tag{2.529}
\end{equation*}
$$

and $\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}$ is the $L^{2}$-adjoint operator of $\mathcal{K}^{-\alpha, \omega}$, which is given by

$$
\begin{equation*}
\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}[\varphi](x)=\text { p.v. } \int_{\partial D} \frac{\partial \mathbf{G}^{\alpha, \omega}(x, y)}{\partial \nu(x)} \varphi(y) d \sigma(y) \tag{2.530}
\end{equation*}
$$

The formulas 2.527 and 2.528 hold because $\mathbf{G}^{\alpha, \omega}(x, y)$ has the same kind of singularity at $x=y$ as that of $\boldsymbol{\Gamma}^{\omega}(x-y)$.

The following lemma will be of use in the next chapter.
Lemma 2.150. For any constant vector $\phi$

$$
\begin{equation*}
\left(\frac{1}{2} I+\mathcal{K}^{0,0}\right)[\phi]=|Y \backslash \bar{D}| \phi \quad \text { on } \partial D, \tag{2.531}
\end{equation*}
$$

and for any $\psi \in L^{2}(\partial D)^{2}$,

$$
\begin{equation*}
\int_{\partial D}\left(\frac{1}{2} I+\left(\mathcal{K}^{0,0}\right)^{*}\right)[\psi]=|Y \backslash \bar{D}| \int_{\partial D} \psi \tag{2.532}
\end{equation*}
$$

Proof. By Green's formula and 2.526 we have for any constant vector $\phi$

$$
\mathcal{D}^{0,0}[\phi](x)=\int_{D} \mathcal{L}^{\lambda, \mu} \mathbf{G}^{0,0}(x, y) \phi d y=\phi-\int_{D} \phi
$$

and hence, since $\left((1 / 2) I+\mathcal{K}^{0,0}\right)[\phi]=\left.\mathcal{D}^{0,0}[\phi]\right|_{-}$, we readily get 2.531).
The identity 2.532 is a consequence of 2.531. In fact, for any constant vector $\phi$, we have

$$
\begin{aligned}
\int_{\partial D} \phi \cdot\left(\frac{1}{2} I+\left(\mathcal{K}^{0,0}\right)^{*}\right)[\psi] & =\int_{\partial D}\left(\frac{1}{2} I+\mathcal{K}^{0,0}\right)[\phi] \cdot \psi \\
& =|Y \backslash \bar{D}| \int_{\partial D} \phi \cdot \psi
\end{aligned}
$$

from which 2.532 follows immediately.

### 2.17. Concluding Remarks

In this chapter, we have briefly reviewed layer potential techniques associated with the Laplacian, the Helmholtz equation, the Maxwell equations, and the timeharmonic elasticity system. Our main concern has been on the one hand to characterize the eigenvalues of the Laplacian and Lamé systems with Dirichlet or Neumann boundary conditions as characteristic values of certain layer potentials which are in general meromorphic operator-valued functions and on the other hand, to analyze the Neumann-Poincaré operators associated with the Laplacian and the Lamé systems. We have also introduced Helmholtz-Kirchhoff identities which play a key role in the analysis of resolution in imaging and investigated quasi-periodic layer potentials for the Helmholtz equation and the time-harmonic elasticity system. We have provided spectral and spatial representations of the Green's functions in periodic domains and described analytical techniques for transforming them from slowly convergent representations into forms more suitable for computation. These results will be useful for studying photonic and phononic crystals.

## CHAPTER 3

## Perturbations of Cavities and Resonators

### 3.1. Introduction

This chapter is devoted to investigating perturbations in optical cavities and resonators. Optical cavities and resonators attracted much interest in photonic technologies in recent years. Several different designs for resonators have been studied experimentally and theoretically with a particular emphasis on high quality factor cavities. The detection of nanoparticles inside cavities and the design of a resonator which possesses a resonance with the largest possible quality factor have been considered challenging problems in photonics.

Resonance is a solution to the wave equation which is spatially localized while its dependence time is harmonic except for decay due to radiation. Finding resonance in a linear wave equation with a radiation boundary condition involves solving a nonlinear eigenvalue problem. The quality factor of a resonator can be defined as the ratio between the real and imaginary parts of a resonance.

In this chapter, the theory of Gohberg and Sigal is used to establish an asymptotic theory for perturbations in eigenvalue problems due to the presence of small particles inside a cavity.

Using integral equations we formulate the nonlinear eigenvalue problem for a resonator as a characteristic value problem for a meromorphic operator-valued function. Then, on one hand, Muller's method can be used for computing resonances and on the other hand, the generalized argument principle yields a sensitivity analysis of the quality factor with respect to the material properties of the resonator.

### 3.2. Optical Cavities

3.2.1. Eigenvalue Perturbations Due to Small Particles. In this section we provide a rigorous derivation of a full asymptotic formula for perturbations in the eigenvalues caused by the presence of a conductive particle of small diameter with conductivity different from that of the background. To fix ideas, we consider Neumann boundary conditions on the boundary of the background medium. Dirichlet, Robin or mixed boundary conditions can be treated in exactly the same way; see Section 2.9 .

Let $0=\mu_{1}<\mu_{2} \leq \ldots$ be the eigenvalues of $-\Delta$ in $\Omega$ with Neumann conditions, namely, the eigenvalues of the problem:

$$
\begin{cases}\Delta u+\mu u=0 & \text { in } \Omega  \tag{3.1}\\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \Omega\end{cases}
$$

arranged in an increasing sequence and counted according to multiplicity. Let $\left(u_{j}\right)_{j \geq 1}$ be an orthonormal basis of $L^{2}(\Omega)$ of normalized eigenvectors. Fix $j$ and suppose that the eigenvalue $\mu_{j}$ is simple. It is proved in $[9,10,445]$ that the
eigenvalues are generically simple. As we said in the introduction, by generic, we mean the existence of arbitrary small deformations of $\partial \Omega$ such that in the deformed domain the eigenvalue is simple. However, note that our assumption is not essential in what follows and is made only for ease of exposition. In fact, we will dwell briefly on the splitting of nonsimple eigenvalues in Section 2.9.6.

Fix $j$ and suppose that the unperturbed eigenvalue $\mu_{j}$ is simple. Then there exists a simple eigenvalue $\mu_{j}^{\epsilon}$, near $\mu_{j}$, associated to the normalized eigenfunction $u_{j}^{\epsilon}$, satisfying the following problem:

$$
\begin{cases}\Delta u^{\epsilon}+\omega^{2} u^{\epsilon}=0 & \text { in } \Omega \backslash \bar{D}  \tag{3.2}\\ \Delta u^{\epsilon}+\frac{\omega^{2}}{k} u^{\epsilon}=0 & \text { in } D \\ \left.u^{\epsilon}\right|_{+}-\left.u^{\epsilon}\right|_{-}=0 & \text { on } \partial D \\ \left.\frac{\partial u^{\epsilon}}{\partial \nu}\right|_{+}-\left.k \frac{\partial u^{\epsilon}}{\partial \nu}\right|_{-}=0 & \text { on } \partial D \\ \frac{\partial u^{\epsilon}}{\partial \nu}=0 & \text { on } \partial \Omega\end{cases}
$$

with $\omega=\sqrt{\mu_{j}^{\epsilon}}$ and the conductivity $k$ of the particle $D$ is such that $0<k \neq 1$.
From Chapter 2, we know that the solution of 3.2 can be represented as

$$
u(x)= \begin{cases}\mathcal{D}_{\Omega}^{\omega}\left[\left.u\right|_{\partial \Omega}\right](x)+\mathcal{S}_{D}^{\omega}[\phi](x) & \text { in } \Omega \backslash \bar{D}  \tag{3.3}\\ \mathcal{S}_{D}^{\frac{\omega}{\sqrt{k}}}[\theta](x) & \text { in } D\end{cases}
$$

where the triplet of densities $\left(\psi:=\left.u\right|_{\partial \Omega}, \phi, \theta\right) \in L^{2}(\partial \Omega) \times L^{2}(\partial D) \times L^{2}(\partial D)$ satisfies the following system of integral equations:

$$
\begin{cases}\left(\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega}\right)[\psi]-\mathcal{S}_{D}^{\omega}[\phi]=0 & \text { on } \partial \Omega  \tag{3.4}\\ \mathcal{D}_{\Omega}^{\omega}[\psi]+\mathcal{S}_{D}^{\omega}[\phi]-\mathcal{S}_{D}^{\frac{\omega}{\sqrt{k}}}[\theta]=0 & \text { on } \partial D \\ \epsilon\left[\left.\frac{\partial}{\partial \nu}\left(\mathcal{D}_{\Omega}^{\omega}[\psi]+\mathcal{S}_{D}^{\omega}[\phi]\right)\right|_{+}-\left.k \frac{\partial}{\partial \nu}\left(\mathcal{S}_{D}^{\frac{\omega}{\sqrt{k}}}[\theta]\right)\right|_{-}\right]=0 & \text { on } \partial D\end{cases}
$$

for $\omega=\sqrt{\mu_{j}^{\epsilon}}$.
By using the jump formula 2.155 , we reduce the eigenvalue problem to the calculation of the asymptotic expressions of the characteristic values of the operatorvalued function $\mathcal{A}_{\epsilon}(\omega)$ given by

$$
\omega \mapsto \mathcal{A}_{\epsilon}(\omega):=\left(\begin{array}{ccc}
\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega} & -\mathcal{S}_{D}^{\omega} & 0 \\
\mathcal{D}_{\Omega}^{\omega} & \mathcal{S}_{D}^{\omega} & -\mathcal{S}_{D}^{\frac{\omega}{\sqrt{k}}} \\
\epsilon \frac{\partial}{\partial \nu} \mathcal{D}_{\Omega}^{\omega} & \epsilon\left(\frac{1}{2} I+\left(\mathcal{K}_{D}^{\omega}\right)^{*}\right) & -\epsilon k\left(-\frac{1}{2} I+\left(\mathcal{K}_{D}^{\frac{\omega}{\sqrt{k}}}\right)^{*}\right)
\end{array}\right)
$$

We shall now expand the operator-valued function $\mathcal{A}_{\epsilon}(\omega)$ in terms of $\epsilon$. We need the following lemma.

Lemma 3.1. Let $\psi \in L^{2}(\partial \Omega)$ and let $\varphi \in L^{2}(\partial D)$. Define $\tilde{\varphi}(x)=\epsilon \varphi(\epsilon x+z)$ for $x \in \partial B$. Then, we have

$$
\begin{aligned}
& \mathcal{S}_{D}^{\omega}[\varphi](\epsilon x+z)=-\frac{1}{4 \pi} \sum_{n=0}^{+\infty} \frac{1}{n!}(\sqrt{-1} \omega \epsilon)^{n} \int_{\partial B}|x-y|^{n-1} \tilde{\varphi}(y) d \sigma(y), \quad x \in \partial B \\
& \mathcal{D}_{\Omega}^{\omega}[\psi](\epsilon x+z)=\sum_{n=0}^{+\infty} \epsilon^{n} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}[\psi](z) x^{\alpha}, \quad x \in \partial B \\
& \mathcal{S}_{D}^{\omega}[\varphi](x)=\sum_{n=0}^{+\infty}(-1)^{n} \epsilon^{n+1} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \Gamma_{\omega}(x-z)\left(\int_{\partial B} y^{\alpha} \tilde{\varphi}(y) d \sigma(y)\right), \quad x \in \partial \Omega
\end{aligned}
$$

Proof. For any $\tilde{x}, \tilde{y} \in \partial D$, we have

$$
\mathcal{S}_{D}^{\omega}[\varphi](\tilde{x})=\int_{\partial D} \Gamma_{\omega}(\tilde{x}-\tilde{y}) \varphi(\tilde{y}) d \sigma(\tilde{y})
$$

By the change of variables $\tilde{x}=\epsilon x+z$ and $\tilde{y}=\epsilon y+z$, we obtain that

$$
\begin{aligned}
\mathcal{S}_{D}^{\omega}[\varphi](\tilde{x}) & =\epsilon^{2} \int_{\partial B} \Gamma_{\omega}(\epsilon(x-y)) \varphi(\epsilon y+z) d \sigma(y) \\
& =\epsilon \int_{\partial B} \Gamma_{\omega}(\epsilon(x-y)) \tilde{\varphi}(y) d \sigma(y)
\end{aligned}
$$

The first two formulas immediately follow from the following Taylor expansion of $\Gamma_{\omega}(\epsilon x)$ as $\epsilon \rightarrow 0$ :

$$
\Gamma_{\omega}(\epsilon x)=-\frac{1}{4 \pi \epsilon} \sum_{n=0}^{+\infty} \frac{1}{n!}(\sqrt{-1} \omega \epsilon)^{n}|x|^{n-1}
$$

Since $\left(\Delta+\omega^{2}\right) \mathcal{D}_{\Omega}^{\omega}[\psi]=0$ in $\Omega, \mathcal{D}_{\Omega}^{\omega}[\psi]$ is a smooth function in $\Omega$ and its Taylor expansion at $z$ yields

$$
\mathcal{D}_{\Omega}^{\omega}[\psi](\epsilon x+z)=\sum_{n=0}^{+\infty} \epsilon^{n} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}[\psi](z) x^{\alpha}
$$

Finally, for any $x \in \partial \Omega$, it is easy to see that

$$
\begin{aligned}
\mathcal{S}_{D}^{\omega}[\varphi](x) & =\int_{\partial D} \Gamma_{\omega}(x-\tilde{y}) \varphi(\tilde{y}) d \sigma(\tilde{y}) \\
& =\epsilon \int_{\partial B} \Gamma_{\omega}(x-z-\epsilon y) \tilde{\varphi}(y) d \sigma(y) \\
& =\epsilon \int_{\partial B} \sum_{n=0}^{+\infty}(-1)^{n} \epsilon^{n} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \Gamma_{\omega}(x-z) y^{\alpha} \tilde{\varphi}(y) d \sigma(y) \\
& =\sum_{n=0}^{+\infty}(-1)^{n} \epsilon^{n+1} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \Gamma_{\omega}(x-z) \int_{\partial B} y^{\alpha} \tilde{\varphi}(y) d \sigma(y)
\end{aligned}
$$

which completes the proof of the lemma.

With Lemma 3.1 in hand, we only need to write the expansion of $\partial \mathcal{D}_{\Omega}^{\omega} / \partial \nu$ and $\left(\mathcal{K}_{D}^{\omega}\right)^{*}$.

On one hand, we have, for $\psi \in L^{2}(\partial \Omega)$,

$$
\frac{\partial}{\partial \nu} \mathcal{D}_{\Omega}^{\omega}[\psi](\epsilon x+z)=\sum_{n=1}^{+\infty} \epsilon^{n} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}[\psi](z) \frac{\partial x^{\alpha}}{\partial \nu}, \quad x \in \partial B, d=2,3
$$

On the other hand, using the Taylor expansion, we get

$$
\frac{\partial}{\partial \nu(x)} \Gamma_{\omega}(\epsilon(x-y))=\left\{\begin{array}{l}
\frac{\langle x-y, \nu(x)\rangle}{2 \pi|x-y|^{2}}\left[1+\sum_{n=1}^{+\infty}(-1)^{n} \frac{(\omega \epsilon)^{2 n}}{2^{2 n} n!(n-1)!}|x-y|^{2 n}\right. \\
\left.\quad \times\left(\ln (\omega \epsilon|x-y|)+\ln \eta+\frac{1}{2 n}-\sum_{j=1}^{n} \frac{1}{j}\right)\right], d=2 \\
-\frac{\langle x-y, \nu(x)\rangle}{4 \pi|x-y|^{2}}\left[-\frac{1}{\epsilon|x-y|}\right. \\
\left.\quad+\sum_{n=0}^{+\infty}\left(\frac{1}{n!}-\frac{1}{(n+1)!}\right)(\sqrt{-1} \omega)^{n+1} \epsilon^{n}|x-y|^{n}\right], d=3
\end{array}\right.
$$

and obtain the following expansions.
Lemma 3.2. Let $\varphi \in L^{2}(\partial D)$. Define $\tilde{\varphi}(x)=\epsilon \varphi(\epsilon x+z), x \in \partial B$. Then, for $x \in \partial B$, we have

$$
\begin{aligned}
& \epsilon\left(\mathcal{K}_{D}^{\omega}\right)^{*}[\varphi](\epsilon x+z)=\left(\mathcal{K}_{B}^{0}\right)^{*}[\tilde{\varphi}](x)+\sum_{n=1}^{+\infty}(-1)^{n} \frac{(\omega \epsilon)^{2 n}}{2^{2 n+1} \pi n!(n-1)!} \\
& \quad \times \int_{\partial B}\langle x-y, \nu(x)\rangle|x-y|^{2(n-1)}\left(\ln (\omega \epsilon|x-y|)+\ln \eta+\frac{1}{2 n}-\sum_{j=1}^{n} \frac{1}{j}\right) \tilde{\varphi}(y) d \sigma(y)
\end{aligned}
$$

for $d=2$, while for $d=3$,

$$
\begin{aligned}
& \epsilon\left(\mathcal{K}_{D}^{\omega}\right)^{*}[\varphi](\epsilon x+z)=\left(\mathcal{K}_{B}^{0}\right)^{*}[\tilde{\varphi}](x) \\
& \quad-\frac{1}{4 \pi} \sum_{n=1}^{+\infty}\left(\frac{1}{n!}-\frac{1}{(n+1)!}\right)(\sqrt{-1} \omega \epsilon)^{n+1} \int_{\partial B}\langle x-y, \nu(x)\rangle|x-y|^{n-2} \tilde{\varphi}(y) d \sigma(y)
\end{aligned}
$$

where $\left(\mathcal{K}_{B}^{0}\right)^{*}$ is given by 2.6.
Define $\tilde{\phi}(x)=\epsilon \phi(\epsilon x+z)$ and $\tilde{\theta}(x)=\epsilon \theta(\epsilon x+z), x \in \partial B$. By Lemmas 3.1 and 3.2 the system of equations (3.4) now takes the form

$$
\widetilde{\mathcal{A}}_{\epsilon}(\omega)\left(\begin{array}{c}
\psi \\
\tilde{\phi} \\
\tilde{\theta}
\end{array}\right)=0
$$

where in three dimensions $\widetilde{\mathcal{A}}_{\epsilon}(\omega)$ has the expansion

$$
\begin{equation*}
\widetilde{\mathcal{A}}_{\epsilon}(\omega)=\sum_{n=0}^{+\infty}(\omega \epsilon)^{n} \mathcal{A}_{n}(\omega) \tag{3.5}
\end{equation*}
$$

with

$$
\mathcal{A}_{0}(\omega):=\left(\begin{array}{ccc}
\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega} & 0 & 0 \\
\mathcal{D}_{\Omega}^{\omega}[\cdot](z) & \mathcal{S}_{B}^{0} & -\mathcal{S}_{B}^{0} \\
0 & \frac{1}{2} I+\left(\mathcal{K}_{B}^{0}\right)^{*} & -k\left(-\frac{1}{2} I+\left(\mathcal{K}_{B}^{0}\right)^{*}\right)
\end{array}\right)
$$

and, for $n \geq 1$, writing $\mathcal{A}_{n}(\omega)=\left(\left(\mathcal{A}_{n}(\omega)\right)_{l l^{\prime}}\right)_{l, l^{\prime}=1,2,3}$, we have

$$
\begin{gathered}
\left(\mathcal{A}_{n}(\omega)\right)_{11}=\left(\mathcal{A}_{n}(\omega)\right)_{13}=0, \\
\left(\mathcal{A}_{n}(\omega)\right)_{12}=(-1)^{n} \omega^{-n} \sum_{|\alpha|=n-1} \frac{1}{\alpha!} \partial^{\alpha} \Gamma_{\omega}(x-z)\left(\int_{\partial B} y^{\alpha} \cdot d \sigma(y)\right), \\
\left(\mathcal{A}_{n}(\omega)\right)_{22}=-\frac{1}{4 \pi} \frac{1}{n!} \sqrt{-1}^{n} \int_{\partial B}|x-y|^{n-1} \cdot d \sigma(y), \\
\left(\mathcal{A}_{n}(\omega)\right)_{23}=\frac{1}{4 \pi} \frac{1}{n!}\left(\frac{\sqrt{-1}}{\sqrt{k}}\right)^{n} \int_{\partial B}|x-y|^{n-1} \cdot d \sigma(y), \\
\left(\mathcal{A}_{n}(\omega)\right)_{21}=\frac{1}{\omega^{n}} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}[\cdot](z) x^{\alpha}, \\
\left(\mathcal{A}_{n}(\omega)\right)_{31}=\frac{1}{\omega^{n}} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}[\cdot](z) \frac{\partial x^{\alpha}}{\partial \nu}, \\
\left(\mathcal{A}_{1}(\omega)\right)_{32}=\left(\mathcal{A}_{1}(\omega)\right)_{33}=0, \text { and } \\
\left(\mathcal{A}_{n}(\omega)\right)_{32}=-\frac{1}{4 \pi}\left(\frac{1}{(n-1)!}-\frac{1}{n!}\right) \sqrt{-1}{ }^{n} \int_{\partial B}\langle x-y, \nu(x)\rangle|x-y|^{n-3} \cdot d \sigma(y), \\
\left(\mathcal{A}_{n}(\omega)\right)_{33}=\frac{k}{4 \pi}\left(\frac{1}{(n-1)!}-\frac{1}{n!}\right)\left(\frac{\sqrt{-1}}{\sqrt{k}}\right)^{n} \int_{\partial B}\langle x-y, \nu(x)\rangle|x-y|^{n-3} \cdot d \sigma(y),
\end{gathered}
$$

for $n \geq 2$. Similarly, one can compute an analogous asymptotic expansion for $\mathcal{A}_{\epsilon}(\omega)$ in two dimensions.

In three dimensions, it can be shown that

$$
\left(\begin{array}{cc}
\mathcal{S}_{B}^{0} & -\mathcal{S}_{B}^{0} \\
\frac{1}{2} I+\left(\mathcal{K}_{B}^{0}\right)^{*} & -k\left(-\frac{1}{2} I+\left(\mathcal{K}_{B}^{0}\right)^{*}\right)
\end{array}\right)
$$

is invertible. In fact, the inverse is given by

$$
\frac{1}{k-1}\left(\begin{array}{lc}
k\left(\lambda I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1}\left(\frac{1}{2} I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\left(\mathcal{S}_{B}^{0}\right)^{-1} & \left(\lambda I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1} \\
-\left(\lambda I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1}\left(\frac{1}{2} I+\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\left(\mathcal{S}_{B}^{0}\right)^{-1} & \left(\lambda I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1}
\end{array}\right)
$$

where $\lambda:=(k+1) /(2(k-1))$. Therefore the invertibility of $\mathcal{A}_{0}(\omega)$ holds for any $\omega \notin\left\{\sqrt{\mu_{j}}\right\}_{j \geq 1}$. This is also the case for $\mathcal{A}_{0}(\omega)$ in two dimensions.

Before proceeding from the generalized argument principle to construct the complete asymptotic expansions for $\mu_{j}^{\epsilon}$ with respect to $\epsilon$, we provide a rigorous study of the integral operator-valued function $\omega \mapsto \widetilde{\mathcal{A}}_{\epsilon}(\omega)$, when $\omega$ is in a small complex neighborhood of $\sqrt{\mu_{j}}$. The next three lemmas, analogous to Lemmas 2.66 , 2.67 and 2.68, are immediate.

Lemma 3.3. The operator-valued function $\widetilde{\mathcal{A}}_{\epsilon}(\omega)$ is Fredholm analytic with index 0 in $\mathbb{C}$ (while in the two-dimensional case in $\mathbb{C} \backslash \sqrt{-1} \mathbb{R}^{-}$) and $\left(\widetilde{\mathcal{A}}_{\epsilon}\right)^{-1}(\omega)$ is a meromorphic function. If $\omega$ is a real characteristic value of the operator-valued function $\widetilde{\mathcal{A}}_{\epsilon}$ (or equivalently, a real pole of $\left(\widetilde{\mathcal{A}}_{\epsilon}\right)^{-1}(\omega)$ ), then there exists $j$ such that $\omega=\sqrt{\mu_{j}^{\epsilon}}$.

Lemma 3.4. Any $\sqrt{\mu_{j}}$ is a simple pole of the operator-valued function $\left(\mathcal{A}_{0}\right)^{-1}(\omega)$.
Lemma 3.5. Let $\omega_{0}=\sqrt{\mu_{j}}$ and suppose that $\mu_{j}$ is simple. Then there exists a positive constant $\delta_{0}$ such that for $|\delta|<\delta_{0}$, the operator-valued function $\omega \mapsto \widetilde{\mathcal{A}}_{\epsilon}(\omega)$ has exactly one characteristic value in $\overline{V_{\delta_{0}}}\left(\omega_{0}\right)$, where $V_{\delta_{0}}\left(\omega_{0}\right)$ is a disk of center $\omega_{0}$ and radius $\delta_{0}>0$. This characteristic value is analytic with respect to $\epsilon$ in $]-\epsilon_{0}, \epsilon_{0}[$. Moreover, the following assertions hold:
(i) $\mathcal{M}\left(\widetilde{\mathcal{A}}_{\epsilon}(\omega) ; \partial V_{\delta_{0}}\right)=1$,
(ii) $\left(\widetilde{\mathcal{A}}_{\epsilon}\right)^{-1}(\omega)=\left(\omega-\omega_{\epsilon}\right)^{-1} \mathcal{L}_{\epsilon}+\mathcal{R}_{\epsilon}(\omega)$,
(iii) $\mathcal{L}_{\epsilon}: \operatorname{Ker}\left(\left(\widetilde{\mathcal{A}}_{\epsilon}\left(\omega_{\epsilon}\right)\right)^{*}\right) \rightarrow \operatorname{Ker}\left(\widetilde{\mathcal{A}}_{\epsilon}\left(\omega_{\epsilon}\right)\right)$,
where $\mathcal{R}_{\epsilon}(\omega)$ is a holomorphic function with respect to $\left.(\epsilon, \omega) \in\right]-\epsilon_{0}, \epsilon_{0}\left[\times V_{\delta_{0}}\left(\omega_{0}\right)\right.$ and $\mathcal{L}_{\epsilon}$ is a finite-dimensional operator.

We are now ready to apply the generalized argument principle. Since we deal with simple characteristic values, the relevant formula will be as follows, which is an immediate consequence of Theorem 1.14 .

Lemma 3.6. Let $\omega_{0}=\sqrt{\mu_{j}}$ and suppose that $\mu_{j}$ is simple. Then $\omega_{\epsilon}=\sqrt{\mu_{j}^{\epsilon}}$ is given by

$$
\begin{equation*}
\omega_{\epsilon}-\omega_{0}=\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right) \widetilde{\mathcal{A}}_{\epsilon}(\omega)^{-1} \frac{d}{d \omega} \widetilde{\mathcal{A}}_{\epsilon}(\omega) d \omega \tag{3.6}
\end{equation*}
$$

Substituting the formula (3.5) into (3.6), we obtain the following complete asymptotic expansion with respect to $\epsilon$ for the eigenvalue perturbations in the three-dimensional case.

THEOREM 3.7 (Eigenvalue perturbations). The following asymptotic expansion holds:

$$
\begin{equation*}
\omega_{\epsilon}-\omega_{0}=\frac{1}{2 \sqrt{-1} \pi} \sum_{p=1}^{+\infty} \frac{1}{p} \sum_{n=p}^{+\infty} \epsilon^{n} \operatorname{tr} \int_{\partial V_{\delta_{0}}} B_{n, p}(\omega) d \omega \tag{3.7}
\end{equation*}
$$

where

$$
B_{n, p}(\omega)=(-1)^{p} \sum_{\substack{n_{1}+\ldots+n_{p}=n \\ n_{i} \geq 1}} \mathcal{A}_{0}(\omega)^{-1} \mathcal{A}_{n_{1}}(\omega) \ldots \mathcal{A}_{0}(\omega)^{-1} \mathcal{A}_{n_{p}}(\omega) \omega^{n}
$$

Proof. If $\epsilon$ is small enough, then the following Neumann series converges uniformly with respect to $\omega$ in $\partial V_{\delta_{0}}$ :

$$
\widetilde{\mathcal{A}}_{\epsilon}(\omega)^{-1}=\sum_{p=0}^{+\infty}\left[\mathcal{A}_{0}(\omega)^{-1}\left(\mathcal{A}_{0}(\omega)-\widetilde{\mathcal{A}}_{\epsilon}(\omega)\right)\right]^{p} \mathcal{A}_{0}(\omega)^{-1}
$$

and hence we may deduce that $\omega_{\epsilon}-\omega_{0}$ is equal to

$$
\frac{1}{2 \pi \sqrt{-1}} \sum_{p=0}^{+\infty} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right)\left[\mathcal{A}_{0}(\omega)^{-1}\left(\mathcal{A}_{0}(\omega)-\widetilde{\mathcal{A}}_{\epsilon}(\omega)\right)\right]^{p} \mathcal{A}_{0}(\omega)^{-1} \frac{d}{d \omega} \widetilde{\mathcal{A}}_{\epsilon}(\omega) d \omega
$$

As in the proof of Theorem 2.69, by using the property 1.4 of the trace together with identity 2.196 we have

$$
\begin{aligned}
& \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right) \frac{1}{p} \frac{d}{d \omega}\left[\mathcal{A}_{0}(\omega)^{-1}\left(\mathcal{A}_{0}(\omega)-\widetilde{\mathcal{A}}_{\epsilon}(\omega)\right)\right]^{p} d \omega \\
& =\operatorname{tr}\left[\int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right)\left[\mathcal{A}_{0}(\omega)^{-1}\left(\mathcal{A}_{0}(\omega)-\widetilde{\mathcal{A}}_{\epsilon}(\omega)\right)\right]^{p-1} \mathcal{A}_{0}(\omega)^{-1} \frac{d}{d \omega}\left(\mathcal{A}_{0}(\omega)-\mathcal{A}_{\epsilon}(\omega)\right) d \omega\right. \\
& \left.-\int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right)\left[\mathcal{A}_{0}(\omega)^{-1}\left(\mathcal{A}_{0}(\omega)-\mathcal{A}_{\epsilon}(\omega)\right)\right]^{p} \mathcal{A}_{0}(\omega)^{-1} \frac{d}{d \omega} \mathcal{A}_{0}(\omega) d \omega\right],
\end{aligned}
$$

and therefore,

$$
\begin{aligned}
\omega_{\epsilon}-\omega_{0}= & -\frac{1}{2 \sqrt{-1} \pi} \sum_{p=1}^{+\infty} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right) \frac{1}{p} \frac{d}{d \omega}\left[\mathcal{A}_{0}(\omega)^{-1}\left(\mathcal{A}_{0}(\omega)-\mathcal{A}_{\epsilon}(\omega)\right)\right]^{p} d \omega \\
& +\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right) \mathcal{A}_{0}(\omega)^{-1} \frac{d}{d \omega} \mathcal{A}_{0}(\omega) d \omega
\end{aligned}
$$

Since $\omega_{0}$ is a simple pole of $\mathcal{A}_{0}(\omega)^{-1}$ and $\mathcal{A}_{0}(\omega)$ is analytic, we readily get

$$
\int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right) \mathcal{A}_{0}(\omega)^{-1} \frac{d}{d \omega} \mathcal{A}_{0}(\omega) d \omega=0
$$

Thus, it follows that

$$
\omega_{\epsilon}-\omega_{0}=-\frac{1}{2 \pi \sqrt{-1}} \sum_{p=1}^{+\infty} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right) \frac{1}{p} \frac{d}{d \omega}\left[\mathcal{A}_{0}^{-1}(\omega)\left(\mathcal{A}_{0}(\omega)-\mathcal{A}_{\epsilon}(\omega)\right)\right]^{p} d \omega
$$

Now, a simple integration by parts yields

$$
\omega_{\epsilon}-\omega_{0}=\frac{1}{2 \pi \sqrt{-1}} \sum_{p=1}^{+\infty} \frac{1}{p} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left[\mathcal{A}_{0}(\omega)^{-1}\left(\mathcal{A}_{0}(\omega)-\mathcal{A}_{\epsilon}(\omega)\right)\right]^{p} d \omega
$$

Notice from (3.5) that

$$
\begin{aligned}
& \left(\mathcal{A}_{0}(\omega)^{-1}\left(\mathcal{A}_{0}(\omega)-\mathcal{A}_{\epsilon}(\omega)\right)\right)^{p} \\
& \quad=(-1)^{p} \sum_{n=p}^{+\infty} \epsilon^{n} \sum_{\substack{n_{1}+\ldots+n_{p}=n \\
n_{i} \geq 1}} \mathcal{A}_{0}(\omega)^{-1} \mathcal{A}_{n_{1}}(\omega) \ldots \mathcal{A}_{0}(\omega)^{-1} \mathcal{A}_{n_{p}}(\omega) \omega^{n} .
\end{aligned}
$$

Therefore, upon inserting this into the latter formula, we arrive at the desired asymptotic expansion (3.7).

As a simplest case, let us now find the leading-order term in the asymptotic expansion of $\mu_{j}^{\epsilon}-\mu_{j}$ as $\epsilon \rightarrow 0$. By (3.7), the leading-order of the expansion of $\omega_{\epsilon}-\omega_{0}$ is the $\epsilon$-order term and its coefficient is given by

$$
\begin{equation*}
-\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{\delta_{0}}} \mathcal{A}_{0}(\omega)^{-1} \mathcal{A}_{1}(\omega) \omega d \omega \tag{3.8}
\end{equation*}
$$

We can now recover the following result from [71, 69] giving the leading-order term in the asymptotic expansion of the eigenvalue perturbations.

Corollary 3.8. Suppose $\mu_{j}$ is a simple eigenvalue associated with the normalized eigenfunction $u_{j}$. The following asymptotic expansion holds:

$$
\begin{equation*}
\mu_{j}^{\epsilon}-\mu_{j}=\epsilon^{d} \nabla u_{j}(z) \cdot M(\lambda(k), B) \nabla u_{j}(z)+o\left(\epsilon^{d}\right) \tag{3.9}
\end{equation*}
$$

where $M(\lambda(k), B)$, defined by (2.73), is the polarization tensor associated with the domain $B$ and the conductivity $k$.

In view of the positivity properties of $M$, we can then deduce from formula (3.9) the sign of the variation of a given eigenvalue in terms of the conductivity of the particle. Furthermore, the Hashin-Shtrikman bounds 2.80 and 2.81 lead, in view of 3.9), to perturbation bounds for the eigenvalues.

Turning now to the behavior of the perturbed eigenfunction near the particle $D$ or at the boundary $\Omega$, we can prove from [71] that the following inner and outer expansions of the perturbed eigenfunction with respect to $\epsilon$ hold.

Lemma 3.9. Let $u_{j}^{\epsilon}$ be the normalized eigenfunction associated with $\mu_{j}^{\epsilon}$.
(i) The following inner expansion holds for $x$ near $z$ :

$$
\begin{equation*}
u_{j}^{\epsilon}(x)=u_{j}(z)+\epsilon \sum_{l=1}^{d} \partial_{l} u_{j}(z) \psi_{l}\left(\frac{x-z}{\epsilon}\right)+o(\epsilon) \tag{3.10}
\end{equation*}
$$

where $\psi_{l}$ is defined by

$$
\begin{cases}\nabla \cdot(1+(k-1) \chi(B)) \nabla \psi_{l}=0 & \text { in } \mathbb{R}^{d} \\ \psi_{l}(x)-x_{l}=O\left(|x|^{1-d}\right) & \text { as }|x| \rightarrow+\infty\end{cases}
$$

(ii) The following outer expansion holds uniformly for $x \in \partial \Omega$ :

$$
\begin{equation*}
\left(u_{j}^{\epsilon}-u_{j}\right)(x)=-\epsilon^{d} \nabla u_{j}(z) \cdot M(\lambda(k), B) \nabla \mathcal{N}_{\Omega}^{\omega_{j}}(x, z)+o\left(\epsilon^{d}\right) \tag{3.12}
\end{equation*}
$$

where $\mathcal{N}_{j}$ is the solution to

$$
\left\{\begin{array}{l}
\left(\Delta_{x}+\omega_{j}^{2}\right) \mathcal{N}_{\Omega}^{\omega_{j}}(x, y)=-\delta_{y}+u_{j}(x) u_{j}(y) \quad \text { in } \Omega  \tag{3.13}\\
\frac{\partial \mathcal{N}_{\Omega}^{\omega_{j}}}{\partial \nu}=0 \quad \text { on } \partial \Omega \\
\int_{\Omega} \mathcal{N}_{\Omega}^{\omega_{j}} u_{j}=0
\end{array}\right.
$$

Proof. We only outline the derivation of the asymptotic expansions 3.10 and $(3.12)$ of $u_{j}^{\epsilon}$ leaving the details to the reader.

Note first that one can show that the polarization tensor $M=\left(m_{l l^{\prime}}\right)$ can be rewritten as

$$
\begin{equation*}
m_{l l^{\prime}}=(k-1) \int_{\partial B} \psi_{l} \frac{\partial x_{l^{\prime}}}{\partial \nu} d \sigma=\left.(k-1) \int_{\partial B} \frac{\partial \psi_{l}}{\partial \nu}\right|_{-} x_{l^{\prime}} d \sigma \tag{3.14}
\end{equation*}
$$

where $\psi_{l}$ is the solution to 3.11 .
For any $f \in L_{0}^{2}(\Omega)$, define $T^{\epsilon}[f]=v^{\epsilon}$, where $v^{\epsilon}$ is the solution to

$$
\left\{\begin{array}{l}
\nabla \cdot(1+(k-1) \chi(D)) \nabla v^{\epsilon}=-f \quad \text { in } \Omega \\
\frac{\partial v^{\epsilon}}{\partial \nu}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

and $T[f]=v$, where $v$ is the solution to

$$
\left\{\begin{array}{l}
\Delta v=-f \quad \text { in } \Omega \\
\frac{\partial v}{\partial \nu}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

Now let $V$ be a disk centered at $1 / \omega_{j}^{2}$, with radius small enough. For any $\mu \in \partial V$, we get

$$
(\mu-T)^{-1}\left[u_{l}\right]=\frac{1}{\mu-\frac{1}{\omega_{l}^{2}}} u_{l}, \quad \forall l
$$

On the other hand, we have

$$
\left(\cdot, u_{j}^{\epsilon}\right) u_{j}^{\epsilon}=\frac{1}{2 \pi \sqrt{-1}} \int_{\partial V}\left(\mu-T^{\epsilon}\right)^{-1} d \mu
$$

see for instance 411. Thus, it follows from

$$
\begin{aligned}
\left(\mu-T^{\epsilon}\right)^{-1}\left[u_{j}\right] & =(\mu-T)^{-1}\left[u_{j}\right]+(\mu-T)^{-1}\left(T^{\epsilon}-T\right)(\mu-T)^{-1}\left[u_{j}\right]+\text { h.o.t. } \\
& =\frac{1}{\mu-\frac{1}{\omega_{j}^{2}}}\left[u_{j}+(\mu-T)^{-1}\left(T^{\epsilon}-T\right)\left[u_{j}\right]+\text { h.o.t. }\right]
\end{aligned}
$$

that

$$
\begin{equation*}
\left(\cdot, u_{j}^{\epsilon}\right) u_{j}^{\epsilon}=u_{j}+\frac{1}{2 \pi \sqrt{-1}} \int_{\partial V} \frac{1}{\mu-\frac{1}{\omega_{j}^{2}}}(\mu-T)^{-1}\left(T^{\epsilon}-T\right)\left[u_{j}\right] d \mu+\text { h.o.t. } \tag{3.15}
\end{equation*}
$$

Here h.o.t. stands for higher-order term. Set $\Psi_{l}(x):=\psi_{l}(x)-x_{l}$. According to [71, the following expansion with respect to $\epsilon$ holds;

$$
\left(T^{\epsilon}-T\right)\left[u_{j}\right]=\frac{\epsilon}{\omega_{j}^{2}} \sum_{l=1}^{d} \partial_{l} u_{j}(z) \Psi_{l}\left(\frac{x-z}{\epsilon}\right)+\text { h.o.t. } \quad \text { in } \Omega
$$

and consequently,

$$
(\mu-T)^{-1}\left(T^{\epsilon}-T\right)\left[u_{j}\right]=\frac{\epsilon}{\omega_{j}^{2}} \sum_{l=1}^{d} \partial_{l} u_{j}(z)(\mu-T)^{-1}\left[\Psi_{l}\left(\frac{\cdot-z}{\epsilon}\right)\right]+\text { h.o.t. } \quad \text { in } \Omega .
$$

From the definition of $T$, we can readily get

$$
(\mu-T)^{-1}\left[\Psi_{l}\left(\frac{\cdot-z}{\epsilon}\right)\right]=\frac{1}{\mu}\left[\Psi_{l}\left(\frac{\cdot-z}{\epsilon}\right)+\frac{1}{\mu} \int_{\Omega} N_{\Omega}^{1 / \sqrt{\mu}}(\cdot, y) \Psi_{l}\left(\frac{y-z}{\epsilon}\right) d y\right]
$$

where $N_{\Omega}^{1 / \sqrt{\mu}}$ is defined by 2.179. But

$$
\begin{aligned}
& \Psi_{l}\left(\frac{-z}{\epsilon}\right)+\frac{1}{\mu} \int_{\Omega} N_{\Omega}^{1 / \sqrt{\mu}}(\cdot, y) \Psi_{l}\left(\frac{y-z}{\epsilon}\right) d y \\
& \quad=\left.(1-k) \int_{\partial D} N_{\Omega}^{1 / \sqrt{\mu}}(\cdot, y) \frac{\partial \psi_{l}}{\partial \nu}\right|_{-}\left(\frac{y-z}{\epsilon}\right) d \sigma(y)+\text { h.o.t. }
\end{aligned}
$$

Therefore, we get from the definition (3.14) of the polarization tensor and the fact that $\psi_{l}$ is harmonic in $B$ that for $x \in \partial \Omega$,
$\Psi_{l}\left(\frac{x-z}{\epsilon}\right)+\frac{1}{\mu} \int_{\Omega} N_{\Omega}^{1 / \sqrt{\mu}}(x, y) \Psi_{l}\left(\frac{y-z}{\epsilon}\right) d y=-\epsilon^{d-1} \sum_{l^{\prime}=1}^{d} m_{l l^{\prime}} \partial_{l^{\prime}} N_{\Omega}^{1 / \sqrt{\mu}}(x, z)+$ h.o.t.

Inserting 3.16 into 3.15 and using the spectral decomposition 2.180 of $N_{\Omega}^{1 / \sqrt{\mu}}$, we finally obtain

$$
\begin{equation*}
\left(\cdot, u_{j}^{\epsilon}\right) u_{j}^{\epsilon}=u_{j}-\epsilon^{d} \nabla u_{j}(z) \cdot M(\lambda(k), B) \nabla \mathcal{N}_{\Omega}^{\omega_{j}}(x, z)+\text { h.o.t. on } \partial \Omega \tag{3.17}
\end{equation*}
$$

where $\mathcal{N}_{\Omega}^{\omega_{j}}$ is defined by 3.13 or equivalently by the following spectral representation:

$$
\mathcal{N}_{\Omega}^{\omega_{j}}(x, z)=\sum_{l \neq j} \frac{u_{l}(x) u_{l}(z)}{\omega_{l}^{2}-\omega_{j}^{2}}, \quad x \neq z \in \Omega
$$

Since

$$
\begin{aligned}
& \left(u_{j}^{\epsilon}, u_{j}\right)^{2}=1+\frac{\epsilon^{d}(1-k)}{2 \pi \sqrt{-1} \omega_{j}^{2}} \sum_{l=1}^{d} \partial_{l} u_{j}(z) \\
& \quad \times\left.\int_{\partial B} \frac{\partial \psi_{l}}{\partial \nu}\right|_{-}(y)\left(\int_{\partial V} \frac{1}{\mu\left(\mu-\frac{1}{\omega_{j}^{2}}\right)} \int_{\Omega} N_{\Omega}^{1 / \sqrt{\mu}}(x, \epsilon y+z) u_{j}(x) d x\right) d \sigma(y)+\text { h.o.t. } \\
& \quad=1+o\left(\epsilon^{d}\right)
\end{aligned}
$$

by using once again 2.180 , the desired outer expansion follows immediately from (3.17).

The inner expansion follows in exactly the same manner as the outer expansion by observing that

$$
\begin{aligned}
(1- & k)\left.\int_{\partial D} N_{\Omega}^{1 / \sqrt{\mu}}(x, y) \frac{\partial \psi_{l}}{\partial \nu}\right|_{-}\left(\frac{y-z}{\epsilon}\right) d \sigma(y) \\
& =\left.(k-1) \int_{\partial D} \Gamma_{0}(x, y) \frac{\partial \psi_{l}}{\partial \nu}\right|_{-}\left(\frac{y-z}{\epsilon}\right) d \sigma(y)+\text { h.o.t. } \\
& =\Psi_{l}\left(\frac{x-z}{\epsilon}\right)+\text { h.o.t. }
\end{aligned}
$$

for $x$ near $z$, where $\Gamma_{0}$ is the fundamental solution of the Laplacian given by 2.2 .

Note that if we consider the eigenvalue problem

$$
\begin{cases}\Delta u_{j}^{\epsilon}+\mu_{j}^{\epsilon} u_{j}^{\epsilon}=0 & \text { in } \Omega \backslash \bar{D}  \tag{3.18}\\ \Delta u_{j}^{\epsilon}+k \mu_{j}^{\epsilon} u_{j}^{\epsilon}=0 & \text { in } D \\ \left.u_{j}^{\epsilon}\right|_{+}-\left.u_{j}^{\epsilon}\right|_{-}=0 & \text { on } \partial D \\ \left.\frac{\partial u_{j}^{\epsilon}}{\partial \nu}\right|_{+}-\left.\frac{\partial u_{j}^{\epsilon}}{\partial \nu}\right|_{-}=0 & \text { on } \partial D \\ \frac{\partial u_{j}^{\epsilon}}{\partial \nu}=0 & \text { on } \partial \Omega\end{cases}
$$

then a much simpler formula than (3.9) holds. In fact, if we suppose that $\mu_{j}$ is a simple eigenvalue associated with the normalized eigenfunction $u_{j}$ (satisfying $\left.\int_{\Omega}(1+(k-1) \chi(D))\left|u_{j}\right|^{2}=1\right)$, then we have

$$
\begin{equation*}
\mu_{j}^{\epsilon}-\mu_{j}=(1-k)\left|D \| u_{j}(z)\right|^{2}+o\left(\epsilon^{d}\right) \tag{3.19}
\end{equation*}
$$

See, for example, 69 for the details and for a higher-order expansion. Moreover,

$$
\left(u_{j}^{\epsilon}-u_{j}\right)(x)=-\mu_{j}(1-k)|D| u_{j}(z) \mathcal{N}_{\Omega}^{\sqrt{\mu_{j}}}(x, z)+o(|D|)
$$

holds uniformly in $x \in \partial \Omega$.
3.2.2. Eigenvalue Perturbations Due to Shape Deformations. Let $D_{\epsilon}$ be an $\epsilon$-perturbation of $D$; i.e., let $h \in \mathcal{C}^{2}(\partial D)$ and $\partial D_{\epsilon}$ be given by

$$
\partial D_{\epsilon}=\{\tilde{x}: \tilde{x}=x+\epsilon h(x) \nu(x), x \in \partial D\}
$$

Consider the following eigenvalue problem:

$$
\begin{cases}\Delta u^{\epsilon}+\omega^{2} u^{\epsilon}=0 & \text { in } \Omega \backslash \overline{D_{\epsilon}}  \tag{3.20}\\ \Delta u^{\epsilon}+\frac{\omega^{2}}{k} u^{\epsilon}=0 & \text { in } D_{\epsilon} \\ \left.u^{\epsilon}\right|_{+}-\left.u^{\epsilon}\right|_{-}=0 & \text { on } \partial D_{\epsilon} \\ \left.\frac{\partial u^{\epsilon}}{\partial \nu}\right|_{+}-\left.k \frac{\partial u^{\epsilon}}{\partial \nu}\right|_{-}=0 & \text { on } \partial D_{\epsilon} \\ \frac{\partial u^{\epsilon}}{\partial \nu}=0 & \text { on } \partial \Omega\end{cases}
$$

In exactly the same manner as in the previous section, we reduce the eigenvalue problem 3.20 to the calculation of the asymptotic expressions of the characteristic values of the operator-valued function $\mathcal{A}_{\epsilon}(\omega)$ given by

$$
\omega \mapsto \mathcal{A}_{\epsilon}(\omega):=\left(\begin{array}{ccc}
\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega} & -\mathcal{S}_{D_{\epsilon}}^{\omega} & 0 \\
\mathcal{D}_{\Omega}^{\omega} & \mathcal{S}_{D_{\epsilon}}^{\omega} & -\mathcal{S}_{D_{\epsilon}}^{\frac{\omega}{\sqrt{k}}} \\
\frac{\partial}{\partial \nu} \mathcal{D}_{\Omega}^{\omega} & \frac{1}{2} I+\left(\mathcal{K}_{D_{\epsilon}}^{\omega}\right)^{*} & -k\left(-\frac{1}{2} I+\left(\mathcal{K}_{D_{\epsilon}}^{\frac{\omega}{\sqrt{k}}}\right)^{*}\right)
\end{array}\right)
$$

To derive a full asymptotic expansion of the perturbations in the eigenvalues, we shall expand the operator-valued function $\mathcal{A}_{\epsilon}(\omega)$ in terms of $\epsilon$. For this purpose, we only need to construct high-order expansions of $\mathcal{S}_{D_{\epsilon}}^{\omega}$ and $\left(\mathcal{K}_{D_{\epsilon}}^{\omega}\right)^{*}$.

Suppose that $\omega_{0}$ is a simple eigenvalue of 3.20 for $\epsilon=0$. Let $V_{\delta_{0}}$ be a disk of center $\omega_{0}$ and radius $\delta_{0}>0$ so that $\omega_{0}$ is the only characteristic value of $\mathcal{A}_{0}(\omega)$ in $\overline{V_{\delta_{0}}}$.

With 2.141 and 2.146 in hand, we write

$$
\mathcal{A}_{\epsilon}(\omega)=\sum_{n=0}^{+\infty}(\omega \epsilon)^{n} \mathcal{A}_{n}(\omega) \quad \text { for } \omega \in \overline{V_{\delta_{0}}}
$$

Therefore, from

$$
\omega_{\epsilon}-\omega_{0}=\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right) \mathcal{A}_{\epsilon}(\omega)^{-1} \frac{d}{d \omega} \mathcal{A}_{\epsilon}(\omega) d \omega
$$

we obtain the following complete asymptotic expansion for the eigenvalue perturbations due to a shape deformation of the particle.

Theorem 3.10 (Eigenvalue perturbations). For $\epsilon$ small enough, the following asymptotic expansion holds:

$$
\begin{equation*}
\omega_{\epsilon}-\omega_{0}=\frac{1}{2 \sqrt{-1} \pi} \sum_{p=1}^{+\infty} \frac{1}{p} \sum_{n=p}^{+\infty} \epsilon^{n} \operatorname{tr} \int_{\partial V_{\delta_{0}}} B_{n, p}(\omega) d \omega \tag{3.21}
\end{equation*}
$$

where

$$
B_{n, p}(\omega)=(-1)^{p} \sum_{\substack{n_{1}+\ldots+n_{p}=n \\ n_{i} \geq 1}} \mathcal{A}_{0}(\omega)^{-1} \mathcal{A}_{n_{1}}(\omega) \ldots \mathcal{A}_{0}(\omega)^{-1} \mathcal{A}_{n_{p}}(\omega) \omega^{n}
$$

The leading-order of the expansion of $\omega_{\epsilon}-\omega_{0}$ is the $\epsilon$-order term and its coefficient is given by

$$
-\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{\delta_{0}}} \mathcal{A}_{0}(\omega)^{-1} \mathcal{A}_{1}(\omega) \omega d \omega
$$

Tedious calculations yield

$$
\begin{equation*}
\omega_{\epsilon}-\omega_{0}=\epsilon \frac{k-1}{2 \omega_{0}} \int_{\partial D} h\left[k\left(\left.\frac{\partial u^{0}}{\partial \nu}\right|_{-}\right)^{2}+\left(\frac{\partial u^{0}}{\partial T}\right)^{2}\right] d \sigma+O\left(\epsilon^{2}\right) \tag{3.22}
\end{equation*}
$$

where $u^{0}$ satisfying $\int_{\Omega}\left|u^{0}\right|^{2}=1$ is the normalized eigenvalue of 3.20 for $\epsilon=0$. As will be seen later, this is exactly the shape derivative of $\omega_{\epsilon}$. Another way of deriving (3.22) is given in $\mathbf{1 8}$. It is based on fine gradient estimates from $\mathbf{3 2 8}$ (see also [327]) together with Osborn's result on spectral approximation for compact operators in $\mathbf{3 7 9}$.

Let $v$ be the solution to

$$
\begin{cases}\Delta v+\omega_{0}^{2} v=0 & \text { in } \Omega \backslash \bar{D} \\ \Delta v+\omega_{0}^{2} v=0 & \text { in } D \\ \left.v\right|_{+}-\left.v\right|_{-}=-\left.h \frac{\partial u^{0}}{\partial \nu}\right|_{-} \\ \left.\frac{\partial v}{\partial \nu}\right|_{+}-\left.k \frac{\partial v}{\partial \nu}\right|_{-}=-\frac{\partial}{\partial T} h \frac{\partial u^{0}}{\partial T} & \text { on } \partial D  \tag{3.23}\\ \frac{\partial v}{\partial \nu}=0 & \text { on } \partial \Omega \\ \int_{\Omega}^{v} v u^{0}=0 & \end{cases}
$$

It can be shown that the asymptotic expansion of $u^{\epsilon}$

$$
\begin{equation*}
u^{\epsilon}-u^{0}=\epsilon(k-1) v+o(\epsilon) \tag{3.24}
\end{equation*}
$$

holds uniformly on $\partial \Omega$.
Observe that if we define $\mathcal{N}_{\Omega, D}^{\omega_{0}}$ as the solution to

$$
\left\{\begin{array}{l}
\left(\nabla \cdot(1+(k-1) \chi(D)) \nabla+\omega_{0}^{2}\right) \mathcal{N}_{\Omega, D}^{\omega_{0}}(x, y)=-\delta_{y}+u^{0}(x) u^{0}(y) \text { in } \Omega \\
\frac{\partial \mathcal{N}_{\Omega, D}^{\omega_{0}}}{\partial \nu}=0 \quad \text { on } \partial \Omega \\
\int_{\Omega} \mathcal{N}_{\Omega, D}^{\omega_{0}} u^{0}=0
\end{array}\right.
$$

then $v$ admits the following integral representation:

$$
v(x)=\int_{\partial D} h(y)\left[\frac{\partial u^{0}}{\partial T}(y) \frac{\partial \mathcal{N}_{\Omega, D}^{\omega_{0}}}{\partial T}(x, y)+\left.\left.k \frac{\partial u^{0}}{\partial \nu}\right|_{-}(y) \frac{\partial \mathcal{N}_{\Omega, D}^{\omega_{0}}}{\partial \nu}\right|_{-}(x, y)\right] d \sigma(y)
$$

In exactly the same manner as in the derivation of 3.22 , if we consider the eigenvalue problem

$$
\begin{cases}\Delta u^{\epsilon}+\omega^{2} u^{\epsilon}=0 & \text { in } \Omega \backslash \overline{D_{\epsilon}} \\ \Delta u^{\epsilon}+\frac{\omega^{2}}{k} u^{\epsilon}=0 & \text { in } D_{\epsilon} \\ \left.u^{\epsilon}\right|_{+}-\left.u^{\epsilon}\right|_{-}=0 & \text { on } \partial D_{\epsilon} \\ \left.\frac{\partial u^{\epsilon}}{\partial \nu}\right|_{+}-\left.\frac{\partial u^{\epsilon}}{\partial \nu}\right|_{-}=0 & \text { on } \partial D_{\epsilon} \\ \frac{\partial u^{\epsilon}}{\partial \nu}=0 \text { or } u^{\epsilon}=0 & \text { on } \partial \Omega\end{cases}
$$

or equivalently,

$$
\begin{cases}\Delta u^{\epsilon}+\omega^{2}\left(\chi\left(\Omega \backslash \overline{D_{\epsilon}}\right)+\frac{1}{k} \chi\left(D_{\epsilon}\right)\right) u^{\epsilon}=0 & \text { in } \Omega  \tag{3.25}\\ \frac{\partial u^{\epsilon}}{\partial \nu}=0 \text { or } u^{\epsilon}=0 & \text { on } \partial \Omega\end{cases}
$$

we can prove that the following asymptotic formula holds:

$$
\begin{equation*}
\omega_{\epsilon}-\omega_{0}=\frac{\epsilon}{2} \omega_{0}\left(\frac{1}{k}-1\right) \int_{\partial D} h\left|u^{0}\right|^{2} d \sigma+O\left(\epsilon^{2}\right) \tag{3.26}
\end{equation*}
$$

where $u^{0}$ is the eigenvalue of 3.25 for $\epsilon=0$ satisfying the normalization

$$
\int_{\Omega}\left(\chi(\Omega \backslash \bar{D})+\frac{1}{k} \chi(D)\right)\left|u^{0}\right|^{2}=1
$$

Furthermore, the asymptotic expansion of $u^{\epsilon}$

$$
\begin{equation*}
u^{\epsilon}-u^{0}=\epsilon \omega_{0}^{2}\left(1-\frac{1}{k}\right) w+o(\epsilon) \tag{3.27}
\end{equation*}
$$

holds uniformly on $\partial \Omega$, where

$$
\begin{cases}\Delta w+\omega_{0}^{2} w=0 & \text { in } \Omega \backslash \bar{D} \\ \Delta w+\omega_{0}^{2} w=0 & \text { in } D \\ \left.w\right|_{+}-\left.w\right|_{-}=0 & \text { on } \partial D \\ \left.\frac{\partial w}{\partial \nu}\right|_{+}-\left.\frac{\partial w}{\partial \nu}\right|_{-}=h u^{0} & \text { on } \partial D \\ \frac{\partial w}{\partial \nu}=0 \quad \text { or } w=0 & \text { on } \partial \Omega \\ \int_{\Omega} w u^{0}=0 & \end{cases}
$$

REMARK 3.11. In 69, 80, asymptotic formulas for perturbations in the eigenvalues of the full Maxwell equations due to the presence of small dielectric particles are derived.

### 3.3. Optical Resonators

3.3.1. Integral Formulation of Resonances. The integral formulation described below can be applied to resonance problems for Maxwell's and elasticity
equations. However, for simplicity, we will limit the presentation to a scalar problem. Consider the solution $u$ to the following problem:

$$
\left\{\begin{array}{l}
\Delta u+\omega^{2} n(x) u=0  \tag{3.28}\\
u \text { satisfies the Sommerfeld radiation condition. }
\end{array}\right.
$$

We assume that $n-1$ is compactly supported in a bounded domain $D \subset \mathbb{R}^{d}$ for $d=2,3$, and is assumed to be known.

Keeping in mind that 2.147 holds for $\omega \in \mathbb{C}$, we can formally rewrite the solution to 3.28 in integral form

$$
\begin{equation*}
u(x)+\omega^{2} \int_{D}(n(y)-1) \Gamma_{\omega}(x-y) u(y) d y=0, \quad x \in \mathbb{R}^{d} \tag{3.29}
\end{equation*}
$$

We call a particular $\omega \in \mathbb{C}$ a resonance if it yields nontrivial solutions $u(x)$ of 3.29 ). Hence, resonance is a solution to the wave equation which is spatially localized while its time dependence is harmonic except for decay due to radiation. The decay rate, which is proportional to the imaginary part of the resonance value, depends on the material properties of the resonator. If $\omega$ is a resonance, then we call (nontrivial) functions $u$ satisfying 3.28 the resonant modes.

Define the operator $\mathcal{A}_{0}(\omega)$ as

$$
\mathcal{A}_{0}(\omega)[u]=u(x)+\omega^{2} \int_{D}(n(y)-1) \Gamma_{\omega}(x-y) u(y) d y
$$

Notice that the adjoint $\mathcal{A}_{0}^{*}(\omega)$ of $\mathcal{A}_{0}(\omega)$ is given by

$$
\mathcal{A}_{0}^{*}(\omega)[v]=v(x)+(n(x)-1) \omega^{2} \int_{D} \Gamma_{\omega}(x-y) v(y) d y
$$

Now given $n(x)$, we have the nonlinear eigenvalue problem $\mathcal{A}_{0}(\omega)[u]=0$, which can be solved using Muller's method. We can easily prove that $\omega_{0}$ is a resonance if and only if it is a characteristic value of the meromorphic operator-valued function $\omega \mapsto \mathcal{A}_{0}(\omega)$.
3.3.2. Optimization of the Quality Factor. We define the quality factor $Q$ as

$$
Q=\left|\frac{\Re \omega}{\Im \omega}\right|
$$

where $\omega \in \mathbb{C}$ is a resonance. The quality factor is inversely proportional to the decay rate.

In order to compute the sensitivity of $Q$ to changes in $n(x)$, we can make use of the generalized argument principle.

Write $n_{\epsilon}(x)=n(x)+\epsilon \mu(x)$, where $\mu$ is compactly supported in $D$ and $\epsilon$ is a small parameter and let $\omega_{0}$ be a characteristic value of $\mathcal{A}_{0}(\omega)$. Denote by $\mathcal{A}_{\epsilon}(\omega)$ the operator-valued function associated with $n_{\epsilon}$. Then there exists a positive constant $\delta_{0}$ such that for $|\delta|<\delta_{0}$, the operator-valued function $\omega \mapsto \mathcal{A}_{\epsilon}(\omega)$ has exactly one characteristic value in $\overline{V_{\delta_{0}}}\left(\omega_{0}\right)$, where $V_{\delta_{0}}\left(\omega_{0}\right)$ is a disk of center $\omega_{0}$ and radius $\delta_{0}>0$.

Analogously to Lemma 3.6, we have

$$
\omega_{\epsilon}-\omega_{0}=\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right) \mathcal{A}_{\epsilon}(\omega)^{-1} \frac{d}{d \omega} \mathcal{A}_{\epsilon}(\omega) d \omega
$$

and hence, the leading-order of the expansion of $\omega_{\epsilon}-\omega_{0}$ is the $\epsilon$-order term and its coefficient is given by

$$
\begin{equation*}
-\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V_{\delta_{0}}} \mathcal{A}_{0}(\omega)^{-1} \mathcal{A}_{1}^{(\mu)}(\omega) \omega d \omega \tag{3.30}
\end{equation*}
$$

where the operator $\mathcal{A}_{1}^{(\mu)}$ is defined by

$$
\mathcal{A}_{1}^{(\mu)}(\omega)[u]=\omega^{2} \int_{\Omega} \mu(y) \Gamma_{\omega}(x-y) u(y) d y
$$

Formula 3.30 yields the Fréchet derivative of the quality factor $Q$ with respect to $n$. Given an admissible set of functions $n(x)$, optimal control can be used to maximize the quality factor of the resonator $D$.

### 3.4. Elastic Cavities

Let $\Omega$ be an elastic medium in $\mathbb{R}^{3}$ with a connected Lipschitz boundary whose Lamé constants are $\lambda, \mu$. We consider the eigenvalue problem for the Lamé system of linear elasticity:

$$
\begin{equation*}
\mathcal{L}^{\lambda, \mu} \mathbf{u}+\kappa \mathbf{u}=\mu \triangle \mathbf{u}+(\lambda+\mu) \nabla \nabla \cdot \mathbf{u}+\kappa \mathbf{u}=0 \quad \text { in } \Omega \tag{3.31}
\end{equation*}
$$

with the Neumann boundary condition $\partial \mathbf{u} / \partial \nu=0$ on $\partial \Omega$. Here the conormal derivative $\partial \mathbf{u} / \partial \nu$ is defined by 2.369 .

Suppose that $\Omega$ contains a small particle $D$ of the form $D=z+\epsilon B$, where $B$ is a bounded Lipschitz domain containing the origin, $\epsilon$ is a small parameter, and $z$ indicates the location of the particle. Due to the presence of the particle $D$, the eigenvalues of the domain $\Omega$ are perturbed. Our goal in this section is to find an asymptotic expansion for the perturbation of eigenvalues due to the presence of the particle. Let $\kappa_{1} \leq \kappa_{2} \leq \ldots$ be the eigenvalues of 3.31 and let $\kappa_{1}^{\epsilon} \leq \kappa_{2}^{\epsilon} \leq \ldots$ be the eigenvalues in the presence of the particle. The main result of this section is a complete asymptotic expansion of $\kappa_{j}^{\epsilon}-\kappa_{j}$ as $\epsilon \rightarrow 0$.

The main ingredients in deriving the results of this section are again the integral equations and the theory of meromorphic operator-valued functions. Using integral representations of solutions to the harmonic oscillatory linear elastic equation, we reduce this problem to the study of characteristic values of integral operators in the complex plane.

The elastic particles we deal with are soft particles. A soft particle is characterized by the transmission conditions on its boundary. We will explicitly calculate the leading-order term, which is of order $\epsilon^{3}$, the volume of the particle, and is expressed in terms of the eigenfunctions and the elastic moment tensor. We confine our attention to the eigenvalues of the Neumann boundary value problem. The Dirichlet boundary case can be treated in a similar way with only minor modifications of the techniques presented here. We also confine our attention to the three-dimensional case. The two-dimensional case can be dealt with in an almost identical way.

We now investigate the perturbation of eigenvalues due to the presence of a small soft elastic particle. Suppose that the elastic medium $\Omega$ contains a small particle $D$ of the form $D=z+\epsilon B$, whose Lamé constants are $\tilde{\lambda}$, $\tilde{\mu}$ satisfying $(\lambda-\tilde{\lambda})(\mu-\tilde{\mu}) \geq 0$ and $0<\tilde{\lambda}, \tilde{\mu}<+\infty$. Let $\kappa_{k}$ be an eigenvalue of $-\mathcal{L}^{\lambda, \mu}$ and let $\kappa_{k}^{\epsilon}$ be the perturbed eigenvalue in the presence of the particle. Then the eigenfunction $\mathbf{u}_{k}^{\epsilon}$ corresponding to the (simple) eigenvalue $\kappa_{k}^{\epsilon}$ is the solution to 2.395 with $\omega^{2}=\kappa_{k}^{\epsilon}$. Recall that $\tilde{\mathcal{S}}_{D}^{\omega}$ and $\tilde{\mathcal{K}}_{D}^{\omega}$ denote the single-layer potential and
the boundary integral operator, respectively, defined by 2.377 and 2.382 with $\lambda, \mu$ replaced by $\tilde{\lambda}, \tilde{\mu}$.

Let $\mathbf{u}$ be the solution to

$$
\begin{cases}\mathcal{L}^{\lambda, \mu} \mathbf{u}+\omega^{2} \mathbf{u}=0 & \text { in } \Omega \backslash \bar{D}  \tag{3.32}\\ \mathcal{L}^{\tilde{\lambda}, \tilde{\mu}} \mathbf{u}+\omega^{2} \mathbf{u}=0 & \text { in } D \\ \frac{\partial \mathbf{u}}{\partial \nu}=\mathbf{g} & \text { on } \partial \Omega \\ \left.\mathbf{u}\right|_{+}-\left.\mathbf{u}\right|_{-}=0 & \text { on } \partial D \\ \left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{+}-\left.\frac{\partial \mathbf{u}}{\partial \tilde{\nu}}\right|_{-}=0 & \text { on } \partial D\end{cases}
$$

We may assume as before that $\omega^{2}$ is not a Dirichlet eigenvalue for $-\mathcal{L}^{\lambda, \mu}$ on $D$. By Theorem 2.125, u can be represented as

$$
\mathbf{u}= \begin{cases}\mathcal{D}_{\Omega}^{\omega}[\psi]+\mathcal{S}_{D}^{\omega}[\phi] & \text { in } \Omega \backslash \bar{D}  \tag{3.33}\\ \tilde{\mathcal{S}}_{D}^{\omega}[\theta] & \text { in } D\end{cases}
$$

where $\psi, \phi$, and $\theta$ satisfy the system of integral equations

$$
\begin{cases}\left(\frac{1}{2} \mathbf{I}-\mathcal{K}_{\Omega}^{\omega}\right)[\psi]-\mathcal{S}_{D}^{\omega}[\phi]=0 & \text { on } \partial \Omega  \tag{3.34}\\ \mathcal{D}_{\Omega}^{\omega}[\psi]+\mathcal{S}_{D}^{\omega}[\phi]-\tilde{\mathcal{S}}_{D}^{\omega}[\theta]=0 & \text { on } \partial D \\ \frac{\partial\left(\mathcal{D}_{\Omega}^{\omega}[\psi]\right)}{\partial \nu}+\left.\frac{\partial\left(\mathcal{S}_{D}^{\omega}[\phi]\right)}{\partial \nu}\right|_{+}-\left.\frac{\partial\left(\tilde{\mathcal{S}}_{D}^{\omega}[\theta]\right)}{\partial \tilde{\nu}}\right|_{-}=0 & \text { on } \partial D\end{cases}
$$

Conversely, $(\phi, \psi, \theta) \in L^{2}(\partial \Omega)^{3} \times L^{2}(\partial D)^{3} \times L^{2}(\partial D)^{3}$ satisfying (3.34) yields the solution to 3.32 via the representation formula 3.33 ).

In order to derive an asymptotic expansion for $\kappa^{\epsilon}$, we begin by establishing the following, which generalizes Lemma 3.1 to the elasticity case.

Lemma 3.12. Let $\psi \in L^{2}(\partial \Omega)^{3}$ and $\phi \in L^{2}(\partial D)^{3}$. If $\tilde{\phi}(x)=\epsilon \phi(\epsilon x+z)$ for $x \in \partial B$, then we have

$$
\begin{align*}
& \mathcal{S}_{D}^{\omega}[\phi](x)=\sum_{n=0}^{+\infty}(-1)^{n} \epsilon^{n+1} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \boldsymbol{\Gamma}^{\omega}(x-z) \int_{\partial B} y^{\alpha} \tilde{\phi}(y) d \sigma(y), x \in \partial \Omega  \tag{3.35}\\
& \mathcal{D}_{\Omega}^{\omega}[\psi](\epsilon x+z)=\sum_{n=0}^{+\infty} \epsilon^{n} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha}\left(\mathcal{D}_{\Omega}^{\omega} \psi\right)(z) x^{\alpha}, x \in \partial B \tag{3.36}
\end{align*}
$$

and for $x \in \partial B$ and $i=1,2,3$,

$$
\begin{align*}
\mathcal{S}_{D}^{\omega} & {[\phi]_{i}(\epsilon x+z) }  \tag{3.37}\\
=- & \frac{1}{4 \pi} \sum_{n=0}^{+\infty}(\epsilon \omega)^{n} \frac{(\sqrt{-1})^{n}}{(n+2) n!}\left[\left(\frac{n+1}{c_{T}^{n+2}}+\frac{1}{c_{L}^{n+2}}\right) \epsilon_{i j} \int_{\partial B}|x-y|^{n-1} \tilde{\phi}_{j}(y) d \sigma(y)\right. \\
& \left.-\left(\frac{n-1}{c_{T}^{n+2}}-\frac{n-1}{c_{L}^{n+2}}\right) \int_{\partial B}|x-y|^{n-3}\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right) \tilde{\phi}_{j}(y) d \sigma(y)\right]
\end{align*}
$$

where $\mathcal{S}_{D}^{\omega}[\phi]_{i}$ denotes the ith component of $\mathcal{S}_{D}^{\omega}[\phi]$.

Proof. The series (3.36) is exactly a Taylor expansion of $\mathcal{D}_{\Omega}^{\omega}[\psi](\epsilon x+z)$ at $z$. By a change of variables, we have that, for any $x \in \partial \Omega$,

$$
\mathcal{S}_{D}^{\omega}[\phi](x)=\int_{\partial D} \boldsymbol{\Gamma}^{\omega}(x-\tilde{y}) \phi(\tilde{y}) d \sigma(\tilde{y})=\epsilon \int_{\partial B} \boldsymbol{\Gamma}^{\omega}(x-z-\epsilon y) \tilde{\phi}(y) d \sigma(y)
$$

Using the Taylor expansion of $\boldsymbol{\Gamma}^{\omega}(x-z-\epsilon y)$ at $x-z$, we readily get (3.35). Similarly, (3.37) immediately follows from a change of variables and 2.372). This completes the proof.

Let $\varphi(x)=\epsilon \phi(\epsilon x+z)$ and $\vartheta(x)=\epsilon \theta(\epsilon x+z)$. Then using Lemma 3.12, 3.34) can be written as follows:

$$
\mathcal{A}_{\epsilon}^{\omega}\left(\begin{array}{l}
\psi \\
\varphi \\
\vartheta
\end{array}\right)=0, \mathcal{A}_{\epsilon}^{\omega}=\sum_{n=0}^{+\infty}(\omega \epsilon)^{n} \mathcal{A}_{n}^{\omega}
$$

where

$$
\mathcal{A}_{0}^{\omega}=\left(\begin{array}{ccc}
\left(\frac{1}{2} \mathbf{I}-\mathcal{K}_{\Omega}^{\omega}\right) & 0 & 0 \\
\mathcal{D}_{\Omega}^{\omega}[\cdot](z) & \mathcal{S}_{B}^{0} & -\tilde{\mathcal{S}}_{B}^{0} \\
0 & \frac{1}{2} \mathbf{I}+\left(\mathcal{K}_{B}^{0}\right)^{*} & \frac{1}{2} \mathbf{I}-\left(\tilde{\mathcal{K}}_{B}^{0}\right)^{*}
\end{array}\right)
$$

and for $n=1,2, \ldots, \mathcal{A}_{n}^{\omega}$ is equal to

$$
\left(\begin{array}{ccc}
0 & \frac{(-1)^{n}}{\omega^{n}} \sum_{|\alpha|=n-1} \frac{1}{\alpha!} \partial^{\alpha} \boldsymbol{\Gamma}^{\omega}(x-z) \int_{\partial B} y^{\alpha} \cdot d \sigma(y) & 0 \\
\frac{1}{\omega^{n}} \sum_{|\alpha|=n} \frac{1}{\alpha!} x^{\alpha} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}(\cdot)(z) & & \mathbf{S}_{n} \\
\frac{1}{\omega^{n}} \sum_{|\alpha|=n} \frac{1}{\alpha!} \frac{\partial\left(x^{\alpha} I\right)}{\partial \nu} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}(\cdot)(z) & -\tilde{\mathbf{S}}_{n} \\
\mathbf{K}_{n} & -\tilde{\mathbf{K}}_{n}
\end{array}\right)
$$

Here $\mathbf{S}_{n}$ is the operator from $L^{2}(\partial B)^{3}$ into $H^{1}(\partial B)^{3}$ defined by

$$
\mathbf{S}_{n}[\varphi]_{i}=\sum_{j=1}^{3}\left(\mathbf{S}_{n}\right)_{i j}\left[\varphi_{j}\right]
$$

with

$$
\begin{aligned}
& \left(\mathbf{S}_{n}\right)_{i j}=-\frac{1}{4 \pi} \frac{(\sqrt{-1})^{n}}{(n+2) n!}\left(\frac{n+1}{c_{T}^{n+2}}+\frac{1}{c_{L}^{n+2}}\right) \epsilon_{i j} \int_{\partial B}|x-y|^{n-1} \cdot d \sigma(y) \\
& \quad+\frac{1}{4 \pi} \frac{(\sqrt{-1})^{n}(n-1)}{(n+2) n!}\left(\frac{1}{c_{T}^{n+2}}-\frac{1}{c_{L}^{n+2}}\right) \int_{\partial B}|x-y|^{n-3}\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right) \cdot d \sigma(y)
\end{aligned}
$$

and $\mathbf{K}_{n}=\partial \mathbf{S}_{n} / \partial \nu$. The operators $\tilde{\mathbf{S}}_{n}$ and $\tilde{\mathbf{K}}_{n}$ are defined in exactly the same way with $c_{T}$ and $c_{L}$ replaced by $\tilde{c}_{T}=\sqrt{\tilde{\mu}}$ and $\tilde{c}_{L}=\sqrt{\tilde{\lambda}+2 \tilde{\mu}}$.

With this notation, the following theorem holds.
THEOREM 3.13 (Eigenvalue perturbations). Let $\kappa_{j}$ be a simple Neumann eigenvalue for $-\mathcal{L}^{\lambda, \mu}$ in $\Omega$ without the particle and let $\kappa_{j}^{\epsilon}$ be the Neumann eigenvalue
when $\Omega$ contains the particle. Let $\omega_{0}:=\sqrt{\kappa_{j}}$ and $\omega_{\epsilon}:=\sqrt{\kappa_{j}^{\epsilon}}$. Then we have

$$
\begin{equation*}
\omega_{\epsilon}-\omega_{0}=\frac{1}{2 \sqrt{-1} \pi} \sum_{p=1}^{+\infty} \frac{1}{p} \sum_{n=p}^{+\infty} \epsilon^{n} \operatorname{tr} \int_{\partial V_{j}} \mathcal{B}_{n, p}(\omega) d \omega, \tag{3.38}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{B}_{n, p}(\omega)=(-1)^{p} \sum_{\substack{n_{1}+\cdots+n_{p}=n \\ n_{i} \geq 1}}\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{n_{1}}^{\omega} \ldots\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{n_{p}}^{\omega} \omega^{n} \tag{3.39}
\end{equation*}
$$

We now state the following theorem.
Theorem 3.14. Let $\kappa_{k}$ be a simple Neumann eigenvalue for $-\mathcal{L}^{\lambda, \mu}$ in $\Omega$ without the particle, let $\kappa_{k}^{\epsilon}$ be the Neumann eigenvalue when $\Omega$ contains the particle, and let $\mathbf{u}_{k}$ be the corresponding eigenfunction such that $\left\|\mathbf{u}_{k}\right\|_{L^{2}(\Omega)}=1$. Then we have

$$
\begin{equation*}
\kappa_{k}^{\epsilon}-\kappa_{k}=\epsilon^{3} \sum_{i, j, p, q=1}^{3} m_{p q}^{i j} \partial_{i}\left(\mathbf{u}_{k}\right)_{j}(z) \partial_{p}\left(\mathbf{u}_{k}\right)_{q}(z)+O\left(\epsilon^{4}\right) \tag{3.40}
\end{equation*}
$$

where $\left(\mathbf{u}_{k}\right)_{j}$ denotes the $j$ th component of $\mathbf{u}_{k}$ and $M=\left(m_{p q}^{i j}\right)$ defined by 2.515) is the elastic moment tensor associated with $B$ and the elastic parameters $\tilde{\lambda}$ and $\tilde{\mu}$.

We note that because of the symmetry of the elastic moment tensor $m_{p q}^{i j}=$ $m_{p q}^{j i}=m_{q p}^{i j}($ see 2.519$)$, 3.40 can be written in a more compact form using the standard notation of the contraction and the strain for tensors:

$$
\begin{equation*}
\kappa_{k}^{\epsilon}-\kappa_{k}=\epsilon^{3} \mathcal{E}\left(\mathbf{u}_{k}\right)(z): M \mathcal{E}\left(\mathbf{u}_{k}\right)(z)+O\left(\epsilon^{4}\right) \tag{3.41}
\end{equation*}
$$

where $a: b=\sum_{i j} a_{i j} b_{i j}$ for two matrices $a$ and $b$ and

$$
\begin{equation*}
\mathcal{E}\left(\mathbf{u}_{k}\right)=\frac{1}{2}\left(\nabla \mathbf{u}_{k}+\nabla \mathbf{u}_{k}^{t}\right) \tag{3.42}
\end{equation*}
$$

Here, the superscript $t$ denotes the transpose.
It is worth mentioning that if the particle is harder (softer, resp.) than the background, i.e., $\tilde{\mu}>\mu$ and $\widetilde{\lambda} \geq \lambda(\tilde{\mu}<\mu$ and $\widetilde{\lambda} \leq \lambda$, resp. $)$, then $M$ is positive (negative, resp.) definite (see Theorem 2.148), and hence $\kappa_{k}^{\epsilon}>\kappa_{k}\left(\kappa_{k}^{\epsilon}>\kappa_{k}\right.$, resp) provided that $\epsilon$ is small enough and $\mathcal{E}\left(\mathbf{u}_{k}\right)(z) \neq 0$. Formula 3.41) makes it possible to deduce the sign of the variation of a given eigenvalue in terms of the elastic parameters of the particle.

Proof of Theorem 3.14. We first observe from (3.38) that the $\epsilon$-order term is given by

$$
\begin{equation*}
-\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{k}}\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{1}^{\omega} \omega d \omega \tag{3.43}
\end{equation*}
$$

the $\epsilon^{2}$-order term is given by

$$
\begin{equation*}
\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{k}}\left[-\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{2}^{\omega}+\frac{1}{2}\left(\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{1}^{\omega}\right)^{2}\right] \omega^{2} d \omega \tag{3.44}
\end{equation*}
$$

and the $\epsilon^{3}$-order term is given by

$$
\begin{align*}
\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{k}}\left[-\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{3}^{\omega}\right. & +\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{1}^{\omega}\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{2}^{\omega}  \tag{3.45}\\
& \left.-\frac{1}{3}\left(\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{1}^{\omega}\right)^{3}\right] \omega^{3} d \omega
\end{align*}
$$

Introduce

$$
\left(\begin{array}{cc}
\mathcal{S}_{B}^{0} & -\tilde{\mathcal{S}}_{B}^{0}  \tag{3.46}\\
\frac{1}{2} \mathbf{I}+\left(\mathcal{K}_{B}^{0}\right)^{*} & \frac{1}{2} \mathbf{I}-\left(\tilde{\mathcal{K}}_{B}^{0}\right)^{*}
\end{array}\right)^{-1}=\left(\begin{array}{ll}
\mathbf{A}_{1} & \mathbf{A}_{2} \\
\mathbf{A}_{3} & \mathbf{A}_{4}
\end{array}\right)
$$

where the invertibility is guaranteed by Theorem 2.124. As another direct consequence of this theorem, we also have that

$$
\begin{equation*}
\mathbf{A}_{1}(\mathbf{f}), \mathbf{A}_{2}(\mathbf{g}) \in L_{\Psi}^{2}(\partial B) \tag{3.47}
\end{equation*}
$$

for any $\mathbf{f} \in H^{1}(\partial B)^{3}$ and $\mathbf{g} \in L_{\Psi}^{2}(\partial B)$ and

$$
\begin{equation*}
\mathbf{A}_{1}(\mathbf{f})=0 \text { for any } \mathbf{f} \in \Psi \tag{3.48}
\end{equation*}
$$

Explicit calculations show that $\left(\mathcal{A}_{0}^{\omega}\right)^{-1}$ takes the following form:

$$
\left(\mathcal{A}_{0}^{\omega}\right)^{-1}=\left(\begin{array}{ccc}
\left(\frac{1}{2} \mathbf{I}-\mathcal{K}_{\Omega}^{\omega}\right)^{-1} & 0 & 0 \\
0 & \mathbf{A}_{1} & \mathbf{A}_{2} \\
\left(\tilde{\mathcal{S}}_{B}^{0}\right)^{-1}[\mathbf{I}]\left(\mathcal{D}_{\Omega}^{\omega}\left(\frac{1}{2} \mathbf{I}-\mathcal{K}_{\Omega}^{\omega}\right)^{-1}[\cdot]\right)(z) & \mathbf{A}_{3} & \mathbf{A}_{4}
\end{array}\right)
$$

Since $\mathbf{A}_{i}, i=1,2,3,4$, are independent of $\omega$, we have

$$
\begin{equation*}
\operatorname{tr} \int_{\partial V_{k}}\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{n}^{\omega} \omega^{n} d \omega=0 \tag{3.49}
\end{equation*}
$$

for any integer $n$.
From 3.47 and 3.48 we readily find $\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{1}^{\omega} \omega$ is equal to

$$
\left(\begin{array}{ccc}
0 & \mathbf{T}_{1} & 0 \\
\sum_{|\alpha|=1}\left(\mathbf{A}_{1}\left(x^{\alpha} \mathbf{I}\right)+\mathbf{A}_{2}\left(\frac{\partial\left(x^{\alpha} \mathbf{I}\right)}{\partial \nu}\right)\right) \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}[\cdot](z) & 0 & 0 \\
\sum_{|\alpha|=1}\left(\mathbf{A}_{3}\left(x^{\alpha} \mathbf{I}\right)+\mathbf{A}_{4}\left(\frac{\partial\left(x^{\alpha} \mathbf{I}\right)}{\partial \nu}\right)\right) \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}[\cdot](z) & \mathbf{T}_{2} & -\omega \mathbf{A}_{3} \tilde{\mathbf{S}}_{1}
\end{array}\right)
$$

where

$$
\begin{aligned}
& \mathbf{T}_{1}=-\left(\frac{1}{2} \mathbf{I}-\mathcal{K}_{\Omega}^{\omega}\right)^{-1} \boldsymbol{\Gamma}^{\omega}(x-z) \int_{\partial B} \cdot d \sigma(y) \\
& \mathbf{T}_{2}=-\left(\tilde{\mathcal{S}}_{B}^{0}\right)^{-1} \mathcal{D}_{\Omega}^{\omega}\left[\left(\frac{1}{2} \mathbf{I}-\mathcal{K}_{\Omega}^{\omega}\right)^{-1} \boldsymbol{\Gamma}^{\omega}(x-z)\right](z) \int_{\partial B} \cdot d \sigma(y)+\mathbf{A}_{3} \mathbf{S}_{1}
\end{aligned}
$$

Using (3.47), we can write that

$$
\int_{\partial B} \mathbf{A}_{1}\left(x^{\alpha} \mathbf{I}\right)+\mathbf{A}_{2}\left(\frac{\partial\left(x^{\alpha} \mathbf{I}\right)}{\partial \nu}\right) d \sigma(y)=0 \quad \text { if }|\alpha|=1
$$

and easily check that

$$
\begin{equation*}
\operatorname{tr} \int_{\partial V_{k}}\left(\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{1}^{\omega}\right)^{n} \omega^{n} d \omega=0 \tag{3.50}
\end{equation*}
$$

for any integer $n$. Now combining (3.43)-(3.45), (3.49), and (3.50) gives

$$
\begin{equation*}
\omega_{\epsilon}-\omega_{0}=\frac{\epsilon^{3}}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{k}}\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{1}^{\omega}\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{2}^{\omega} \omega^{3} d \omega+O\left(\epsilon^{4}\right) \tag{3.51}
\end{equation*}
$$

Indeed, we have

$$
\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{2}^{\omega} \omega^{2}=\left(\begin{array}{ccc}
0 & \mathbf{T}_{3} & 0 \\
\mathbf{T}_{5} & \omega^{2}\left(\mathbf{A}_{1} \mathbf{S}_{2}+\mathbf{A}_{2} \mathbf{K}_{2}\right) & -\omega^{2}\left(\mathbf{A}_{1} \tilde{\mathbf{S}}_{2}+\mathbf{A}_{2} \tilde{\mathbf{K}}_{2}\right) \\
\mathbf{T}_{6} & \mathbf{T}_{4} & -\omega^{2}\left(\mathbf{A}_{3} \tilde{\mathbf{S}}_{2}+\mathbf{A}_{4} \tilde{\mathbf{K}}_{2}\right)
\end{array}\right)
$$

where

$$
\begin{aligned}
\mathbf{T}_{3}= & \sum_{|\alpha|=1}\left(\frac{1}{2} \mathbf{I}-\mathcal{K}_{\Omega}^{\omega}\right)^{-1} \partial^{\alpha} \boldsymbol{\Gamma}^{\omega}(x-z) \int_{\partial B} y^{\alpha} \cdot d \sigma(y), \\
\mathbf{T}_{4}= & \sum_{|\alpha|=1}\left(\tilde{\mathcal{S}}_{B}^{0}\right)^{-1}(\mathbf{I}) \mathcal{D}_{\Omega}^{\omega}\left[\left(\frac{1}{2} \mathbf{I}-\mathcal{K}_{\Omega}^{\omega}\right)^{-1} \partial^{\alpha} \boldsymbol{\Gamma}^{\omega}(x-z)\right](z) \int_{\partial B} y^{\alpha} \cdot d \sigma(y) \\
& +\omega^{2}\left(\mathbf{A}_{3} \mathbf{S}_{2}+\mathbf{A}_{4} \mathbf{K}_{2}\right), \\
\mathbf{T}_{5}= & \sum_{|\alpha|=2} \frac{1}{\alpha!}\left(\mathbf{A}_{1}\left(x^{\alpha} \mathbf{I}\right)+\mathbf{A}_{2}\left(\frac{\partial\left(x^{\alpha} \mathbf{I}\right)}{\partial \nu}\right)\right) \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}(\cdot)(z), \\
\mathbf{T}_{6}= & \sum_{|\alpha|=2} \frac{1}{\alpha!}\left(\mathbf{A}_{3}\left(x^{\alpha} \mathbf{I}\right)+\mathbf{A}_{4}\left(\frac{\partial\left(x^{\alpha} \mathbf{I}\right)}{\partial \nu}\right)\right) \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}(\cdot)(z) .
\end{aligned}
$$

Using the following identity, whose proof will be given later,

$$
\begin{equation*}
\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{k}}\left(\mathbf{T}_{1} \mathbf{T}_{5}-\omega^{2} \mathbf{T}_{2}\left(\mathbf{A}_{1} \tilde{\mathbf{S}}_{2}+\mathbf{A}_{2} \tilde{\mathbf{K}}_{2}\right)\right) d \omega=0 \tag{3.52}
\end{equation*}
$$

it follows from 3.52 that

$$
\begin{align*}
& \frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{k}}\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{1}^{\omega}\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{2}^{\omega} \omega^{3} d \omega \\
& =\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \sum_{|\alpha|=1} \int_{\partial V_{k}}\left(\mathbf{A}_{1}\left(x^{\alpha} \mathbf{I}\right)+\mathbf{A}_{2}\left(\frac{\partial\left(x^{\alpha} \mathbf{I}\right)}{\partial \nu}\right)\right) \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}\left[\mathbf{T}_{3}(\cdot)\right](z) d \omega \\
& =\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \sum_{|\alpha|=1}\left(\mathbf{A}_{1}\left(x^{\alpha} \mathbf{I}\right)+\mathbf{A}_{2}\left(\frac{\partial\left(x^{\alpha} \mathbf{I}\right)}{\partial \nu}\right)\right) \int_{\partial V_{k}} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}\left[\mathbf{T}_{3}(\cdot)\right](z) d \omega . \tag{3.53}
\end{align*}
$$

By 2.403 and 2.404 we have

$$
\begin{align*}
\left(\frac{1}{2} \mathbf{I}-\mathcal{K}_{\Omega}^{\omega}\right)^{-1} \partial^{\alpha} \boldsymbol{\Gamma}^{\omega}(\cdot-z)(x) & =-\partial_{z}^{\alpha}\left(\frac{1}{2} \mathbf{I}-\mathcal{K}_{\Omega}^{\omega}\right)^{-1}\left[\boldsymbol{\Gamma}^{\omega}(\cdot-z)\right](x) \\
& =\sum_{j=1}^{+\infty} \frac{1}{\kappa_{j}-\omega^{2}} \mathbf{u}_{j}(x) \partial^{\alpha} \mathbf{u}_{j}(z)^{t} \tag{3.54}
\end{align*}
$$

By Green's formula, the following relation holds:

$$
\begin{equation*}
\mathcal{D}_{\Omega}^{\omega}\left[\mathbf{u}_{j}\right](z)=\mathbf{u}_{j}(z)+\left(\kappa_{j}-\omega^{2}\right) \int_{\Omega} \Gamma^{\omega}(z-y) \mathbf{u}_{j}(y) d y . \tag{3.55}
\end{equation*}
$$

Combining 3.55 with 2.404, we obtain

$$
\begin{align*}
& \frac{1}{2 \sqrt{-1} \pi} \int_{\partial V_{j}} \mathcal{D}_{\Omega}^{\omega}\left[\mathbf{N}_{\Omega}^{\omega}(\cdot, z)\right](z) d \omega=\frac{1}{2 \sqrt{-1} \pi} \mathbf{u}_{j}(z) \mathbf{u}_{j}(z)^{t} \int_{\partial V_{j}} \frac{1}{\kappa_{j}-\omega^{2}} d \omega  \tag{3.56}\\
& \quad=\frac{-1}{2 \sqrt{\kappa_{j}}} \mathbf{u}_{j}(z) \mathbf{u}_{j}(z)^{t}
\end{align*}
$$

We also have from (3.55) that

$$
\begin{equation*}
\partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}\left[\mathbf{u}_{k}\right](z)=\partial^{\alpha} \mathbf{u}_{k}(z)+\left(\kappa_{k}-\omega^{2}\right) \int_{\Omega} \partial^{\alpha} \boldsymbol{\Gamma}^{\omega}(z-y) \mathbf{u}_{k}(y) d y \tag{3.57}
\end{equation*}
$$

Using (3.54) and (3.57), it follows that

$$
\begin{equation*}
\frac{1}{2 \sqrt{-1} \pi} \int_{\partial V_{k}} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}\left[\mathbf{T}_{3}(\cdot)\right](z) d \omega=-\frac{1}{2 \sqrt{\kappa_{k}}} \sum_{|\beta|=1} \partial^{\alpha} \mathbf{u}_{k}(z) \partial^{\beta} \mathbf{u}_{k}(z)^{t} \int_{\partial B} y^{\beta} \cdot d \sigma(y) \tag{3.58}
\end{equation*}
$$

Substituting (3.58) into (3.53), we obtain

$$
\begin{align*}
& \frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{k}}\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{1}^{\omega}\left(\mathcal{A}_{0}^{\omega}\right)^{-1} \mathcal{A}_{2}^{\omega} \omega^{3} d \omega  \tag{3.59}\\
& =-\frac{1}{2 \sqrt{\kappa_{k}}} \operatorname{tr} \sum_{|\alpha|=|\beta|=1}\left(\mathbf{A}_{1}\left(x^{\alpha} \mathbf{I}\right)+\mathbf{A}_{2}\left(\frac{\partial\left(x^{\alpha} \mathbf{I}\right)}{\partial \nu}\right)\right) \partial^{\alpha} \mathbf{u}_{k}(z) \partial^{\beta} \mathbf{u}_{k}(z)^{t} \int_{\partial B} y^{\beta} \cdot d \sigma(y) \\
& =-\frac{1}{2 \sqrt{\kappa_{k}}} \operatorname{tr} \sum_{|\alpha|=|\beta|=1} \partial^{\alpha} \mathbf{u}_{k}(z) \partial^{\beta} \mathbf{u}_{k}(z)^{t} \int_{\partial B} y^{\beta}\left(\mathbf{A}_{1}\left(x^{\alpha} \mathbf{I}\right)+\mathbf{A}_{2}\left(\frac{\partial\left(x^{\alpha} \mathbf{I}\right)}{\partial \nu}\right)\right) d \sigma(y) \\
& =-\frac{1}{2 \sqrt{\kappa_{k}}} \sum_{|\alpha|=|\beta|=1} \partial^{\beta} \mathbf{u}_{k}(z)^{t}\left[\int_{\partial B} y^{\beta}\left(\mathbf{A}_{1}\left(x^{\alpha} \mathbf{I}\right)+\mathbf{A}_{2}\left(\frac{\partial\left(x^{\alpha} \mathbf{I}\right)}{\partial \nu}\right)\right) d \sigma(y)\right] \partial^{\alpha} \mathbf{u}_{k}(z)
\end{align*}
$$

But, by the definition of $\mathbf{A}_{1}$ and $\mathbf{A}_{2}$, the $(i, j)$-component of

$$
\int_{\partial B} y^{\beta}\left(\mathbf{A}_{1}\left(x^{\alpha} \mathbf{I}\right)+\mathbf{A}_{2}\left(\frac{\partial\left(x^{\alpha} \mathbf{I}\right)}{\partial \nu}\right)\right) d \sigma(y)
$$

is equal to $-m_{\beta i}^{\alpha j}$. Now, plugging $\sqrt{3.59}$ into 3.51 , we arrive as desired at the following asymptotic formula:

$$
\omega_{\epsilon}-\omega_{0}=\frac{\epsilon^{3}}{2 \sqrt{\kappa_{k}}} \sum_{i, j, \alpha, \beta=1}^{3} m_{\beta i}^{\alpha j} \partial_{\beta}\left(\mathbf{u}_{k}\right)_{i}(z) \partial_{\alpha}\left(\mathbf{u}_{k}\right)_{j}(z)+O\left(\epsilon^{4}\right)
$$

In order to complete the proof of the theorem, we verify identity (3.52). As before, it is easy to see that

$$
\begin{aligned}
& \frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{k}} \mathbf{T}_{1} \mathbf{T}_{5} d \omega \\
& =-\frac{1}{2 \sqrt{\kappa_{k}}} \sum_{|\alpha|=2} \frac{1}{\alpha!} \mathbf{u}_{k}(z)^{t}\left[\int_{\partial B}\left(\mathbf{A}_{1}\left(x^{\alpha} \mathbf{I}\right)+\mathbf{A}_{2}\left(\frac{\partial\left(x^{\alpha} \mathbf{I}\right)}{\partial \nu}\right)\right) d \sigma(y)\right] \partial^{\alpha} \mathbf{u}_{k}(z) \\
& =-\frac{1}{2 \sqrt{\kappa_{k}}} \mathbf{u}_{k}(z)^{t} \int_{\partial B} \mathbf{A}_{2}\left(\frac{\partial \mathbf{u}_{k}^{(2)}}{\partial \nu}\right) d \sigma(y)
\end{aligned}
$$

where $\mathbf{u}_{k}^{(2)}(x)=\sum_{|\alpha|=2} \frac{1}{\alpha!} x^{\alpha} \partial^{\alpha} \mathbf{u}_{k}(z)$. Using 3.56 , we also have

$$
\begin{aligned}
& \frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{k}} \omega^{2} \mathbf{T}_{2}\left(\mathbf{A}_{1} \tilde{\mathbf{S}}_{2}+\mathbf{A}_{2} \tilde{\mathbf{K}}_{2}\right) d \omega \\
& =-\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V_{k}} \omega^{2} \mathcal{D}_{\Omega}^{\omega}\left[\left(\frac{1}{2} \mathbf{I}-\mathcal{K}_{\Omega}^{\omega}\right)^{-1} \boldsymbol{\Gamma}^{\omega}(x-z)\right](z) \int_{\partial B} \mathbf{A}_{2} \tilde{\mathbf{K}}_{2}\left(\tilde{\mathcal{S}}_{B}^{0}\right)^{-1} d \sigma(y) d \omega \\
& =-\frac{\sqrt{\kappa_{k}}}{2} \operatorname{tr} \mathbf{u}_{k}(z) \mathbf{u}_{k}(z)^{t} \int_{\partial B} \mathbf{A}_{2} \tilde{\mathbf{K}}_{2}\left(\tilde{\mathcal{S}}_{B}^{0}\right)^{-1} d \sigma(y) \\
& =-\frac{\sqrt{\kappa_{k}}}{2} \mathbf{u}_{k}(z)^{t} \int_{\partial B} \mathbf{A}_{2} \tilde{\mathbf{K}}_{2}\left(\tilde{\mathcal{S}}_{B}^{0}\right)^{-1}\left[\mathbf{u}_{k}(z)\right] d \sigma(y) .
\end{aligned}
$$

Inserting the Taylor expansion of $\mathbf{u}_{k}$ at $z$ into $\left(\mathcal{L}^{\lambda, \mu}+\kappa_{k}\right) \mathbf{u}_{k}=0$ yields

$$
\begin{equation*}
\mathcal{L}^{\lambda, \mu} \mathbf{u}_{k}^{(2)}+\kappa_{k} \mathbf{u}_{k}(z)=0 \tag{3.60}
\end{equation*}
$$

Since $\tilde{\mathcal{S}}_{B}^{\omega}=\tilde{\mathcal{S}}_{B}^{0}+\sum_{n=1}^{+\infty} \omega^{n} \tilde{\mathbf{S}}_{n}$, we get

$$
\begin{equation*}
\mathcal{L}^{\tilde{\lambda}, \tilde{\mu}} \tilde{\mathbf{S}}_{2}\left(\tilde{\mathcal{S}}_{B}^{0}\right)^{-1}\left[\mathbf{u}_{k}(z)\right]+\mathbf{u}_{k}(z)=0 \tag{3.61}
\end{equation*}
$$

By the definition of $\mathbf{A}_{n}$ and the jump relation of a single-layer, we have

$$
\mathbf{A}_{2}(\mathbf{f})=\left.\frac{\partial}{\partial \nu} \mathcal{S}_{B}^{0} \mathbf{A}_{2}(\mathbf{f})\right|_{+}-\left.\frac{\partial}{\partial \nu} \mathcal{S}_{B}^{0} \mathbf{A}_{2}(\mathbf{f})\right|_{-}=\mathbf{f}+\left.\frac{\partial}{\partial \tilde{\nu}} \tilde{\mathcal{S}}_{B}^{0} \mathbf{A}_{4}(\mathbf{f})\right|_{-}-\left.\frac{\partial}{\partial \nu} \mathcal{S}_{B}^{0} \mathbf{A}_{2}(\mathbf{f})\right|_{-}
$$

and hence

$$
\begin{equation*}
\int_{\partial B} \mathbf{A}_{2}(\mathbf{f}) d \sigma=\int_{\partial B} \mathbf{f} d \sigma \tag{3.62}
\end{equation*}
$$

From 3.60, 3.61, and 3.62, we conclude that

$$
\begin{aligned}
\int_{\partial B} & \mathbf{A}_{2}\left(\frac{\partial \mathbf{u}_{k}^{(2)}}{\partial \nu}\right)-\kappa_{k} \mathbf{A}_{2} \tilde{\mathbf{K}}_{2}\left(\tilde{\mathcal{S}}_{B}^{0}\right)^{-1}\left[\mathbf{u}_{k}(z)\right] d \sigma(y) \\
& =\int_{\partial B} \frac{\partial \mathbf{u}_{k}^{(2)}}{\partial \nu}-\kappa_{k} \tilde{\mathbf{K}}_{2}\left(\tilde{\mathcal{S}}_{B}^{0}\right)^{-1}\left[\mathbf{u}_{k}(z)\right] d \sigma(y) \\
& =\int_{B} \mathcal{L}^{\lambda, \mu} \mathbf{u}_{k}^{(2)}-\kappa_{k} \mathcal{L}^{\tilde{\lambda}, \tilde{\mu}} \tilde{\mathbf{S}}_{2}\left(\tilde{\mathcal{S}}_{B}^{0}\right)^{-1}\left[\mathbf{u}_{k}(z)\right] d y=0
\end{aligned}
$$

which completes the proof.

### 3.5. Eigenvalue Perturbations Due to Shape Deformations

Let $\Omega \Subset \mathbb{R}^{2}$. As in Subsection 3.2.2, we consider $D_{\epsilon}$ to be an $\epsilon$-perturbation of $D \Subset \Omega$. The boundary $\partial D_{\epsilon}$ is then given by

$$
\partial D_{\epsilon}=\{\tilde{x}: \tilde{x}=x+\epsilon h(x) N(x), x \in \partial D\}
$$

where $h \in \mathcal{C}^{2}(\partial D)$. Here $N$ is the outward normal to $\partial D, T$ denotes the tangential vector, and $\tau$ is the curvature of $\partial D$.

Consider the following eigenvalue problem:

$$
\begin{cases}\mathcal{L}^{\lambda, \mu} \mathbf{u}^{\epsilon}+\omega_{\epsilon}^{2} \mathbf{u}^{\epsilon}=0 & \text { in } \Omega \backslash \overline{D_{\epsilon}}  \tag{3.63}\\ \mathcal{L}^{\tilde{\lambda}, \tilde{\mu}} \mathbf{u}^{\epsilon}+\omega_{\epsilon}^{2} \mathbf{u}^{\epsilon}=0 & \text { in } D_{\epsilon} \\ \frac{\partial \mathbf{u}^{\epsilon}}{\partial \nu}=0 & \text { on } \partial \Omega \\ \left.\mathbf{u}^{\epsilon}\right|_{+}-\left.\mathbf{u}^{\epsilon}\right|_{-}=0 & \text { on } \partial D_{\epsilon} \\ \left.\frac{\partial \mathbf{u}^{\epsilon}}{\partial \nu}\right|_{+}-\left.\frac{\partial \mathbf{u}^{\epsilon}}{\partial \tilde{\nu}}\right|_{-}=0 & \text { on } \partial D_{\epsilon}\end{cases}
$$

with the normalization $\int_{\Omega}\left|\mathbf{u}^{\epsilon}\right|^{2}=1$.
The following theorem from [19] holds.
Theorem 3.15. The leading-order term in the perturbations of the eigenvalues due to the interface changes is given by

$$
\omega_{\epsilon}^{2}-\omega_{0}^{2}=\epsilon \int_{\partial D} h(x) \mathcal{M}\left[\mathbf{u}^{0}\right](x): \mathcal{E}\left(\mathbf{u}^{0}\right)(x) d \sigma(x)+o(\epsilon)
$$

where $\mathcal{E}\left(\mathbf{u}^{0}\right)$ is defined by (3.42) and
$\mathcal{M}\left[\mathbf{u}^{0}\right]=a \nabla \cdot \mathbf{u}^{0} I+b \mathcal{E}\left(\mathbf{u}^{0}\right)+c\left(\frac{\partial\left(\mathbf{u}^{0} \cdot T\right)}{\partial T}+\tau \mathbf{u}^{0} \cdot \nu\right) T \otimes T+d \frac{\partial\left(\mathbf{u}^{0} \cdot N\right)}{\partial N} N \otimes N$,
with

$$
\left\{\begin{aligned}
a & =(\widetilde{\lambda}-\lambda) \frac{\lambda+2 \mu}{\widetilde{\lambda}+2 \widetilde{\mu}} \\
b & =2(\widetilde{\mu}-\mu) \frac{\mu}{\widetilde{\mu}} \\
c & =2(\widetilde{\mu}-\mu)\left(\frac{2 \widetilde{\lambda}+2 \widetilde{\mu}-\lambda}{\widetilde{\lambda}+2 \widetilde{\mu}}-\frac{\mu}{\widetilde{\mu}}\right) \\
d & =2(\widetilde{\mu}-\mu) \frac{\widetilde{\mu} \lambda-\mu \widetilde{\lambda}}{\widetilde{\mu}(\widetilde{\lambda}+2 \widetilde{\mu})}
\end{aligned}\right.
$$

Here, $I$ is the identity matrix, $a \otimes b:=a_{i} b_{j}$ is the tensor product between vectors in $\mathbb{R}^{2}$, and $T$ is the tangent vector to $\partial D$.

### 3.6. Concluding Remarks

In this chapter we have rigorously derived asymptotic expansions for the eigenvalues of the Laplacian and the Lamé system in singularly perturbed cavities. These asymptotics are with respect to the size of the perturbation. We have also formulated the problem of finding resonances of an optical resonator as a characteristic value problem for a meromorphic operator-valued function.

## Part 2

## Diffraction Gratings and Band-Gap Materials

## CHAPTER 4

## Diffraction Gratings

### 4.1. Introduction

Diffractive optics is a fundamental yet vigorously growing technology which continues to be a source of novel optical devices. Significant recent technology advances have led to the development of high precision micromachining techniques which permit the creation of gratings (periodic structures) and other diffractive structures with tiny features. Current and potential application areas include corrective lenses, antireflective interfaces, beam splitters, and sensors. Because of the small structural features, light propagation in micro-optical structures is generally governed by diffraction. In order to accurately predict the energy distributions of an incident field in a given structure, the numerical solution of the full Maxwell equations is required. If the field configurations are built up of harmonic electromagnetic waves that are transverse, then the Maxwell equations can be reduced to two scalar Helmholtz equations. Computational models also allow the exciting possibility of obtaining completely new structures through the solution of optimal design problems.

The basic electromagnetic theory of gratings has been studied extensively since Rayleigh's time (1907). Recent advances have been greatly accelerated due to several new approaches and numerical methods including differential methods, integral methods, analytical continuation, and variational methods, to name but a few.

Diffractive optical elements, as opposed to the traditional optical lenses, have many advantages. They are light, small, and inexpensive. Often diffractive structures exhibit certain periodicity. There are two classes of grating structures:

- linear grating (one-dimensional gratings),
- crossed gratings (biperiodic or two-dimensional gratings).

The chapter begins with basic electromagnetic theory for diffraction gratings. We introduce the basic physics and present the system of Maxwell's equations as well as the two fundamental polarizations. The well-known grating formula is also derived. Then the method of boundary variations is also discussed. This method is based on the observation that since electromagnetic fields behave analytically with respect to perturbations of a scattering surface, they can be represented by convergent power series in a perturbation parameter. The effects of small defects in a diffraction grating is addressed using an integral representation formulation.

### 4.2. Electromagnetic Theory of Gratings

4.2.1. Time-Harmonic Maxwell's Equations. The electromagnetic wave propagation is governed by Maxwell's equations. Throughout, we shall restrict our attention to time-harmonic electromagnetic fields with time dependence $\left(e^{-\sqrt{-1} \omega t}\right)$,
i.e.,

$$
\begin{align*}
& E(x, t)=E(x) e^{-\sqrt{-1} \omega t},  \tag{4.1}\\
& H(x, t)=H(x) e^{-\sqrt{-1} \omega t} \tag{4.2}
\end{align*}
$$

for some operating frequency $\omega>0$ with $E$ and $H$ being respectively the electric and magnetic field.

The time-harmonic Maxwell equations take the following form:

$$
\begin{align*}
\nabla \times E & =\sqrt{-1} \omega \mu H,  \tag{4.3}\\
\nabla \times H & =-\sqrt{-1} \omega \varepsilon E, \tag{4.4}
\end{align*}
$$

where $\mu$ is the magnetic permeability and $\varepsilon$ is the electric permittivity. Note that from (4.3) and (4.4), it follows that

$$
\begin{align*}
\nabla \cdot(\varepsilon E) & =0,  \tag{4.5}\\
\nabla \cdot(\mu H) & =0 . \tag{4.6}
\end{align*}
$$

The fields are further assumed to be nonmagnetic and $\mu=\mu_{0}$ (usually the magnetic permeability of vacuum). Then (4.6) becomes

$$
\nabla \cdot H=0 .
$$

It follows from 4.3 4.4 that the following jump conditions hold:

- the tangential components of $E$ and $H$ must be continuous crossing an interface,
- the normal components of $\varepsilon E$ and $H$ must be continuous crossing an interface.
In a homogeneous and isotropic medium, $\varepsilon$ does not depend on $x$. By taking the curl of 4.3) we obtain that

$$
-\Delta E+\nabla(\nabla \cdot E)=\sqrt{-1} \omega \mu_{0} \nabla \times H .
$$

Using (4.4), we have

$$
-\Delta E+\nabla(\nabla \cdot E)=\omega^{2} \varepsilon \mu_{0} E
$$

or the Helmholtz equation

$$
\begin{equation*}
\Delta E+k^{2} E=0 \tag{4.7}
\end{equation*}
$$

with $k=\omega \sqrt{\varepsilon \mu_{0}}$.
Similarly, $H$ satisfies

$$
\Delta H+k^{2} H=0 .
$$

Note that in a dielectric medium $k^{2}$ is real and positive. The wavelength $\lambda$ is given by $\lambda=(2 \pi) / k$.
4.2.2. Grating Geometry and Fundamental Polarizations. Throughout, a grating is always assumed to be infinitely wide.

Figure 4.1 shows the grating geometry. We denote the period, height, and incident angle by $\Lambda, h$, and $\theta$, respectively.

An alternative way to specify the periodicity is by means of $\varepsilon$.
For a 1-D grating (linear grating):

$$
\varepsilon\left(x_{1}+n \Lambda, x_{2}\right)=\varepsilon\left(x_{1}, x_{2}\right), \quad n \in \mathbb{Z} .
$$

In the case of a crossed grating with period $\Lambda=\left(\Lambda_{1}, \Lambda_{2}\right)$ we have

$$
\varepsilon\left(x_{1}+n_{1} \Lambda_{1}, x_{2}+n_{2} \Lambda_{2}, x_{3}\right)=\varepsilon\left(x_{1}, x_{2}, x_{3}\right), \forall n_{1}, n_{2} \in \mathbb{Z} .
$$



Figure 4.1. Grating geometry.

We assume that above the interface $\varepsilon$ is real and positive. However, below the interface the parameter $\varepsilon$ can be real which corresponds to a dielectric medium; complex corresponding to an absorbing or lossy medium; or perfectly conducting.

In the next three sections we shall discuss two separate cases: The perfectly conducting grating and the dielectric grating.

Suppose that a grating is illuminated under the incidence $\theta$ by a plane wave of unit amplitude propagating in Region I (Figure 4.1). The incident vector $K_{i}$ lies in the $\left(x_{1}, x_{2}\right)$ plane

$$
K_{i}=k_{1}(\sin \theta,-\cos \theta, 0)
$$

The electromagnetic fields are assumed to be independent of $x_{3}$. We consider the following two fundamental cases of polarization: $T E$ (transverse electric) and $T M$ (transverse magnetic).

In TE polarization, the electric field is parallel to the grooves or points in the $x_{3}$ direction, i.e.,

$$
E=u\left(x_{1}, x_{2}\right) e_{3}
$$

where $u$ is a scalar function and $\left(e_{1}, e_{2}, e_{3}\right)$ is an orthonormal basis of $\mathbb{R}^{3}$.
In TM polarization, the magnetic field is parallel to the grooves

$$
H=u\left(x_{1}, x_{2}\right) e_{3} .
$$

As we shall see, the resulting Maxwell equations in these two polarizations can be quite different.
4.2.3. Perfectly Conducting Gratings. In this section, the grating is assumed to be perfectly conducting. In order to treat the two fundamental polarizations simultaneously, we denote $u=E_{3}\left(x_{1}, x_{2}\right)$ in TE polarization; $=H_{3}\left(x_{1}, x_{2}\right)$ in TM polarization, where the subscript 3 stands for the third component. Assume that the grating is expressed by $x_{2}=f\left(x_{1}\right)$. Then $u=0$ in Region II $\left(x_{2}<f\left(x_{1}\right)\right)$. In Region I, the field $u$ satisfies

$$
\begin{equation*}
\Delta u+k^{2} u=0 \text { if } x_{2}>f\left(x_{1}\right) \tag{4.8}
\end{equation*}
$$

We next derive the boundary condition of $u$ on $x_{2}=f\left(x_{1}\right)$. Using the jump conditions and that $E$ is zero in Region II, we have

$$
\begin{equation*}
\nu \times E=0 \quad \text { on } x_{2}=f\left(x_{1}\right) \tag{4.9}
\end{equation*}
$$

where $\nu$ is the outward normal to Region II.

In TE polarization, $E=(0,0, u)$, hence (4.9) implies that

$$
\begin{equation*}
u\left(x_{1}, f\left(x_{1}\right)\right)=0 \tag{4.10}
\end{equation*}
$$

i.e., a homogeneous Dirichlet boundary condition.

In TM polarization, $H=(0,0, u)$. We obtain by using Maxwell's equations and the condition (4.9) that

$$
\begin{equation*}
\left.\frac{\partial u}{\partial \nu}\right|_{x_{2}=f\left(x_{1}\right)}=0 \tag{4.11}
\end{equation*}
$$

which is a homogeneous Neumann boundary condition.
Define the scattered field as the difference between the total field $u$ and the incident field $u^{i}=e^{\sqrt{-1}\left(\alpha x_{1}-\beta x_{2}\right)}$

$$
\begin{equation*}
u^{s}=u-u^{i} \tag{4.12}
\end{equation*}
$$

Here,

$$
\left\{\begin{array}{l}
\alpha=k_{1} \sin \theta  \tag{4.13}\\
\beta=k_{1} \cos \theta
\end{array}\right.
$$

Since the incident field $u^{i}$ satisfies the Helmholtz equation everywhere, we can easily show that

$$
\begin{equation*}
\Delta u^{s}+k_{1}^{2} u^{s}=0 \text { for } x_{2}>f\left(x_{1}\right) \tag{4.14}
\end{equation*}
$$

From (4.10) and 4.11, $u^{s}$ satisfies either one of the following boundary conditions:
TE polarization:

$$
\begin{equation*}
u^{s}=-u^{i} \text { on } x_{2}=f\left(x_{1}\right) \tag{4.15}
\end{equation*}
$$

TM polarization:

$$
\begin{equation*}
\frac{\partial u^{s}}{\partial \nu}=-\frac{\partial u^{i}}{\partial \nu} \text { on } x_{2}=f\left(x_{1}\right) \tag{4.16}
\end{equation*}
$$

Next, since the problem is posed in an unbounded domain, a radiation condition is needed. We assumed that $u^{s}$ is bounded when $x_{2}$ goes to infinity and consisted of outgoing plane waves. This radiation condition is also referred to as the outgoing wave condition.

The grating problem can be stated as: find a function that satisfies the Helmholtz equation 4.14, a boundary condition on $\left\{x_{2}=f\left(x_{1}\right)\right\}$, and the outgoing wave condition.

Motivated by uniqueness, we shall seek the so-called "quasi-periodic" solutions, i.e., solutions $u^{s}$ such that $u^{s}\left(x_{1}, x_{2}\right) e^{-\sqrt{-1} \alpha x_{1}}$ is a periodic function of period $\Lambda$ with respect to $x_{1}$ for every $x_{2}$. In fact, if the grating problem attains a unique solution then we want to show that

$$
v\left(x_{1}, x_{2}\right)=u\left(x_{1}, x_{2}\right) e^{-\sqrt{-1} \alpha x_{1}}
$$

is a periodic function of period $\Lambda$, i.e.,

$$
v\left(x_{1}+\Lambda, x_{2}\right)=v\left(x_{1}, x_{2}\right)
$$

or equivalently

$$
\begin{equation*}
u^{s}\left(x_{1}+\Lambda, x_{2}\right) e^{-\sqrt{-1} \alpha \Lambda}=u^{s}\left(x_{1}, x_{2}\right) \tag{4.17}
\end{equation*}
$$

Because of uniqueness, if $w\left(x_{1}, x_{2}\right)=u^{s}\left(x_{1}+\Lambda, x_{2}\right) e^{-\sqrt{-1} \alpha \Lambda}$ is also a solution of the grating problem, then it must be identical to $u^{s}$. It is obvious that $w$ satisfies
the Helmholtz equation 4.14). The boundary conditions 4.15 and 4.16 are also satisfied by observing that $u^{i}$ is a quasi-periodic function and using the boundary condition of $u^{s}$.
4.2.4. Grating Formula. Since $u^{s}\left(x_{1}, x_{2}\right) e^{-\sqrt{-1} \alpha x_{1}}$ is periodic in $x_{1}$, it follows by using a Fourier series expansion that

$$
\begin{align*}
u^{s}\left(x_{1}, x_{2}\right) & =e^{\sqrt{-1} \alpha x_{1}} \sum_{n \in \mathbb{Z}} V_{n}\left(x_{2}\right) e^{\sqrt{-1} n \frac{2 \pi}{\Lambda} x_{1}} \\
& =\sum_{n \in \mathbb{Z}} V_{n}\left(x_{2}\right) e^{\sqrt{-1} \alpha_{n} x_{1}} \tag{4.18}
\end{align*}
$$

with

$$
\begin{equation*}
\alpha_{n}=\alpha+\frac{2 \pi n}{\Lambda} \tag{4.19}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\alpha_{n}=k_{1} \sin \theta+n \frac{2 \pi}{\Lambda} \tag{4.20}
\end{equation*}
$$

Thus, in order to solve for $u^{s}$ it suffices to determine $V_{n}\left(x_{2}\right)$.
Now in the region $\left\{x_{2}>\max \left\{f\left(x_{1}\right)\right\}\right\}, u^{s}\left(x_{1}, x_{2}\right)$ satisfies the Helmholtz equation. Substituting 4.18 into the Helmholtz equation gives

$$
\sum_{n \in \mathbb{Z}}\left[\frac{d^{2} V_{n}\left(x_{2}\right)}{d x_{2}^{2}}+\left(k_{1}^{2}-\alpha_{n}^{2}\right) V_{n}\left(x_{2}\right)\right] e^{\sqrt{-1} n \frac{2 \pi}{\Lambda} x_{1}}=0
$$

Hence

$$
\frac{d^{2} V_{n}\left(x_{2}\right)}{d x_{2}^{2}}+\left(k_{1}^{2}-\alpha_{n}^{2}\right) V_{n}\left(x_{2}\right)=0
$$

Define

$$
\beta_{n}= \begin{cases}\sqrt{k_{1}^{2}-\alpha_{n}^{2}} & k_{1}^{2}>\alpha_{n}^{2}  \tag{4.21}\\ \sqrt{-1} \sqrt{\alpha_{n}^{2}-k_{1}^{2}} & k_{1}^{2} \leq \alpha_{n}^{2}\end{cases}
$$

Then, solving the simple ordinary differential equation yields

$$
V_{n}\left(x_{2}\right)=A_{n} e^{-\beta_{n} x_{2}}+B_{n} e^{\sqrt{-1} \beta_{n} x_{2}}
$$

The radiation condition implies that $A_{n}=0$. Actually if $\left|k_{1}\right| \geq\left|\alpha_{n}\right|$ then $e^{-\sqrt{-1} \beta_{n} x_{2}}$ represents incoming waves instead. If $\left|k_{1}\right|<\left|\alpha_{n}\right|$ then $e^{-\sqrt{-1} \beta_{n} x_{2}}$ is unbounded when $x_{2}$ goes to infinity. Therefore we arrive at the Rayleigh expansion of the form

$$
\begin{align*}
u^{s}\left(x_{1}, x_{2}\right)= & \sum_{\left|\alpha_{n}\right|<k_{1}} B_{n} e^{\sqrt{-1} \alpha_{n} x_{1}+\sqrt{-1} \beta_{n} x_{2}} \quad \text { "outgoing waves" } \\
& +\sum_{\left|\alpha_{n}\right| \geq k_{1}} B_{n} e^{\sqrt{-1} \alpha_{n} x_{1}+\sqrt{-1} \beta_{n} x_{2}} \quad \text { "evanescent waves". } \tag{4.22}
\end{align*}
$$

Denote

$$
U=\left\{n,\left|\alpha_{n}\right|<k_{1}\right\} .
$$

Each term $(n \in U)$ of the outgoing waves in 4.22 represents a propagating plane wave, which is called the scattered wave in the $n$th order. If $|n|$ is large $(n \notin U)$, then the corresponding term in 4.22 represents an evanescent wave $B_{n} e^{-\left|\beta_{n}\right| x_{2}} e^{\sqrt{-1} \alpha_{n} x_{1}}$


Figure 4.2. Geometric interpretation of the grating formula.
which propagates along the $x_{1}$-axis and is exponentially damped with respect to $x_{2}$. The scattered wave in the $n$th order takes the form:

$$
\begin{equation*}
\psi_{n}\left(x_{1}, x_{2}\right)=B_{n} e^{\sqrt{-1} \alpha_{n} x_{1}+\sqrt{-1} \sqrt{k_{1}^{2}-\alpha_{n}^{2}} x_{2}} \text { for } n \in U \tag{4.23}
\end{equation*}
$$

Since $\left|\alpha_{n} / k_{1}\right|<1$, we denote

$$
\begin{equation*}
\frac{\alpha_{n}}{k_{1}}=\sin \theta_{n},-\frac{\pi}{2}<\theta_{n}<\frac{\pi}{2} . \tag{4.24}
\end{equation*}
$$

From 4.19, we have

$$
\begin{equation*}
\frac{\alpha_{n}}{k_{1}}=\sin \theta_{n}=\sin \theta+\frac{2 \pi n}{k_{1} \Lambda} \tag{4.25}
\end{equation*}
$$

and 4.23 becomes

$$
\begin{equation*}
\psi_{n}\left(x_{1}, x_{2}\right)=B_{n} e^{\sqrt{-1} k_{1}\left(x_{1} \sin \theta_{n}+x_{2} \cos \theta_{n}\right)} \tag{4.26}
\end{equation*}
$$

where $\theta_{n}$ is the angle of diffraction.
Thus we have derived the following grating formula:

$$
\begin{equation*}
\sin \theta_{n}=\sin \theta+n \frac{\lambda_{1}}{\Lambda} \text { or } k_{1} \sin \theta_{n}=k_{1} \sin \theta+\frac{n 2 \pi}{\Lambda} \tag{4.27}
\end{equation*}
$$

where $\lambda_{1}$ is the wavelength in Region I and

$$
k_{1}=\frac{2 \pi}{\lambda_{1}}
$$

In the next theorem we state a reciprocity property.
THEOREM 4.1. Let $\theta$ and $\theta_{n}$ be the angle of incidence and the angle of diffraction of the nth order, respectively. Then when the angle of incidence is $\theta^{\prime}=-\theta_{n}$, the $n$th scattered order propagates in the direction defined by $\theta_{n}^{\prime}=-\theta$.

The grating efficiency $E_{n}$ is the measurement of energy in the $n$th propagating order. It is defined as

$$
\begin{equation*}
E_{n}=\frac{\phi_{n}^{s}}{\phi^{i}} \tag{4.28}
\end{equation*}
$$

where $\phi^{i}$ and $\phi_{n}^{s}$ are the fluxes of the Poynting vectors associated with the incident wave and the $n$th scattered wave respectively through a unit rectangle in which one


Figure 4.3. The reciprocity theorem.
side is parallel to the $x_{1}$-axis while the other is parallel to the $x_{3}$-axis. It is easy to show that

$$
\begin{equation*}
E_{n}=\left|B_{n}\right|^{2} \frac{\cos \theta_{n}}{\cos \theta} \tag{4.29}
\end{equation*}
$$

We next state a simple result which is convenient in many applications. The proof is based on integration by parts.

Lemma 4.2. Assume that $u_{1}$ and $u_{2}$ are two functions which satisfy the Helmholtz equation

$$
\Delta u+k^{2} u=0
$$

and either a homogeneous Dirichlet or a Neumann boundary condition. Then for any $x_{2}>\max f\left(x_{1}\right)$,

$$
\begin{equation*}
\int_{0}^{\Lambda}\left(u_{1} \frac{\partial u_{2}}{\partial x_{2}}-u_{2} \frac{\partial u_{1}}{\partial x_{2}}\right) d x_{1}=0 \tag{4.30}
\end{equation*}
$$

Theorem 4.3 (The conservation of energy).

$$
\begin{equation*}
\sum_{n \in U} E_{n}=1 \tag{4.31}
\end{equation*}
$$

This is to say, the incident energy is equal to the scattered energy.
Proof. Let $u$ be a solution of the Helmholtz equation with either the Dirichlet or the Neumann boundary condition. Since $k_{1}$ is real, $\bar{u}$ also satisfies the equation and the boundary condition. By applying Lemma 4.2 to $u$ and $\bar{u}$, we get

$$
\begin{equation*}
\frac{1}{\Lambda} \int_{0}^{\Lambda}\left(\frac{\partial \bar{u}}{\partial x_{2}}-\bar{u} \frac{\partial u}{\partial x_{2}}\right) d x_{1}=0 \text { for } x_{2}>\max f\left(x_{1}\right) \tag{4.32}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{1}{\Lambda} \Im\left\{\int_{0}^{\Lambda} u \frac{\partial \bar{u}}{\partial x_{2}}\right\}=0 \text { for } x_{2}>\max f\left(x_{1}\right) \tag{4.33}
\end{equation*}
$$

Next,

$$
\begin{align*}
u=e^{\sqrt{-1} \alpha x_{1}-\sqrt{-1} \beta x_{2}} & +\sum_{n \in U} B_{n} e^{\sqrt{-1} \alpha_{n} x_{1}+\sqrt{-1} \beta_{n} x_{2}} \\
& +\sum_{n \notin U} B_{n} e^{\sqrt{-1} \alpha_{n} x_{1}+\sqrt{-1} \beta_{n} x_{2}} \tag{4.34}
\end{align*}
$$

and

$$
\begin{align*}
\bar{u}=e^{-\sqrt{-1} \alpha x_{1}+\sqrt{-1} \beta x_{2}} & +\sum_{n \in U} \bar{B}_{n} e^{-\sqrt{-1} \alpha_{n} x_{1}-\sqrt{-1} \beta_{n} x_{2}} \\
& +\sum_{n \notin U} \bar{B}_{n} e^{-\sqrt{-1} \alpha_{n} x_{1}-\sqrt{-1} \beta_{n} x_{2}} . \tag{4.35}
\end{align*}
$$

Substituting 4.34 and 4.35 into 4.33, we find

$$
\beta=\sum_{n \in U} \beta_{n}\left|B_{n}\right|^{2},
$$

or equivalently

$$
\sum_{n \in U} E_{n}=1
$$

4.2.5. Dielectric Gratings. Recall that Region II is filled with a material of real permittivity $\varepsilon_{2}$.

The solution of the grating problem satisfies:
In Region I,

$$
\begin{equation*}
\Delta u+k_{1}^{2} u=0 \quad \text { if } x_{2}>f\left(x_{1}\right) \tag{4.36}
\end{equation*}
$$

In Region II,

$$
\begin{equation*}
\Delta u+k_{2}^{2} u=0 \quad \text { if } x_{2}<f\left(x_{1}\right) \tag{4.37}
\end{equation*}
$$

Also, outgoing wave conditions are satisfied by $u^{s}=u-u^{i}$ (for $x_{2} \rightarrow+\infty$ ) and by $u$ (for $x_{2} \rightarrow-\infty$ ).

From the jump conditions and Maxwell's equations, we have that $u$ is continuous, $\partial u / \partial \nu$ is continuous in TE polarization, and $(1 / \varepsilon) \partial u / \partial \nu$ is continuous in TM polarization.

Again, the quasi-periodicity of the field follows from the uniqueness of the solution. Then for $x_{2}>\max f\left(x_{1}\right)$

$$
\begin{equation*}
u\left(x_{1}, x_{2}\right)=e^{\sqrt{-1} \alpha x_{1}} \sum_{n \in \mathbb{Z}} V_{n}\left(x_{2}\right) e^{\sqrt{-1} n \frac{2 \pi}{\Lambda} x_{1}} \tag{4.38}
\end{equation*}
$$

Substituting 4.38) into 4.36 and 4.37, we obtain the Rayleigh expansion outside the groove

$$
\begin{equation*}
u\left(x_{1}, x_{2}\right)=e^{\left(\sqrt{-1} \alpha x_{1}-\sqrt{-1} \beta x_{2}\right)}+\sum R_{n} e^{\sqrt{-1} \alpha_{n} x_{1}+\sqrt{-1} \beta_{n 1} x_{2}} \tag{4.39}
\end{equation*}
$$

with $\alpha_{n}=k_{1} \sin \theta+n \frac{2 \pi}{\Lambda}$ and $\beta_{n 1}^{2}=k_{1}^{2}-\alpha_{n}^{2}$.
If $x_{2}<\min f\left(x_{1}\right)$

$$
u\left(x_{1}, x_{2}\right)=\sum_{n \in \mathbb{Z}} T_{n} e^{\sqrt{-1} \alpha_{n} x_{1}-\sqrt{-1} \beta_{n 2} x_{2}}
$$

with

$$
\beta_{n 2}^{2}=k_{2}^{2}-\alpha_{n}^{2} .
$$

These two expansions contain propagating and evanescent waves depending on the value of $n$.

For $j=1,2$ denote by

$$
U_{j}=\left\{n, \beta_{n j}^{2}>0\right\}
$$

Then if $n \in U_{1}, \alpha_{n}^{2}<k_{1}^{2}$, we have

$$
\begin{gather*}
\alpha_{n}=k_{1} \sin \theta+n \frac{2 \pi}{\Lambda}=k_{1} \sin \theta_{n 1}, \quad-\frac{\pi}{2}<\theta_{n 1}<\frac{\pi}{2}  \tag{4.40}\\
\beta_{n 1}=k_{1} \cos \theta_{n 1}
\end{gather*}
$$

and $R_{n} e^{\sqrt{-1} \alpha_{n} x_{1}+\sqrt{-1} \beta_{n 1} x_{2}}$ represents a plane wave propagating in the $\theta_{n 1}$ direction. Similarly, if $n \in U_{2}$, then

$$
\begin{align*}
\alpha_{n}=k_{2} \sin \theta+n \frac{2 \pi}{\Lambda} & =k_{2} \sin \theta_{n 2}, \quad-\frac{\pi}{2}<\theta_{n 2}<\frac{\pi}{2},  \tag{4.41}\\
\beta_{n 2} & =k_{2} \cos \theta_{n 2},
\end{align*}
$$

and $T_{n} e^{\sqrt{-1}} \alpha_{n} x_{1}-\sqrt{-1} \beta_{n 2} x_{2}$ stands for a transmitted plane wave propagating in the $\theta_{n 2}$ direction.

Equations 4.40 and 4.41 are the grating formulas.

### 4.3. Variational Formulations

4.3.1. Model Problems: TE and TM Polarizations. Consider a timeharmonic electromagnetic plane wave incident on a slab of some optical material in $\mathbb{R}^{3}$, which is periodic in the $x_{1}$ direction. Throughout, the medium is assumed to be nonmagnetic and invariant in the $x_{3}$ direction. We study the diffraction problem in TM (traverse magnetic) polarization, i.e., the magnetic field is transversal to the $\left(x_{1}, x_{2}\right)$-plane. The case when the electric field is transversal to the $\left(x_{1}, x_{2}\right)$ plane is called TE (transverse electric) polarization. These two polarizations are of primary importance since any other polarization may be decomposed into a simple combination of them. The differential equations derived from time harmonic Maxwell's equations are quite different for the TE and TM cases: In the TE case, $\left(\Delta+k^{2}\right) u=0$, where $E$ (the electric field vector) $=u\left(x_{1}, x_{2}\right) e_{3} ;$ In the TM case,

$$
\nabla \cdot\left(\frac{1}{k^{2}} \nabla u\right)+u=0
$$

where the magnetic field vector $H(x)=u\left(x_{1}, x_{2}\right) e_{3}$. In both cases, $k=\omega \sqrt{\varepsilon \mu_{0}}=$ $\omega q$, where $q$ is the index of refraction of the medium.

Let us first specify the problem geometry. Let $S_{1}$ and $S_{2}$ be two simple curves embedded in the strip

$$
\Omega=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}:-b<x_{2}<b\right\}
$$

where $b$ is some positive constant. The medium in the region $\Omega$ between $S_{1}$ and $S_{2}$ is inhomogeneous. Above the surface $S_{1}$ and below the surface $S_{2}$, the media are assumed to be homogeneous. The entire structure is taken to be periodic in the $x_{1}$-direction. Without loss of generality, we assume that $S_{1}$ and $S_{2}$ are periodic of period $\Lambda$ with respect to $\mathbb{Z}$.

Let $\Omega_{1}=\left\{x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}: x_{2}>b\right\}, \Omega_{2}=\left\{x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}: x_{2}<-b\right\}$. Define the boundaries $\Gamma_{1}=\left\{x_{2}=b\right\}, \Gamma_{2}=\left\{x_{2}=-b\right\}$. Assume that $S_{1}>S_{2}$ pointwise, i.e., if $\left(x_{1}, x_{2}\right) \in S_{1}$ and $\left(x_{1}, x_{2}^{\prime}\right) \in S_{2}$, then $x_{2}>x_{2}^{\prime}$. The curves $S_{1}$ and $S_{2}$ divide $\Omega$ into three connected components. Denote the component which meets $\Gamma_{1}$ by $\Omega_{1}^{+} ;$the component which meets $\Gamma_{2}$ by $\Omega_{2}^{+}$; and let $\Omega_{0}=\Omega \backslash\left(\bar{\Omega}_{1}^{+} \cup \bar{\Omega}_{2}^{+}\right)$.

Suppose that the whole space is filled with material with a periodic dielectric coefficient function $\varepsilon$ of period $\Lambda$,

$$
\varepsilon(x)= \begin{cases}\varepsilon_{1} & \text { in } \Omega_{1}^{+} \cup \bar{\Omega}_{1} \\ \varepsilon_{0}(x) & \text { in } \Omega_{0}, \\ \varepsilon_{2} & \text { in } \Omega_{2}^{+} \cup \bar{\Omega}_{2}\end{cases}
$$

where $\varepsilon_{0}(x) \in L^{\infty}, \varepsilon_{1}$ and $\varepsilon_{2}$ are constants, $\varepsilon_{1}$ is real and positive, and $\Re \varepsilon_{2}>0$, $\Im \varepsilon_{2} \geq 0$. The case $\Im \varepsilon_{2}>0$ accounts for materials which absorb energy (see, for instance, [138]). For convenience, we also need the "index of refraction" $q=\sqrt{\varepsilon \mu_{0}}$

$$
q(x)= \begin{cases}q_{1} & \text { in } \Omega_{1}^{+} \cup \bar{\Omega}_{1} \\ q_{0}(x) & \text { in } \Omega_{0} \\ q_{2} & \text { in } \Omega_{2}^{+} \cup \bar{\Omega}_{2}\end{cases}
$$

where $\varepsilon$ is the dielectric constant and $\mu_{0}$ is the free space magnetic permeability.
We want to solve the Helmholtz equation derived from Maxwell's system of equations

$$
\begin{equation*}
\nabla \cdot\left(\frac{1}{q^{2}} \nabla u\right)+\omega^{2} u=0 \quad \text { in } \mathbb{R}^{2} \tag{4.42}
\end{equation*}
$$

when an incoming plane wave

$$
u^{i}\left(x_{1}, x_{2}\right)=e^{\sqrt{-1} \alpha x_{1}-\sqrt{-1} \beta x_{2}}
$$

is incident on $S$ from $\Omega_{1}$, where $\alpha$ and $\beta$ are given by with $-\pi / 2<\theta<\pi / 2$ being the angle of incidence.

We are interested in "quasi-periodic" solutions $u$, that is, solutions $u\left(x_{1}, x_{2}\right)$ such that $u\left(x_{1}, x_{2}\right) e^{-\sqrt{-1} \alpha x_{1}}$ are $\Lambda$-periodic. Define $u_{\alpha}\left(x_{1}, x_{2}\right)=u\left(x_{1}, x_{2}\right) e^{-\sqrt{-1} \alpha x_{1}}$. It is easily seen that if $u$ satisfies 4.42) then $u_{\alpha}$ satisfies

$$
\begin{equation*}
\nabla_{\alpha} \cdot\left(\frac{1}{q^{2}} \nabla_{\alpha} u_{\alpha}\right)+\omega^{2} u_{\alpha}=0 \quad \text { in } \mathbb{R}^{2} \tag{4.43}
\end{equation*}
$$

where the operator $\nabla_{\alpha}$ is defined by

$$
\nabla_{\alpha}=\nabla+\sqrt{-1}(\alpha, 0)
$$

We expand $u_{\alpha}$ in a Fourier series:

$$
\begin{equation*}
u_{\alpha}\left(x_{1}, x_{2}\right)=\sum_{n \in \mathbb{Z}} u_{\alpha}^{(n)}\left(x_{2}\right) e^{\sqrt{-1} \frac{2 \pi n}{\Lambda} x_{1}} \tag{4.44}
\end{equation*}
$$

where

$$
u_{\alpha}^{(n)}\left(x_{2}\right)=\frac{1}{\Lambda} \int_{0}^{\Lambda} u_{\alpha}\left(x_{1}, x_{2}\right) e^{-\sqrt{-1} \frac{2 \pi n}{\Lambda} x_{1}} d x_{1}
$$

Introduce the sets

$$
\Gamma_{1}^{\prime}=\left\{x \in \mathbb{R}^{2}: x_{2}=b_{1}\right\}, \quad \Gamma_{2}^{\prime}=\left\{x_{2}=-b_{1}\right\}
$$

with $0<b_{1}<b$ being such that $\Omega_{0} \subseteq\left\{-b_{1}<x_{2}<b_{1}\right\}$. Let

$$
D_{1}=\left\{x \in \mathbb{R}^{2}: x_{2}>b_{1}\right\} \quad \text { and } \quad D_{2}=\left\{x \in \mathbb{R}^{2}: x_{2}<-b_{1}\right\}
$$

Define for $j=1,2$ the coefficients

$$
\begin{equation*}
\beta_{j}^{n}(\alpha)=e^{\sqrt{-1} \gamma_{j}^{n} / 2}\left|k_{j}^{2}-\alpha_{n}^{2}\right|^{1 / 2}=e^{\sqrt{-1} \gamma_{j}^{n} / 2}\left|\omega^{2} q_{j}^{2}-\alpha_{n}^{2}\right|^{1 / 2}, \quad n \in \mathbb{Z} \tag{4.45}
\end{equation*}
$$

$\alpha_{n}$ is defined by 4.19,,$k_{j}=\omega q_{j}$, and

$$
\begin{equation*}
\gamma_{j}^{n}=\arg \left(k_{j}^{2}-\alpha_{n}^{2}\right), \quad 0 \leq \gamma_{j}^{n}<2 \pi \tag{4.46}
\end{equation*}
$$

We assume that

$$
\begin{equation*}
k_{j}^{2} \neq \alpha_{n}^{2} \quad \text { for all } n \in \mathbb{Z}, j=1,2 \tag{4.47}
\end{equation*}
$$

This condition excludes "resonance" cases and ensures that a fundamental solution for 4.43 exists inside $D_{1}$ and $D_{2}$. In particular, for real $k_{2}$, we have the following equivalent form of 4.45

$$
\beta_{j}^{n}(\alpha)= \begin{cases}\sqrt{k_{j}^{2}-\alpha_{n}^{2}}, & k_{j}^{2}>\alpha_{n}^{2} \\ \sqrt{-1} \sqrt{\alpha_{n}^{2}-k_{j}^{2}}, & k_{j}^{2}<\alpha_{n}^{2}\end{cases}
$$

Notice that if $\Im k_{j}>0$, then (4.47) is certainly satisfied.
From the knowledge of the fundamental solution (see, for instance, 170 and [195), it follows that inside $D_{1}$ and $D_{2}, u_{\alpha}$ can be expressed as a sum of plane waves:

$$
\begin{equation*}
\left.u_{\alpha}\right|_{D_{j}}=\sum_{n \in \mathbb{Z}} a_{j}^{n} e^{ \pm \sqrt{-1} \beta_{j}^{n}(\alpha) x_{2}+\sqrt{-1} \frac{2 \pi n}{\Lambda} x_{1}}, \quad j=1,2 \tag{4.48}
\end{equation*}
$$

where the $a_{j}^{n}$ are complex scalars.
We next impose a radiation condition on the scattering problem. Since $\beta_{j}^{n}$ is real for at most finitely many $n$, there are only a finite number of propagating plane waves in the sum 4.48), the remaining waves are exponentially damped (so-called evanescent waves) or radiate (unbounded) as $\left|x_{2}\right| \rightarrow \infty$. We will insist that $u_{\alpha}$ is composed of bounded outgoing plane waves in $D_{1}$ and $D_{2}$, plus the incident incoming wave $u^{i}$ in $D_{1}$.

From 4.44 and 4.48 we then have the condition that
$u_{\alpha}^{(n)}\left(x_{2}\right)= \begin{cases}u_{\alpha}^{(n)}(b) e^{\sqrt{-1} \beta_{1}^{n}(\alpha)\left(x_{2}-b\right)} & \text { in } D_{1} \\ u_{\alpha}^{(0)}(b) e^{\sqrt{-1} \beta\left(x_{2}-b\right)}+e^{-\sqrt{-1} \beta x_{2}}-e^{\sqrt{-1} \beta\left(x_{2}-2 b\right)} & \text { for } n \neq 0, \\ u_{\alpha}^{(n)}(-b) e^{-\sqrt{-1} \beta_{2}^{n}(\alpha)\left(x_{2}+b\right)} & \text { for } n=0, \\ & \text { in } D_{2} .\end{cases}$
From 4.49 we can then calculate the normal derivative of $u_{\alpha}^{n}\left(x_{2}\right)$ on $\Gamma_{j}, j=1,2$ :

$$
\left.\frac{\partial u_{\alpha}^{(n)}}{\partial \nu}\right|_{\Gamma_{j}}=\left\{\begin{array}{lll}
\sqrt{-1} \beta_{1}^{n}(\alpha) u_{\alpha}^{(n)}(b) & \text { on } \Gamma_{1} & \text { for } n \neq 0  \tag{4.50}\\
\sqrt{-1} \beta u_{\alpha}^{(0)}(b)-2 \sqrt{-1} \beta e^{-\sqrt{-1} \beta b} & \text { on } \Gamma_{1} & \text { for } n=0 \\
\sqrt{-1} \beta_{2}^{n}(\alpha) u_{\alpha}^{(n)}(-b) & & \text { on } \Gamma_{2}
\end{array}\right.
$$

Thus from 4.48 and 4.50, it follows that

$$
\begin{align*}
\left.\frac{\partial u_{\alpha}}{\partial \nu}\right|_{\Gamma_{1}} & =\sum_{n \in \mathbb{Z}} \sqrt{-1} \beta_{1}^{n}(\alpha) u_{\alpha}^{(n)}(b) e^{\sqrt{-1} \frac{2 \pi n}{\Lambda} x_{1}}-2 \sqrt{-1} \beta e^{-\sqrt{-1} \beta b}  \tag{4.51}\\
\left.\frac{\partial u_{\alpha}}{\partial \nu}\right|_{\Gamma_{2}} & =\sum_{n \in \mathbb{Z}} \sqrt{-1} \beta_{2}^{n}(\alpha) u_{\alpha}^{(n)}(-b) e^{\sqrt{-1} \frac{2 \pi n}{\Lambda} x_{1}} \tag{4.52}
\end{align*}
$$

where the outward normal vector $\nu=(0,1)$ on $\Gamma_{1}$ and $=(0,-1)$ on $\Gamma_{2}$.
In particular, the above discussion yields the following simple result.
Lemma 4.4. Suppose that $\alpha_{n}^{2}>k_{1}^{2}$. Then

$$
u_{\alpha}^{(n)}(b)=u_{\alpha}^{(n)}\left(b_{1}\right) e^{-\left(b-b_{1}\right) \sqrt{\alpha_{n}^{2}-k_{1}^{2}}}
$$

Similarly, if $\alpha_{n}^{2}>\left|k_{2}\right|^{2}$, then

$$
\left|u_{\alpha}^{(n)}(-b)\right|=\left|u_{\alpha}^{(n)}\left(-b_{1}\right)\right| e^{-\left(b-b_{1}\right) \sin \left(\gamma_{2}^{n} / 2\right) \sqrt[4]{\left(\alpha_{n}^{2}-\Re\left(k_{2}^{2}\right)\right)^{2}+\left(\Im\left(k_{2}^{2}\right)\right)^{2}}} .
$$

Proof. The first identity is a simple consequence of 4.49 since $k_{1}^{2}$ is real. Recall that from 4.46,

$$
\gamma_{2}^{n}=\arg \left(\Re\left(k_{2}^{2}\right)-\alpha_{n}^{2}+\sqrt{-1} \Im\left(k_{2}^{2}\right)\right)
$$

Using (4.49), we have

$$
u_{\alpha}^{(n)}(-b)=u_{\alpha}^{(n)}\left(-b_{1}\right) e^{-\left(b-b_{1}\right)\left|\beta_{2}^{n}\right|\left(\sin \left(\gamma_{2}^{n} / 2\right)-\sqrt{-1} \cos \left(\gamma_{2}^{n} / 2\right)\right)}
$$

and hence

$$
\left|u_{\alpha}^{(n)}(-b)\right|=\left|u_{\alpha}^{(n)}\left(-b_{1}\right)\right| e^{-\left(b-b_{1}\right) \sin \left(\gamma_{2}^{n} / 2\right)} \sqrt[4]{\left(\alpha_{n}^{2}-\Re\left(k_{2}^{2}\right)\right)^{2}+\left(\Im\left(k_{2}^{2}\right)\right)^{2}},
$$

which completes the proof.

REmARK 4.5. Actually, when $\alpha_{n}^{2} \gg\left|k_{2}\right|^{2}$, the angle $\gamma_{2}^{n} / 2 \leq \pi / 2$ will approach $\pi / 2$. Thus, there exists a fixed constant $\sigma_{0}$, such that

$$
\begin{equation*}
\delta_{0} \leq \sin \left(\gamma_{2}^{n} / 2\right) \leq 1 \tag{4.53}
\end{equation*}
$$

Since the fields $u_{\alpha}$ are $\Lambda$-periodic in $x_{1}$, we can move the problem from $\mathbb{R}^{2}$ to the quotient $\mathbb{R}^{2} /(\Lambda \mathbb{Z} \times\{0\})$. In what follows, we shall identify $\Omega$ with the cylinder $\Omega /(\Lambda \mathbb{Z} \times\{0\})$, and similarly for the boundaries $\Gamma_{j} \equiv \Gamma_{j} / \Lambda \mathbb{Z}$. Thus from now on, all functions defined on $\Omega$ and $\Gamma_{j}$ are implicitly $\Lambda$-periodic in the $x_{1}$ variable.

For functions $f \in H^{\frac{1}{2}}\left(\Gamma_{j}\right)$ (the Sobolev space of $\Lambda$-periodic complex valued functions), define, in the sense of distributions, the operator $T_{j}^{\alpha}$ by

$$
\begin{equation*}
T_{j}^{\alpha}[f]\left(x_{1}\right)=\sum_{n \in \mathbb{Z}} \sqrt{-1} \beta_{j}^{n}(\alpha) f^{(n)} e^{\sqrt{-1} \frac{2 \pi n}{\Lambda} x_{1}} \tag{4.54}
\end{equation*}
$$

where

$$
f^{(n)}=\frac{1}{\Lambda} \int_{0}^{\Lambda} f\left(x_{1}\right) e^{-\sqrt{-1} \frac{2 \pi n}{\Lambda} x_{1}} d x_{1}
$$

It is necessary in our study to understand the continuity properties of the above "Dirichlet-to-Neumann" maps. Fortunately, this is trivial by observing that $T_{j}^{\alpha}$ is a standard pseudo-differential operator (a convolution operator) of order one from the definition of $\beta_{j}^{n}(\alpha)$. Thus the standard theory on pseudo-differential operators (see, for instance, 441) applies.

Lemma 4.6. For $j=1,2$, the operator $T_{j}^{\alpha}: H^{\frac{1}{2}}\left(\Gamma_{j}\right) \rightarrow H^{-\frac{1}{2}}\left(\Gamma_{j}\right)$ is continuous.
The scattering problem can be formulated as follows: find $u_{\alpha} \in H^{1}(\Omega)$ such that

$$
\begin{align*}
\nabla_{\alpha} \cdot\left(\frac{1}{q^{2}} \nabla_{\alpha} u_{\alpha}\right)+\omega^{2} u_{\alpha} & =0 \text { in } \Omega  \tag{4.55}\\
T_{1}^{\alpha}\left[u_{\alpha}\right]-\frac{\partial u_{\alpha}}{\partial \nu} & =2 \sqrt{-1} \beta e^{-\sqrt{-1} \beta b} \text { on } \Gamma_{1}  \tag{4.56}\\
T_{2}^{\alpha}\left[u_{\alpha}\right]-\frac{\partial u_{\alpha}}{\partial \nu} & =0 \text { on } \Gamma_{2} \tag{4.57}
\end{align*}
$$

An equivalent form of the above system is

$$
\begin{align*}
\nabla_{\alpha} \cdot\left(\frac{1}{q^{2}} \nabla_{\alpha} \widetilde{u}_{\alpha}\right)+\omega^{2} \widetilde{u}_{\alpha} & =-f \text { in } \Omega  \tag{4.58}\\
T_{1}^{\alpha}\left[\widetilde{u}_{\alpha}\right]-\frac{\partial \widetilde{u}_{\alpha}}{\partial \nu} & =0 \text { on } \Gamma_{1}  \tag{4.59}\\
T_{2}^{\alpha}\left[\widetilde{u}_{\alpha}\right]-\frac{\partial \widetilde{u}_{\alpha}}{\partial \nu} & =0 \text { on } \Gamma_{2} \tag{4.60}
\end{align*}
$$

where $f \in\left(H^{1}(\Omega)\right)^{\prime}$ and $\widetilde{u}_{\alpha}=u_{\alpha}-u_{0}$ with $u_{0}$ a fixed smooth function. In fact, $u_{0}$ may be constructed in the following way: Let $u_{0}$ be a smooth $\Lambda$-periodic function supported near the boundary $\Gamma_{1}$. It can be further arranged that $u_{0}\left(x_{1}, b\right)=0$ and $-\partial_{x_{2}} u_{0}=2 \sqrt{-1} \beta e^{-\sqrt{-1} \beta b}$ on $\Gamma_{1}$. Clearly, $\widetilde{u}_{\alpha}=u_{\alpha}-u_{0}$ solves the above equation with $f=\nabla_{\alpha} \cdot\left(\frac{1}{q^{2}} \nabla_{\alpha} u_{0}\right)+\omega^{2} u_{0} \in\left(H^{1}(\Omega)\right)^{\prime}$, the dual space of $H^{1}(\Omega)$.

For simplicity of notation, we shall denote $\widetilde{u}_{\alpha}$ by $u_{\alpha}$. One can then write down an equivalent variational form: Given $f \in\left(H^{1}(\Omega)\right)^{\prime}$, find $u_{\alpha} \in H^{1}(\Omega)$ such that

$$
\begin{equation*}
a\left(u_{\alpha}, \phi\right)=\langle f, \phi\rangle, \quad \forall \phi \in H^{1}(\Omega) \tag{4.61}
\end{equation*}
$$

here the sesquilinear form is defined by

$$
\begin{aligned}
a\left(w_{1}, w_{2}\right)= & \int_{\Omega} \frac{1}{q^{2}} \nabla w_{1} \cdot \nabla \overline{w_{2}}-\int_{\Omega}\left(\omega^{2}-\frac{\alpha^{2}}{q^{2}}\right) w_{1} \overline{w_{2}}-\sqrt{-1} \alpha \int_{\Omega} \frac{1}{q^{2}}\left(\partial_{x_{1}} w_{1}\right) \overline{w_{2}} \\
& +\sqrt{-1} \alpha \int_{\Omega} \frac{1}{q^{2}} w_{1} \overline{\partial_{x_{1}} w_{2}}-\int_{\Gamma_{1}} \frac{1}{q_{1}^{2}} T_{1}^{\alpha}\left[w_{1}\right] \overline{w_{2}}-\int_{\Gamma_{2}} \frac{1}{q_{2}^{2}} T_{2}^{\alpha}\left[w_{1}\right] \overline{w_{2}}
\end{aligned}
$$

where $\int_{\Gamma_{j}}$ represents the dual pairing of $H^{-\frac{1}{2}}\left(\Gamma_{j}\right)$ with $H^{\frac{1}{2}}\left(\Gamma_{j}\right)$.
We first state the existence and uniqueness of the solution to the continuous scattering problem. The proof is from $[104,112,192$.

THEOREM 4.7. For all but a countable set of frequencies $\omega_{j},\left|\omega_{j}\right| \rightarrow+\infty$, the diffraction problem has a unique solution $u_{\alpha} \in H^{1}(\Omega)$.

For simplicity, from now on, we shall remove the subscript and superscript and denote $u_{\alpha}, T_{j}^{\alpha}$ by $u, T_{j}$, respectively. In the proof of Theorem 4.7, we denote $k_{1}^{2}=k_{1}^{2} \omega^{2}$ to illustrate the explicit dependence on the frequency parameter $\omega$.

Proof. Write $a\left(w_{1}, w_{2}\right)=B_{1}\left(w_{1}, w_{2}\right)+\omega^{2} B_{2}\left(w_{1}, w_{2}\right)$ where

$$
\begin{aligned}
B_{1}\left(w_{1}, w_{2}\right)= & \int_{\Omega} \frac{1}{q^{2}} \nabla w_{1} \cdot \nabla \overline{w_{2}}+2 \int_{\Omega} \frac{\alpha^{2}}{q^{2}} w_{1} \overline{w_{2}}-\sqrt{-1} \alpha \int_{\Omega} \frac{1}{q^{2}}\left(\partial_{x_{1}} w_{1}\right) \overline{w_{2}} \\
& +\sqrt{-1} \alpha \int_{\Omega} \frac{1}{q^{2}} w_{1} \overline{\partial_{x_{1}} w_{2}}-\int_{\Gamma_{1}} \frac{1}{q_{1}^{2}} T_{1}\left[w_{1}\right] \overline{w_{2}}-\int_{\Gamma_{2}} \frac{1}{q_{2}^{2}} T_{2}\left[w_{1}\right] \overline{w_{2}}, \\
B_{2}\left(w_{1}, w_{2}\right)= & -\int_{\Omega}\left(1+\frac{\alpha^{2}}{k^{2}}\right) w_{1} \overline{w_{2}} .
\end{aligned}
$$

It follows that

$$
B_{1}(u, u)=\int_{\Omega} \frac{1}{q^{2}}|\nabla u|^{2}+2 \int_{\Omega} \frac{\alpha^{2}}{q^{2}}|u|^{2}-2 \alpha \int_{\Omega} \frac{1}{q^{2}} \Im\left(u \overline{\partial_{x_{1}} u}\right)-\int_{\Gamma_{1}} \frac{1}{q_{1}^{2}} T_{1}[u] \bar{u}-\int_{\Gamma_{2}} \frac{1}{q_{2}^{2}} T_{2}[u] \bar{u} .
$$

Next denote $\frac{1}{q^{2}}=\frac{1}{\varepsilon \mu_{0}}$ by $\sigma^{\prime}-\sqrt{-1} \sigma^{\prime \prime}$. Clearly, $\sigma^{\prime}>0$ and $\sigma^{\prime \prime} \geq 0$. Also, denote $\frac{1}{q_{2}^{2}}$ by $\sigma_{2}^{\prime}-\sqrt{-1} \sigma_{2}^{\prime \prime}$, where $\sigma_{2}^{\prime}>0$ and $\sigma_{2}^{\prime \prime} \geq 0$. Thus

$$
\begin{aligned}
\Re\left\{B_{1}(u, u)\right\}= & \int_{\Omega} \sigma^{\prime}|\nabla u|^{2}+2 \int_{\Omega} \alpha^{2} \sigma^{\prime}|u|^{2}-2 \alpha \int_{\Omega} \sigma^{\prime} \Im\left(u \overline{\partial_{x_{1}} u}\right) \\
& -\Re\left\{\int_{\Gamma_{1}} \frac{1}{q_{1}^{2}} T_{1}[u] \bar{u}+\int_{\Gamma_{2}} \frac{1}{q_{2}^{2}} T_{2}[u] \bar{u}\right\} \\
\geq & \int_{\Omega} \frac{\sigma^{\prime}}{2}|\nabla u|^{2}-\Re\left\{\int_{\Gamma_{1}} \frac{1}{q_{1}^{2}} T_{1}[u] \bar{u}+\int_{\Gamma_{2}} \frac{1}{q_{2}^{2}} T_{2}[u] \bar{u}\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
-\Im\left\{B_{1}(u, u)\right\}= & \int_{\Omega} \sigma^{\prime \prime}|\nabla u|^{2}+2 \int_{\Omega} \alpha^{2} \sigma^{\prime \prime}|u|^{2}-2 \alpha \int_{\Omega} \sigma^{\prime \prime} \Im\left(u \overline{\partial_{x_{1}} u}\right) \\
& +\Im\left\{\int_{\Gamma_{1}} \frac{1}{q_{1}^{2}} T_{1}[u] \bar{u}+\int_{\Gamma_{2}} \frac{1}{q_{2}^{2}} T_{2}[u] \bar{u}\right\} \\
\geq & \int_{\Omega} \frac{\sigma^{\prime \prime}}{2}|\nabla u|^{2}+\Im\left\{\int_{\Gamma_{1}} \frac{1}{q_{1}^{2}} T_{1}[u] \bar{u}+\int_{\Gamma_{2}} \frac{1}{q_{2}^{2}} T_{2}[u] \bar{u}\right\}
\end{aligned}
$$

Further,

$$
\begin{aligned}
-\int_{\Gamma_{1}} \frac{1}{q_{1}^{2}} T_{1}[u] \bar{u} & =-\sum \frac{1}{q_{1}^{2}} \Lambda \sqrt{-1} \beta_{1}^{n}\left|u^{(n)}\right|^{2} \\
& =\sum \frac{1}{q_{1}^{2}} \Lambda\left(\Im \beta_{1}^{n}\right)\left|u^{(n)}\right|^{2}-\sqrt{-1} \sum \frac{1}{n_{1}^{2}} \Lambda \Re \beta_{1}^{n}\left|u^{(n)}\right|^{2}
\end{aligned}
$$

and it is easy to see that

$$
\begin{aligned}
-\int_{\Gamma_{2}} \frac{1}{q_{2}^{2}} T_{2}[u] \bar{u} & =-\sum \frac{1}{q_{2}^{2}} \sqrt{-1} \Lambda \beta_{2}^{n}\left|u^{(n)}(-b)\right|^{2} \\
& =\sum_{n} \Lambda\left|\beta_{2}^{n}\right|\left|u^{(n)}(-b)\right|^{2} p_{n}
\end{aligned}
$$

where $p_{n}=p_{n}^{\prime}-\sqrt{-1} p_{n}^{\prime \prime}$ with

$$
p_{n}^{\prime}=-\sigma_{2}^{\prime \prime} \cos \left(\gamma_{2}^{n} / 2\right)+\sigma_{2}^{\prime} \sin \left(\gamma_{2}^{n} / 2\right)
$$

and

$$
p_{n}^{\prime \prime}=\sigma_{2}^{\prime} \cos \left(\gamma_{2}^{n} / 2\right)+\sigma_{2}^{\prime \prime} \sin \left(\gamma_{2}^{n} / 2\right)
$$

Recall that

$$
\gamma_{2}^{n}=\arg \left(\Re\left(k_{2}^{2}\right)-\alpha_{n}^{2}+\sqrt{-1} \Im\left(k_{2}^{2}\right)\right)
$$

and $0 \leq \gamma_{2}^{n}<2 \pi$. Then it follows that $p_{n}^{\prime \prime}>0$ for all $n$ and the set $\left\{n: p_{n}^{\prime}<0\right\}$ is finite. It is also easy to verify that $\left|p_{n}^{\prime \prime}\right|>\left|p_{n}^{\prime}\right|$ for $n \in\left\{n: p_{n}^{\prime}<0\right\}$. Moreover, for fixed $\omega \notin \mathcal{B}$ where $\mathcal{B}$ is defined by

$$
\mathcal{B}:=\left\{\omega: \beta_{j}^{n}(\omega)=0, \quad j=1,2\right\}
$$

we have

$$
\left|\beta_{j}^{n}\right| \geq C\left(1+|n|^{2}\right)^{1 / 2}, j=1,2
$$

Combining the above estimates, we have

$$
\begin{aligned}
\left|B_{1}(u, u)\right| \geq & C\left[\int_{\Omega}|\nabla u|^{2}+\|u\|_{H^{1 / 2}\left(\Gamma_{1}\right)}^{2}+\sum_{n \in \Lambda}\left(\left|p_{n}^{\prime \prime}\right|-\left|p_{n}^{\prime}\right|\right)\left|u^{(n)}(-b)\right|^{2}\right. \\
& \left.+\sum_{n \notin \Lambda}\left|p_{n}^{\prime \prime} \| u^{(n)}(-b)\right|^{2}\right] \\
\geq & C\left[\int_{\Omega}|\nabla u|^{2}+\|u\|_{H^{1 / 2}\left(\Gamma_{1}\right)}^{2}+\|u\|_{H^{1 / 2}\left(\Gamma_{2}\right)}^{2}\right] \\
\geq & C\|u\|_{H^{1}(\Omega)}^{2},
\end{aligned}
$$

where the last inequality may be obtained by applying some standard elliptic estimates; see [236]. Therefore, we have shown that

$$
\begin{equation*}
\left|B_{1}(u, u)\right| \geq C\|u\|_{H^{1}(\Omega)}^{2} \tag{4.62}
\end{equation*}
$$

i.e., $B_{1}$ is a bounded coercive sesquilinear form over $H^{1}(\Omega)$. The Lax-Milgram lemma then gives the existence of a bounded invertible map $A_{1}=A_{1}(\omega): H^{1}(\Omega) \rightarrow$ $\left(H^{1}(\Omega)\right)^{\prime}$ such that $\left\langle A_{1} u, v\right\rangle=B_{1}(u, v)$, where ${ }^{\prime}$ represents the dual space. Moreover, $A_{1}^{-1}$ is bounded. Notice that the operator $A_{2}: H^{1}(\Omega) \rightarrow\left(H^{1}(\Omega)\right)^{\prime}$ defined by $\left\langle A_{2} u, v\right\rangle=B_{2}(u, v)$ is compact and independent of $\omega$.

Holding $\omega_{0} \notin \mathcal{B}$ fixed, consider the operator $A\left(\omega_{0}, \omega\right)=A_{1}\left(\omega_{0}\right)+\omega^{2} A_{2}$. Since $A_{1}$ is bounded invertible and $A_{2}$ is compact, we see that $A\left(\omega_{0}, \omega\right)^{-1}$ exists by Fredholm theory for all $\omega \notin \mathcal{E}\left(\omega_{0}\right)$, where $\mathcal{E}\left(\omega_{0}\right)$ is some discrete set. It is clear that

$$
\left\|A_{1}(\omega)-A_{1}\left(\omega_{0}\right)\right\| \rightarrow 0, \quad \text { as } \omega \rightarrow \omega_{0}
$$

Thus, since $\left\|A(\omega, \omega)-A\left(\omega_{0}, \omega\right)\right\|=\left\|A_{1}(\omega)-A_{1}\left(\omega_{0}\right)\right\|$ is small for $\left|\omega-\omega_{0}\right|$ sufficiently small, it follows from the stability of bounded invertibility (see, for instance, Kato [290, Chapter 4]) that $A(\omega, \omega)^{-1}$ exists and is bounded for $\left|\omega-\omega_{0}\right|$ sufficiently small, $\omega \notin \mathcal{E}\left(\omega_{0}\right)$. Since $\omega_{0}>0$ can be an arbitrary real number, we have shown that $A(\omega, \omega)^{-1}$ exists for all but a discrete set of points.
4.3.2. Biperiodic Structures. Consider a time-harmonic electromagnetic plane wave incident on a biperiodic structure in $\mathbb{R}^{3}$. The periodic structure separates two homogeneous regions. The medium inside the structure is heterogeneous. The diffraction problem is then to predict energy distributions of the reflected and transmitted waves. In this chapter, we study some mathematical aspects of the diffraction problem. We introduce a variational formulation of the diffraction problem by dielectric gratings. Our main result is concerned with the well-posedness of the model problem. It is shown that for all but possibly a discrete set of frequencies, there is a unique quasi-periodic weak solution to the diffraction problem. Our proof is based on the Hodge decomposition and a compact embedding result. An energy conservation for the weak solution is also proved. An important step of our approach is to reduce the original diffraction problem with an infinite configuration to another problem with a bounded domain. This is done by introducing a pair of transparent boundary conditions. We emphasize that the variational approach is very general. In particular, the material coefficients $\varepsilon$ and $\mu$ are only assumed to be bounded functions. The geometry can be extremely general as well. The incident angles and grating shapes may be arbitrary. Moreover, a class of finite element methods can be formulated based on the variational approach.
4.3.3. Diffraction Problem. We first specify the geometry of the problem. Let $\Lambda_{1}$ and $\Lambda_{2}$ be two positive constants, such that the material functions $\varepsilon$ and $\mu$ satisfy, for any $n_{1}, n_{2} \in \mathbb{Z}$,

$$
\begin{aligned}
\varepsilon\left(x_{1}+n_{1} \Lambda_{1}, x_{2}+n_{2} \Lambda_{2}, x_{3}\right) & =\varepsilon\left(x_{1}, x_{2}, x_{3}\right) \\
\mu\left(x_{1}+n_{1} \Lambda_{1}, x_{2}+n_{2} \Lambda_{2}, x_{3}\right) & =\mu\left(x_{1}, x_{2}, x_{3}\right)
\end{aligned}
$$

In addition, it is assumed that, for some fixed positive constant $b$ and sufficiently small $\delta>0$,

$$
\begin{aligned}
& \varepsilon(x)=\varepsilon_{1}, \mu(x)=\mu_{1} \text { for } x_{3}>b-\delta \\
& \varepsilon(x)=\varepsilon_{2}, \mu(x)=\mu_{2} \text { for } x_{3}<-b+\delta
\end{aligned}
$$

where $\varepsilon_{1}, \varepsilon_{2}, \mu_{1}$, and $\mu_{2}$ are positive constants. All of these assumptions are physical.

We make the following general assumptions: $\varepsilon(x), \mu(x)$, and $\beta(x)$ are all real valued $L^{\infty}$ functions, $\varepsilon(x) \geq \varepsilon_{0}$ and $\mu(x) \geq \mu_{0}$, where $\varepsilon_{0}$ and $\mu_{0}$ are positive constants.

Let $\Omega=\left\{x \in \mathbb{R}^{3}:-b<x_{3}<b\right\}, \Omega_{1}=\left\{x \in \mathbb{R}^{3}: x_{3}>b\right\}, \Omega_{2}=\left\{x \in \mathbb{R}^{3}: x_{3}<\right.$ $-b\}$.

Consider a plane wave in $\Omega_{1}$

$$
\begin{equation*}
E^{i}=s e^{\sqrt{-1} q \cdot x}, H^{i}=p e^{\sqrt{-1} q \cdot x} \tag{4.63}
\end{equation*}
$$

incident on $\Omega$. Here $q=\left(\alpha_{1}, \alpha_{2},-\beta\right)=\omega \sqrt{\varepsilon_{1} \mu_{1}}\left(\cos \theta_{1} \cos \theta_{2}, \cos \theta_{1} \sin \theta_{2},-\sin \theta_{1}\right)$ is the incident wave vector whose direction is specified by $\theta_{1}$ and $\theta_{2}$, with $0<\theta_{1}<\pi$ and $0<\theta_{2} \leq 2 \pi$. The vectors $s$ and $p$ satisfy

$$
\begin{equation*}
s=\frac{1}{\omega \varepsilon_{1}}(p \times q), q \cdot q=\omega^{2} \varepsilon_{1} \mu_{1}, \quad p \cdot q=0 \tag{4.64}
\end{equation*}
$$

We are interested in biperiodic solutions, i. e., solutions $E$ and $H$ such that the fields $E_{\alpha}, H_{\alpha}$ defined by, for $\alpha=\left(\alpha_{1}, \alpha_{2}, 0\right)$,

$$
\begin{align*}
E_{\alpha} & =e^{-\sqrt{-1} \alpha \cdot x} E\left(x_{1}, x_{2}, x_{3}\right)  \tag{4.65}\\
H_{\alpha} & =e^{-\sqrt{-1} \alpha \cdot x} H\left(x_{1}, x_{2}, x_{3}\right) \tag{4.66}
\end{align*}
$$

are periodic in the $x_{1}$-direction of period $\Lambda_{1}$ and in the $x_{2}$-direction of period $\Lambda_{2}$.
Denote

$$
\nabla_{\alpha}=\nabla+\sqrt{-1} \alpha=\nabla+\sqrt{-1}\left(\alpha_{1}, \alpha_{2}, 0\right)
$$

It is easy to see from (4.3) and 4.4 that $E_{\alpha}$ and $H_{\alpha}$ satisfy

$$
\begin{align*}
& \nabla_{\alpha} \times\left(\frac{1}{\mu} \nabla_{\alpha} \times E_{\alpha}\right)-\omega^{2} \varepsilon E_{\alpha}=0  \tag{4.67}\\
& \nabla_{\alpha} \times E_{\alpha}=\sqrt{-1} \omega \mu(x) H_{\alpha} \tag{4.68}
\end{align*}
$$

In order to solve the system of differential equations, we need boundary conditions in the $x_{3}$ direction. These conditions may be derived by the radiation condition, the periodicity of the structure, and the Green functions. To do so, we can expand $E_{\alpha}$ in a Fourier series since it is $\Lambda$ periodic:

$$
\begin{equation*}
E_{\alpha}(x)=E_{\alpha}^{i}(x)+\sum_{n \in \mathbb{Z}} U_{\alpha}^{(n)}\left(x_{3}\right) e^{\sqrt{-1}\left(\frac{2 \pi n_{1}}{\Lambda_{1}} x_{1}+\frac{2 \pi n_{2}}{\Lambda_{2}} x_{2}\right)} \tag{4.69}
\end{equation*}
$$

where $E_{\alpha}^{i}(x)=E^{i}(x) e^{-\sqrt{-1} \alpha \cdot x}$ and

$$
U_{\alpha}^{(n)}\left(x_{3}\right)=\frac{1}{\Lambda_{1} \Lambda_{2}} \int_{0}^{\Lambda_{1}} \int_{0}^{\Lambda_{2}}\left(E_{\alpha}(x)-E_{\alpha}^{i}(x)\right) e^{-\sqrt{-1}\left(\frac{2 \pi n_{1}}{\Lambda_{1}} x_{1}+\frac{2 \pi n_{2}}{\Lambda_{2}} x_{2}\right)} d x_{1} d x_{2}
$$

Denote

$$
\Gamma_{1}=\left\{x \in \mathbb{R}^{3}: x_{3}=b\right\} \text { and } \Gamma_{2}=\left\{x_{3}=-b\right\}
$$

Define for $j=1,2$ the coefficients

$$
\beta_{j}^{(n)}(\alpha)= \begin{cases}\sqrt{\omega^{2} \varepsilon_{j} \mu_{j}-\left|\alpha_{n}\right|^{2}}, & \omega^{2} \varepsilon_{j} \mu_{j}>\left|\alpha_{n}\right|^{2}  \tag{4.70}\\ \sqrt{-1} \sqrt{\left|\alpha_{n}\right|^{2}-\omega^{2} \varepsilon_{j} \mu_{j}}, & \omega^{2} \varepsilon_{j} \mu_{j}<\left|\alpha_{n}\right|^{2}\end{cases}
$$

where

$$
\alpha_{n}=\alpha+\left(2 \pi n_{1} / \Lambda_{1}, 2 \pi n_{2} / \Lambda_{2}, 0\right)
$$

We assume that $\omega^{2} \varepsilon_{j} \mu_{j} \neq\left|\alpha_{n}\right|^{2}$ for all $n \in \mathbb{Z}^{2}, j=1,2$. This condition excludes "resonances".

For convenience, we also introduce the following notation:

$$
\begin{aligned}
& \Lambda_{j}^{+}=\left\{n \in \mathbb{Z}^{2}: \quad \Im\left(\beta_{j}^{(n)}\right)=0\right\} \\
& \Lambda_{j}^{-}=\left\{n \in \mathbb{Z}^{2}: \quad \Im\left(\beta_{j}^{(n)}\right) \neq 0\right\}
\end{aligned}
$$

Observe that inside $\Omega_{j}(j=1,2), \varepsilon=\varepsilon_{j}$ and $\mu=\mu_{j}$, Maxwell's equations then become

$$
\begin{equation*}
\left(\Delta_{\alpha}+\omega^{2} \varepsilon_{j} \mu_{j}\right) E_{\alpha}=0 \tag{4.71}
\end{equation*}
$$

where $\Delta_{\alpha}=\Delta+2 \sqrt{-1} \alpha \cdot \nabla-|\alpha|^{2}$.
Since the medium in $\Omega_{j}(j=1,2)$ is homogeneous, the method of separation of variables implies that $E_{\alpha}$ can be expressed as a sum of plane waves:

$$
\begin{equation*}
\left.E_{\alpha}\right|_{\Omega_{j}}=E_{\alpha}^{i}(x)+\sum_{n=\left(n_{1}, n_{2}\right) \in \mathbb{Z}^{2}} A_{j}^{(n)} e^{ \pm \sqrt{-1} \beta_{j}^{(n)} x_{3}+\sqrt{-1}\left(\frac{2 \pi n_{1}}{\Lambda_{1}} x_{1}+\frac{2 \pi n_{2}}{\Lambda_{2}} x_{2}\right)}, \quad j=1,2, \tag{4.72}
\end{equation*}
$$

where the $A_{j}^{(n)}$ are constant (complex) vectors, where $E_{\alpha}^{i}(x)=0$ in $\Omega_{2}$.
We next impose a radiation condition on the scattering problem. Due to the (infinite) periodic structure, the usual Sommerfeld or Silver-Müller radiation condition is no longer valid. Instead, the following radiation condition based on the diffraction theory is employed: Since $\beta_{j}^{n}$ is real for at most finitely many $n$, there are only a finite number of propagating plane waves in the sum 4.72, the remaining waves are exponentially decaying (or unbounded) as $\left|x_{3}\right| \rightarrow \infty$. We will insist that $E_{\alpha}$ is composed of bounded outgoing plane waves in $\Omega_{1}$ and $\Omega_{2}$, plus the incident (incoming) wave in $\Omega_{1}$.

From 4.69 and 4.70 we deduce

$$
E_{\alpha}^{(n)}\left(x_{3}\right)= \begin{cases}U_{\alpha}^{(n)}(b) e^{\sqrt{-1} \beta_{1}^{(n)}\left(x_{3}-b\right)} & \text { in } \Omega_{1}  \tag{4.73}\\ U_{\alpha}^{(n)}(-b) e^{-\sqrt{-1} \beta_{2}^{(n)}\left(x_{3}+b\right)} & \text { in } \Omega_{2}\end{cases}
$$

By matching the two expansions 4.69 and 4.72, we get

$$
\begin{align*}
& A_{1}^{(n)}=U_{\alpha}^{(n)}(b) e^{-\sqrt{-1} \beta_{1}^{(n)} b} \text { on } \Gamma_{1}  \tag{4.74}\\
& A_{2}^{(n)}=U_{\alpha}^{(n)}(-b) e^{-\sqrt{-1} \beta_{2}^{(n)} b} \text { on } \Gamma_{2} \tag{4.75}
\end{align*}
$$

Furthermore, since in the regions $\left\{x: x_{3}>b-\delta\right\} \cup\left\{x: x_{3}<-b+\delta\right\}$,

$$
\nabla \cdot E=0, \quad \nabla \cdot E^{i}=0
$$

or

$$
\nabla_{\alpha} \cdot E_{\alpha}=0, \quad \nabla_{\alpha} \cdot E_{\alpha}^{i}=0
$$

we have from 4.72 that

$$
\begin{align*}
\alpha_{n} \cdot U_{\alpha}^{(n)}(b)+\beta_{1}^{(n)} U_{\alpha, 3}^{(n)}(b) & =0 \text { on } \Gamma_{1},  \tag{4.76}\\
\alpha_{n} \cdot U_{\alpha}^{(n)}(-b)-\beta_{2}^{(n)} U_{\alpha, 3}^{(n)}(-b) & =0 \text { on } \Gamma_{2} . \tag{4.77}
\end{align*}
$$

Lemma 4.8. There exist boundary pseudo-differential operators $B_{j}(j=1,2)$ of order one, such that

$$
\begin{align*}
\nu \times\left(\nabla_{\alpha} \times\left(E_{\alpha}-E_{\alpha}^{i}\right)\right) & =B_{1} P\left[E_{\alpha}-E_{\alpha}^{i}\right] \text { on } \Gamma_{1},  \tag{4.78}\\
\nu \times\left(\nabla_{\alpha} \times E_{\alpha}\right) & =B_{2} P\left[E_{\alpha}\right] \text { on } \Gamma_{2}, \tag{4.79}
\end{align*}
$$

where the operator $B_{j}$ is defined by
$B_{j}[f]=-\sqrt{-1} \sum_{n \in \mathbb{Z}^{2}} \frac{1}{\beta_{j}^{(n)}}\left\{\left(\beta_{j}^{(n)}\right)^{2}\left(f_{1}^{(n)}, f_{2}^{(n)}, 0\right)+\left(\alpha_{n} \cdot f^{(n)}\right) \alpha_{n}\right\} e^{\sqrt{-1}\left(\frac{2 \pi n_{1}}{\Lambda_{1}} x_{1}+\frac{2 \pi n_{2}}{\Lambda_{2}} x_{2}\right)}$,
where $P$ is the projection onto the plane orthogonal to $\nu$, i.e.,

$$
P[f]=-\nu \times(\nu \times f)
$$

and

$$
f^{(n)}=\Lambda_{1}^{-1} \Lambda_{2}^{-1} \int_{0}^{\Lambda_{1}} \int_{0}^{\Lambda_{2}} f(x) e^{-\sqrt{-1}\left(\frac{2 \pi n_{1}}{\Lambda_{1}} x_{1}+\frac{2 \pi n_{2}}{\Lambda_{2}} x_{2}\right)} d x_{1} d x_{2}
$$

Here $\nu$ is the outward normal to $\Omega$.
The proof may be given by using the expansion 4.72 together with 4.74 4.77), and some simple calculation.

Remark 4.9. The Dirichlet-to-Neumann operator $B$ carries the information on radiation condition in an explicit form. Here it is crucial to assume that $\beta^{(n)}$ is nonzero.

We introduce the $L^{2}$ scalar product

$$
\langle f, g\rangle=\int_{A} f \bar{g}
$$

where $A$ is the domain.
Denote by $B_{j}^{*}$ the adjoint of $B_{j}$, that is,

$$
\left\langle B_{j}[f], g\right\rangle=\left\langle f, B_{j}^{*}[g]\right\rangle,
$$

for any $f$ and $g$ in $L^{2}\left(\Gamma_{j}\right)$.
It is easily seen that the adjoint operator of $B_{j}$ in the above lemma is given by (4.81)

$$
B_{j}^{*}[f]=\sqrt{-1} \sum_{n \in \mathbb{Z}^{2}} \frac{1}{\bar{\beta}_{j}^{(n)}}\left\{\left(\bar{\beta}_{j}^{(n)}\right)^{2}\left(f_{1}^{(n)}, f_{2}^{(n)}, 0\right)+\left(\alpha_{n} \cdot f^{(n)}\right) \alpha_{n}\right\} e^{\sqrt{-1}\left(\frac{2 \pi n_{1}}{\Lambda_{1}} x_{1}+\frac{2 \pi n_{2}}{\Lambda_{2}} x_{2}\right)}
$$

Define

$$
\Lambda=\Lambda_{1} \mathbb{Z} \times \Lambda_{2} \mathbb{Z} \times\{0\} \subset \mathbb{R}^{3}
$$

Since the fields $E_{\alpha}$ are $\Lambda$-periodic, we can move the problem from $\mathbb{R}^{3}$ to the quotient space $\mathbb{R}^{3} / \Lambda$. For the remainder of the section, we shall identify $\Omega$ with the cube $\Omega / \Lambda$, and similarly for the boundaries $\Gamma_{j} \equiv \Gamma_{j} / \Lambda$. Thus from now on,
all functions defined on $\Omega$ and $\Gamma_{j}$ are implicitly $\Lambda$-periodic.

Define $\nabla_{\alpha} \cdot$ by $\nabla_{\alpha} \cdot u=\left(\partial_{x_{1}}+\sqrt{-1} \alpha_{1}\right) u_{1}+\left(\partial_{x_{2}}+\sqrt{-1} \alpha_{2}\right) u_{2}$.
Let $H^{m}$ be the $m$ th order $L^{2}$-based Sobolev spaces of complex valued functions. We denote by $H_{p}^{m}(\Omega)$ the subset of all functions in $H^{m}(\Omega)$ which are the restrictions to $\Omega$ of the functions in $H_{\mathrm{loc}}^{m}\left(\mathbb{R}^{2} \times(-b, b)\right)$ that are $\Lambda$-periodic. Similarly we define $H_{p}^{m}\left(\Omega_{j}\right)$ and $H_{p}^{m}\left(\Gamma_{j}\right)$. In the future, for simplicity, we shall drop the subscript $p$. We shall also drop the subscript $\alpha$ from $E_{\alpha}, E_{\alpha}^{i}, \nabla_{\alpha}$, and $\nabla_{\alpha}$.

Therefore, the diffraction problem can be reformulated as follows:

$$
\left\{\begin{array}{l}
\nabla \times\left(\frac{1}{\mu} \nabla \times E\right)-\omega^{2} \varepsilon E=0 \text { in } \Omega,  \tag{4.82}\\
\nu \times(\nabla \times E)=B_{1} P[E]-f \text { on } \Gamma_{1}, \\
\nu \times(\nabla \times E)=B_{2} P[E] \text { on } \Gamma_{2},
\end{array}\right.
$$

where

$$
\begin{equation*}
f=\frac{1}{\mu_{1}}\left(\left.B_{1} P\left[E^{i}\right]\right|_{\Gamma_{1}}-\nu \times\left.\left(\nabla \times E^{i}\right)\right|_{\Gamma_{1}}\right) \tag{4.83}
\end{equation*}
$$

The weak form of the above boundary value problem is to find $E \in H(\operatorname{curl}, \Omega)$, such that for any $F \in H(\operatorname{curl}, \Omega)$

$$
\begin{align*}
& \int_{\Omega} \frac{1}{\mu} \nabla \times E \cdot \overline{\nabla \times F}  \tag{4.84}\\
& -\int_{\Omega} \omega^{2} \varepsilon E \cdot \bar{F}+\int_{\Gamma_{1}} \frac{1}{\mu_{1}} B_{1} P[E] \cdot \bar{F}+\int_{\Gamma_{2}} \frac{1}{\mu_{2}} B_{2} P[E] \cdot \bar{F}=\int_{\Gamma_{1}} f \cdot \bar{F} .
\end{align*}
$$

4.3.4. The Hodge Decomposition and a Compactness Result. We present a version of the Hodge decomposition and compactness lemma. The results are crucial in the proof of our theorem on existence and uniqueness. We also state a useful trace regularity estimate. We remark that for simplicity, no attempt is made to give the most general forms of these results.

Let us begin with a simple property of the operator $B_{j}$. From now on, we define $\nabla_{\Gamma_{j}}$ as the surface divergence on $\Gamma_{j}$.

Proposition 4.10. For $j=1,2$ and $q \in H^{1}(\Omega)$

$$
-\Re \int_{\Gamma_{j}} B_{j} P[\nabla q] \cdot \overline{\nabla q} \geq 0
$$

Proof. Using the definitions of the operator $B_{j}$ in 4.80 and $\beta_{j}^{(n)}$ in 4.70, we have by integration by parts on the surface

$$
\begin{aligned}
-\Re \int_{\Gamma_{j}} B_{j} P[\nabla q] \cdot \overline{\nabla q} & =\Re \int_{\Gamma_{j}} \nabla_{\Gamma} \cdot B_{j} P[\nabla q] \cdot \bar{q} \\
& =\Re \sum_{n \in \mathbb{Z}^{2}}\left\{\sqrt{-1} \beta_{j}^{(n)}\left|\alpha_{n}\right|^{2}\left|q^{(n)}\right|^{2}+\frac{\sqrt{-1}}{\beta_{j}^{(n)}}\left|\alpha_{n}\right|^{2}\left|q^{(n)}\right|^{2}\right\} \\
& =\sum_{n \in \Lambda_{j}^{-}} \frac{\left(-\left|\beta_{j}^{(n)}\right|^{2}+\left|\alpha_{n}\right|^{2}\right)}{\left|\beta_{j}^{(n)}\right|}\left|\alpha_{n}\right|^{2}\left|q^{(n)}\right|^{2} \\
& =\sum_{n \in \Lambda_{j}^{-}} \varepsilon_{j} \mu_{j} \omega^{2} \frac{\left|\alpha_{n}\right|^{2}}{\left|\beta_{j}^{(n)}\right|}\left|q^{(n)}\right|^{2} \geq 0
\end{aligned}
$$

Recall that $\nabla, \nabla \cdot$, are the shorthand notations of $\nabla+\sqrt{-1} \alpha, \nabla_{\alpha}$, respectively.
Lemma 4.11. For any function $f \in\left(H^{1}(\Omega)\right)^{\prime}$ which is smooth near $\Gamma_{1}$ and $\Gamma_{2}$, the boundary value problem

$$
\begin{cases}\nabla \cdot(\varepsilon \nabla p) & =f \text { in } \Omega  \tag{4.1}\\ \varepsilon_{1} \frac{\partial p}{\partial \nu} & =-\frac{1}{\mu_{1}} \nabla_{\Gamma} \cdot B_{1} P[\nabla p] \text { on } \Gamma_{1} \\ \varepsilon_{2} \frac{\partial p}{\partial \nu} & =-\frac{1}{\mu_{2}} \nabla_{\Gamma} \cdot B_{2} P[\nabla p] \text { on } \Gamma_{2}\end{cases}
$$

has a unique solution in $H_{0}^{1}(\Omega)=\left\{q: q \in H^{1}(\Omega), \quad \int_{\Omega} q=0\right\}$.
Proof. We examine the weak form of the boundary value problem 4.1). For any $q \in H_{0}^{1}(\Omega)$, multiplying both sides of 4.1 by $\bar{q}$ and integrating over $\Omega$ yield

$$
\int_{\Omega} \nabla \cdot(\varepsilon \nabla p) \cdot \bar{q}=\int_{\Omega} f \cdot \bar{q}
$$

After using the boundary conditions integration by parts gives that

$$
\begin{equation*}
\int_{\Omega} \varepsilon \nabla p \cdot \overline{\nabla q}+\int_{\Gamma_{1}} \frac{1}{\mu_{1}} \nabla_{\Gamma} \cdot B_{1} P[\nabla p] \cdot \bar{q}+\int_{\Gamma_{2}} \frac{1}{\mu_{2}} \nabla_{\Gamma} \cdot B_{2} P[\nabla p] \cdot \bar{q}=-\int_{\Omega} f \cdot \bar{q} . \tag{4.2}
\end{equation*}
$$

Denote the left-hand side of 4.2 by $b(p, q)$. Keeping in mind that $p$ and $q$ are periodic, from integration by parts on the boundary, we obtain

$$
b(p, q)=\int_{\Omega} \varepsilon \nabla p \cdot \overline{\nabla q}-\int_{\Gamma_{1}} \frac{1}{\mu_{1}} B_{1} P[\nabla p] \cdot \overline{P[\nabla q]}-\int_{\Gamma_{2}} \frac{1}{\mu_{2}} B_{2} P[\nabla p] \cdot \overline{P[\nabla q]} .
$$

The variational problem takes the form: to find $p \in H_{0}^{1}(\Omega)$, such that

$$
b(p, q)=-\int_{\Omega} f \cdot \bar{q}, \quad \forall q \in H_{0}^{1}(\Omega)
$$

It is now obvious from Proposition 4.10 that

$$
\begin{aligned}
\Re b(p, p) & =\int_{\Omega} \varepsilon|\nabla p|^{2}-\Re\left\{\int_{\Gamma_{1}} \frac{1}{\mu_{1}} B_{1} P[\nabla p] \cdot \overline{P[\nabla p]}+\int_{\Gamma_{2}} \frac{1}{\mu_{2}} B_{2} P[\nabla p] \cdot \overline{P[\nabla p]}\right\} \\
& \geq C| | \nabla p \|_{L^{2}(\Omega)}^{2} .
\end{aligned}
$$

Therefore by a version of Poincaré's inequality $\left(\int_{\Omega} p=0\right)$, we obtain

$$
\Re b(p, p) \geq C\|p\|_{H^{1}(\Omega)}^{2} .
$$

The proof is complete by a direct application of the Lax-Milgram lemma.

Next, we present an embedding result. Let $W(\Omega)$ be a functional space defined by

$$
\begin{gather*}
\{u: \quad u \in H(\operatorname{curl}, \Omega), \quad \nabla \cdot(\varepsilon u)=0 \text { in } \Omega, \text { and }  \tag{4.3}\\
\left.\omega^{2} \varepsilon_{j} u \cdot \nu=-\frac{1}{\mu_{j}} \nabla_{\Gamma} \cdot B_{j} P[u] \text { on } \Gamma_{j}, \quad j=1,2\right\} . \tag{4.4}
\end{gather*}
$$

Lemma 4.12. The embedding from $W(\Omega)$ to $L^{2}(\Omega)$ is compact.
Proof. Let $u$ be a function in $W(\Omega)$. Define an extension of $u$ by

$$
\widetilde{u}=\left\{\begin{array}{l}
u_{1} \text { in } \Omega_{1} \\
u \text { in } \Omega \\
u_{2} \text { in } \Omega_{2}
\end{array}\right.
$$

where $u_{j}(j=1,2)$ satisfies

$$
\begin{aligned}
& \nabla \times \nabla \times u_{j}-\omega^{2} \varepsilon_{j} \mu_{j} u_{j}=0 \text { in } \Omega_{j}, \\
& u_{j} \times \nu=u \times \nu \text { on } \Gamma_{j},
\end{aligned}
$$

the radiation condition at the infinity.
Since the medium in $\Omega_{j}$ is homogeneous, it may be shown that

$$
\begin{equation*}
\omega^{2} \varepsilon_{j} u_{j} \cdot \nu=-\frac{1}{\mu_{j}} \nabla_{\Gamma} \cdot B_{j} P[u] \text { on } \Gamma_{j}, \quad j=1,2 . \tag{4.5}
\end{equation*}
$$

In the following, we outline the proof of 4.5). In fact, it is easy to see that the function $u_{j}$ satisfies the boundary condition

$$
\nu \times \nabla \times u_{j}=B_{j} P\left[u_{j}\right]
$$

Hence

$$
\begin{equation*}
\nabla_{\Gamma} \cdot\left(\nu \times \nabla \times u_{j}\right)=\nabla_{\Gamma} \cdot\left(B_{j} P\left[u_{j}\right]\right) \tag{4.6}
\end{equation*}
$$

But

$$
\nabla_{\Gamma} \cdot\left(\nu \times \nabla \times u_{j}\right)=-\left(\nabla \times \nabla \times u_{j}\right) \cdot \nu
$$

which together with the Maxwell equation for $u_{j}$ yield that

$$
\begin{equation*}
-\omega^{2} \varepsilon_{j} \mu_{j} u_{j} \cdot \nu=\nabla_{\Gamma} \cdot B_{j} P\left[u_{j}\right] \tag{4.7}
\end{equation*}
$$

From (4.6), 4.7), the boundary identity (4.5) follows.
Therefore from $[\widetilde{u} \times \nu]=0$, it follows that $[\widetilde{u} \cdot \nu]=0$ on $\Gamma_{j}$ and then

$$
\nabla \cdot(\varepsilon \widetilde{u})=0 \text { in } \bar{\Omega} \cup \Omega_{1} \cup \Omega_{2} .
$$

It follows from $[\widetilde{u} \times \nu]=0$ on $\Gamma_{j}$ and the radiation condition that $\widetilde{u} \in H(\operatorname{curl}, D)$ for any bounded domain $D \subset \bar{\Omega} \cup \Omega_{1} \cup \Omega_{2}$.

Now let $\left\{\widetilde{u}_{j}\right\}$ be a sequence of functions in $W$ that converges weakly to zero in $W(\Omega)$. Construct a cutoff function $\chi$ with the properties: $\chi$ is supported in $\widetilde{\Omega} \ni \Omega$ and $\chi=1$ in $\Omega$. Here $\widetilde{\Omega}=\left\{-b^{\prime} \leq x_{3} \leq b^{\prime}, \quad 0<x_{1}<\Lambda_{1}, \quad 0<x_{2}<\Lambda_{2}\right\}$ with $b^{\prime}>b$.

Hence

$$
\left\{\chi \widetilde{u}_{j}\right\} \subset \widetilde{W}=\left\{v: v \in H(\operatorname{curl}, \widetilde{\Omega}), \quad \nabla \cdot(\varepsilon v)=0, \quad \nu \times v=0 \text { on } x_{3}=b^{\prime},-b^{\prime}\right\} .
$$

It follows from a well known result of Weber 454 that the embedding from $\widetilde{W}(\widetilde{\Omega})$ to $L^{2}(\widetilde{\Omega})$ is compact. Therefore the sequence $\left\{\widetilde{u}_{j}\right\}$ converges strongly to zero in $L^{2}(\Omega)$, which completes the proof.

We now state a useful trace regularity result.
Proposition 4.13. Let $D$ be a bounded domain. For any $\eta>0$, there is a constant $C(\eta)$ such that the following estimate

$$
\|\nu \times u\|_{H^{-1 / 2}(\partial D)} \leq \eta\|\nabla \times u\|_{L^{2}(D)}+C(\eta)\|u\|_{L^{2}(D)}
$$

holds.
Proof. The proof is straightforward. For the sake of completeness, we sketch it here.

For any function $\phi \in H^{1 / 2}(\partial D)$, consider an auxiliary problem

$$
\begin{cases}\nabla \times \nabla \times w+\frac{1}{\eta^{2}} w & =0 \text { in } D \\ -\nu \times(\nu \times w) & =\phi \text { on } \partial D .\end{cases}
$$

The result of the proposition follows immediately from estimating $|\langle\nu \times, \phi\rangle|$.
4.3.5. Existence and Uniqueness of a Solution. In this section, we investigate questions on existence and uniqueness for the model problem. Our main result is as follows.

ThEOREM 4.14. For all but possibly a countable set of frequencies $\omega_{j}, \omega_{j} \rightarrow$ $+\infty$, the variational problem (4.84) admits a unique weak solution $E$ in $H(\operatorname{curl}, \Omega)$.

Proof. The proof is based on the Lax-Milgram lemma. We first decompose the field $E$ into two parts

$$
E=u+\nabla p, \quad u \in H(\operatorname{curl}, \Omega), \quad p \in H^{1}(\Omega)
$$

By choosing $E=u+\nabla p, F=v$ in 4.84, we arrive at

$$
\begin{align*}
& \int_{\Omega} \frac{1}{\mu} \nabla \times u \cdot \overline{\nabla \times v}  \tag{4.1}\\
& -\omega^{2} \int_{\Omega} \varepsilon u \cdot \bar{v}+\int_{\Gamma_{1}} \frac{1}{\mu_{1}} B_{1} P[u] \cdot \bar{v}+\int_{\Gamma_{2}} \frac{1}{\mu_{2}} B_{2} P[u] \cdot \bar{v} \\
& -\omega^{2} \int_{\Omega} \varepsilon \nabla p \cdot \bar{v}+\int_{\Gamma_{1}} \frac{1}{\mu_{1}} B_{1} P[\nabla p] \cdot \bar{v}+\int_{\Gamma_{2}} \frac{1}{\mu_{2}} B_{2} P[\nabla p] \cdot \bar{v}=\int_{\Gamma_{1}} f \cdot \bar{v} .
\end{align*}
$$

Similarly by choosing $E=u+\nabla p, F=\nabla q$ in 4.84, we get

$$
\begin{aligned}
(4.2) & -\omega^{2} \int_{\Omega} \varepsilon u \cdot \overline{\nabla q}+\int_{\Gamma_{1}} \frac{1}{\mu_{1}} B_{1} P[u] \cdot \overline{\nabla q}+\int_{\Gamma_{2}} \frac{1}{\mu_{2}} B_{2} P[u] \cdot \overline{\nabla q} \\
& -\omega^{2} \int_{\Omega} \varepsilon \nabla p \cdot \overline{\nabla q}+\int_{\Gamma_{1}} \frac{1}{\mu_{1}} B_{1} P[\nabla p] \cdot \overline{\nabla q}+\int_{\Gamma_{2}} \frac{1}{\mu_{2}} B_{2} P[\nabla p] \cdot \overline{\nabla q}=\int_{\Gamma_{1}} f \cdot \overline{\nabla q}
\end{aligned}
$$

We use the following Hodge decomposition:

$$
E=u+\nabla p
$$

where $p \in H^{1}(\Omega)$ and $u \in W(\Omega)$. The functional space $W$ consists of all functions $U \in H(\operatorname{curl}, \Omega)$ that satisfy

$$
\begin{cases}\nabla \cdot(\varepsilon u) & =0 \quad \text { in } \Omega  \tag{4.3}\\ \omega^{2} \varepsilon_{1} u \cdot \nu & =-\frac{1}{\mu_{1}} \nabla_{\Gamma} \cdot B_{1} P[u] \text { on } \Gamma_{1} \\ \omega^{2} \varepsilon_{2} u \cdot \nu & =-\frac{1}{\mu_{2}} \nabla_{\Gamma} \cdot B_{2} P[u] \text { on } \Gamma_{2}\end{cases}
$$

The fact that this decomposition is valid follows from Lemma 4.11. Actually, it is obvious to see that for any given $E$, Lemma 4.11 implies that there is a function $p$, such that $\nabla \cdot(\varepsilon \nabla p)=\nabla \cdot(\varepsilon E)$ and the suitable boundary conditions. Therefore, $u=E-\nabla p$ solves the problem 4.3.

Moreover, according to Lemma 4.12, the embedding from $W(\Omega)$ to $L^{2}(\Omega)$ is compact. We point out that the embedding from $H(\operatorname{curl}, \Omega)$ to $L^{2}(\Omega)$ is not compact.

Denote the left-hand sides of 4.1, 4.2) by $a_{1}(u, v), a_{2}(p, q)$, respectively.
After some simple calculation, we obtain for $u, v \in W, p, q \in H^{1}$ that

$$
\begin{align*}
a_{1}(u, v)= & \int_{\Omega} \frac{1}{\mu} \nabla \times u \cdot \overline{\nabla \times v} \\
& -\omega^{2} \int_{\Omega} \varepsilon u \cdot \bar{v}+\frac{1}{\mu_{1}} \int_{\Gamma_{1}} B_{1} P[u] \cdot \bar{v}+\frac{1}{\mu_{2}} \int_{\Gamma_{2}} B_{2} P[u] \cdot \bar{v}  \tag{4.4}\\
& -\int_{\Gamma_{1}} \frac{1}{\mu_{1}} p \nabla_{\Gamma} \cdot\left(\overline{\left(B_{1}^{*}-B_{1}\right) P[v]}\right. \\
& -\int_{\Gamma_{2}} \frac{1}{\mu_{2}} p \nabla_{\Gamma} \cdot\left(\overline{\left(B_{2}^{*}-B_{2}\right) P[v]}\right)
\end{align*}
$$

and

$$
\begin{align*}
a_{2}(p, q)= & -\omega^{2} \int_{\Omega} \varepsilon \nabla p \cdot \overline{\nabla q} \\
& +\frac{1}{\mu_{1}} \int_{\Gamma_{1}} B_{1} P[\nabla p] \cdot \overline{\nabla q}+\int_{\Gamma_{2}} \frac{1}{\mu_{2}} B_{2} P[\nabla p] \cdot \overline{\nabla q} \tag{4.5}
\end{align*}
$$

By taking $v=u, q=p$, we deduce from (4.4), 4.5 that

$$
\begin{align*}
& a_{1}(u, u)-a_{2}(p, p)=\int_{\Omega} d|\nabla \times u|^{2} \\
& -\omega^{2} \int_{\Omega} \varepsilon|u|^{2}+\frac{1}{\mu_{1}} \int_{\Gamma_{1}} B_{1} P[u] \bar{u}+\frac{1}{\mu_{2}} \int_{\Gamma_{2}} B_{2} P[u] \cdot \bar{u} \\
& -\int_{\Gamma_{1}} \frac{1}{\mu_{1}} p \nabla_{\Gamma} \cdot\left(\overline{\left(B_{1}^{*}-B_{1}\right) P[v]}\right)-\int_{\Gamma_{2}} \frac{1}{\mu_{2}} p \nabla_{\Gamma} \cdot\left(\overline{\left(B_{2}^{*}-B_{2}\right) P[v]}\right)  \tag{4.6}\\
& +\omega^{2} \int_{\Omega} \varepsilon|\nabla p|^{2} \\
& -\frac{1}{\mu_{1}} \int_{\Gamma_{1}} B_{1} P[\nabla p] \cdot \overline{\nabla p}-\int_{\Gamma_{2}} \frac{1}{\mu_{2}} B_{2} P[\nabla p] \cdot \overline{\nabla p}=\int_{\Gamma_{1}} f \cdot(\overline{u-\nabla p})
\end{align*}
$$

Thus, we have

$$
\begin{align*}
& \left.\Re\left\{a_{1}(u, u)-a_{2}(p, p)\right\} \geq d_{0}\|\nabla \times u\|_{L^{2}(\Omega)}^{2}+\nabla \times u \cdot \bar{u}\right) \\
& -\omega^{2} \int_{\Omega} \varepsilon|u|^{2}+\Re\left\{\frac{1}{\mu_{1}} \int_{\Gamma_{1}} B_{1} P[u] \bar{u}+\frac{1}{\mu_{2}} \int_{\Gamma_{2}} B_{2} P[u] \cdot \bar{u}\right\} \\
& -\Re\left\{\int_{\Gamma_{1}} \frac{1}{\mu_{1}} p \nabla_{\Gamma} \cdot\left(\overline{\left(B_{1}^{*}-B_{1}\right) P[v]}\right)+\int_{\Gamma_{2}} \frac{1}{\mu_{2}} p \nabla_{\Gamma} \cdot\left(\overline{\left(B_{2}^{*}-B_{2}\right) P[v]}\right)\right\}  \tag{4.7}\\
& +\omega^{2} \int_{\Omega} \varepsilon|\nabla p|^{2}-\Re\left\{\frac{1}{\mu_{1}} \int_{\Gamma_{1}} B_{1} P[\nabla p] \cdot \overline{\nabla p}-\int_{\Gamma_{2}} \frac{1}{\mu_{2}} B_{2} P[\nabla p) \cdot \overline{\nabla p}\right\}
\end{align*}
$$

We now estimate the terms on the right-hand side of 4.7) one by one.
It follows from the boundary condition 4.80 that

$$
\begin{aligned}
\Re \int_{\Gamma_{j}} \frac{1}{\mu_{j}} B_{j} P[u] \bar{u} & =\frac{1}{\mu_{j}} \sum_{n \in \Lambda_{j}^{-}}\left\{\left|\beta_{j}^{(n)}\right|\left|P\left[u^{(n)}\right]\right|^{2}-\frac{1}{\left|\beta_{j}^{(n)}\right|}\left|\alpha_{n} \cdot P\left[u^{(n)}\right]\right|^{2}\right\} \\
& \geq \frac{1}{\mu_{j}} \sum_{n \in \Lambda_{j}^{-}} \frac{1}{\left|\beta_{j}^{(n)}\right|}\left(\left|\beta_{j}^{(n)}\right|^{2}-\left|\alpha_{n}\right|^{2}\right)\left|P\left[u^{(n)}\right]\right|^{2} \\
& \geq-\omega^{2} \varepsilon_{j}\|\nu \times u\|_{H^{-1 / 2}\left(\Gamma_{j}\right)}^{2},
\end{aligned}
$$

where to get the last estimate, we have used the expression 4.70. An application of Proposition 4.13 then leads to

$$
\Re\left\{\int_{\Gamma_{1}} \frac{1}{\mu_{1}} B_{1} P[u] \bar{u}+\int_{\Gamma_{2}} \frac{1}{\mu_{2}} B_{2} P[u] \bar{u}\right\} \geq-\eta\|\nabla \times u\|_{L^{2}(\Omega)}^{2}-C(\eta)\|u\|_{L^{2}(\Omega)}^{2}
$$

We next estimate the term

$$
-\Re\left\{\int_{\Gamma_{j}} \frac{1}{\mu_{j}} p \nabla_{\Gamma} \cdot\left(\overline{\left(B_{j}^{*}-B_{j}\right) P[v]}\right)\right\} .
$$

From 4.80 and 4.81,

$$
\begin{aligned}
& \nabla_{\Gamma} \cdot\left(\left(B_{j}^{*}-B_{j}\right) P[v]\right) \\
= & \nabla_{\Gamma} \cdot \sum_{n \in \mathbb{Z}^{2}}\left\{\left(\sqrt{-1} \beta_{j}^{(n)}+\sqrt{-1 \bar{\beta}_{j}^{(n)}}\right)\left(v_{1}^{(n)}, v_{2}^{(n)}, 0\right)+\left(\frac{\sqrt{-1}}{\left.\beta_{j}^{(n}\right)}\right.\right. \\
& \left.\left.+\frac{\sqrt{-1}}{\bar{\beta}_{j}^{(n)}}\right)\left(\alpha_{n} \cdot v^{(n)}\right) \alpha_{n}\right\} e^{\sqrt{-1}\left(\frac{2 \pi n_{1}}{\Lambda_{1}} x_{1}+\frac{2 \pi n_{2}}{\Lambda_{2}} x_{2}\right)} \\
= & -\sum_{n \in \Lambda_{j}^{+}} 2\left\{\left|\beta_{j}^{(n)}\right| \alpha_{n} \cdot v^{(n)}+\frac{1}{\left|\beta_{j}^{(n)}\right|} \alpha_{n} \cdot v^{(n)}\left|\alpha_{n}\right|^{2}\right\} e^{\sqrt{-1}\left(\frac{2 \pi n_{1}}{\Lambda_{1}} x_{1}+\frac{2 \pi n_{2}}{\Lambda_{2}} x_{2}\right)}
\end{aligned}
$$

Thus

$$
\begin{aligned}
& -\Re\left\{\int_{\Gamma_{j}} \frac{1}{\mu_{j}} p \nabla_{\Gamma} \cdot\left(\overline{\left(B_{j}^{*}-B_{j}\right) P[v]}\right)\right\} \\
& =\Re \sum_{n \in \Lambda_{j}^{+}} \frac{2}{\mu_{j}} p^{(n)}\left\{\left|\beta_{j}^{(n)}\right| \alpha_{n} \cdot \bar{v}^{(n)}+\frac{1}{\left|\beta_{j}^{(n)}\right|} \alpha_{n} \cdot \bar{v}^{(n)}\left|\alpha_{n}\right|^{2}\right\} \\
& =\Re \sum_{n \in \Lambda_{j}^{+}}\left\{2 \omega^{2} \varepsilon_{j}\left|\beta_{j}^{(n)}\right|^{-1} p^{(n)} \alpha_{n} \cdot \bar{v}^{(n)}\right\} \\
& \leq C\|p\|_{H^{1 / 2}\left(\Gamma_{j}\right)}\|\nu \times v\|_{H^{-1 / 2}\left(\Gamma_{j}\right)} .
\end{aligned}
$$

Hence Proposition 4.13 and the trace theorem may be used once again to obtain that

$$
-\sum_{j=1,2} \Re\left\{\int_{\Gamma_{j}} \frac{1}{\mu_{j}} p \nabla_{\Gamma} \cdot\left(\overline{\left(B_{j}^{*}-B_{j}\right) P[v]}\right)\right\} \leq \eta\|p\|_{H^{1}(\Omega)}^{2}+\eta\|\nabla \times v\|_{L^{2}(\Omega)}+C(\eta)\|v\|_{L^{2}(\Omega)}
$$

Finally by Proposition 4.10

$$
-\Re \int_{\Gamma_{j}} \frac{1}{\mu_{j}} B_{j} P[\nabla p] \cdot \overline{\nabla p}=\Re \int_{\Gamma_{j}} \frac{1}{\mu_{j}} \nabla_{\Gamma} \cdot B_{j} P[\nabla p] \cdot \bar{p} \geq 0 .
$$

Combining the above estimates, we have shown for any $u \in W$ and $p \in H^{1}$ that the following Garding type estimate holds:

$$
\Re\left\{a_{1}(u, u)-a_{2}(p, p)\right\} \geq C_{1}\|u\|_{H(\operatorname{curl}, \Omega)}^{2}+C_{2}\|p\|_{H^{1}(\Omega)}^{2}-C_{3}\left(\|u\|_{L^{2}(\Omega)}^{2}+\|p\|_{L^{2}(\Omega)}^{2}\right)
$$

Denote the left-hand side of 4.84 by $a_{\omega}(E, F)$. Since the embedding from $W$ to $L^{2}$ is compact and the dependence of the bilinear form $a($,$) on \omega$ is analytic outside a discrete set $\Lambda$ (the set of resonances frequencies $\omega_{j}^{(n)}=\frac{1}{\varepsilon_{j}}\left|\alpha_{n}\right|^{2}, n \in \mathbb{Z}^{2}, j=1,2$ ), the meromorphic Fredholm theorem holds. To prove the theorem it suffices then to find a frequency $\omega \in C \backslash \Lambda$ such that the bilinear form $a_{\omega}($,$) is injective. Let$ us choose $\omega=\sqrt{-1} \lambda$, for some positive constant $\lambda$. If $E \in H(\operatorname{curl}, \Omega)$ is such that $a_{i \lambda}(E, F)=0$ for any $F \in H(\operatorname{curl}, \Omega)$ then define the extension of $E$ by

$$
\widetilde{E}=\left\{\begin{array}{l}
E_{1} \text { in } \Omega_{1} \\
E \text { in } \Omega \\
E_{2} \text { in } \Omega_{2}
\end{array}\right.
$$

where $E_{j}(j=1,2)$ is the unique solution in $H_{\text {loc }}\left(\operatorname{curl}, \Omega_{j}\right)$ of the Maxwell equations

$$
\begin{align*}
& \nabla \times \nabla \times E_{j}-\omega^{2} \varepsilon_{j} \mu_{j} E_{j}=0 \text { in } \Omega_{j}  \tag{4.8}\\
& E_{j} \times \nu=E \times \nu \text { on } \Gamma_{j}  \tag{4.9}\\
& \text { the radiation condition at the infinity. } \tag{4.10}
\end{align*}
$$

From the (transparent) boundary condition satisfied by $E$ on $\Gamma_{j}$ it follows that

$$
[\widetilde{E} \times \nu]=\left[\frac{1}{\mu} \nabla \times \widetilde{E} \times \nu\right]=[\varepsilon \widetilde{E} \cdot \nu]=0
$$

on $\Gamma_{j}$. Moreover, since $\omega$ is a pure complex number, $\widetilde{E}$ is exponentially decaying as $\left|x_{3}\right| \rightarrow+\infty$. It follows that $\widetilde{E}$ is a solution in $H$ (curl, $\mathbb{R}^{3}$ ) (i.e., of finite energy)
of the homogeneous Maxwell equations and so,

$$
\int_{\mathbb{R}^{3}} \frac{1}{\mu}|\nabla \times \widetilde{E}|^{2}=0
$$

which implies that $\widetilde{E}=0$ in $\mathbb{R}^{3}$. The uniqueness of a solution to the problem for this particular choice of frequency $\omega$ gives the claim. The proof is complete.
4.3.6. Energy Conservation. In this section we study the energy distribution for our diffraction problem. In general, the energy is distributed away from the grating structure through the propagating plane waves which consist of propagating reflected modes in $\Omega_{1}$ and propagating transmitted modes in $\Omega_{2}$. It is measured by the coefficients of each term of the sum 4.72).

Since no energy absorption takes place, the coefficients of propagating reflected plane waves are

$$
\begin{aligned}
& r_{n}=E^{(n)}(b) e^{-\sqrt{-1} \beta_{1}^{(n)} b} \quad \text { for } n \neq 0, n \in \Lambda_{1}^{+} \\
& r_{0}=U^{(0)}(b) e^{-\sqrt{-1} \beta_{1}^{(0)} b} \quad \text { for } n=0,
\end{aligned}
$$

where again $\Lambda_{1}^{+}=\left\{n \in \mathbb{Z}^{2}: \Im\left(\beta_{1}^{(n)}\right)=0\right\}$. Hence, the energy of each reflected mode may be defined as

$$
\frac{\beta_{1}^{(n)}\left|r_{n}\right|^{2}}{\beta}
$$

and the total energy of all reflected modes is

$$
\mathcal{E}_{r}=\frac{1}{\beta} \sum_{n \in \Lambda_{1}^{+}} \beta_{1}^{(n)}\left|r_{n}\right|^{2}
$$

Similarly, the coefficients of each propagating transmitted mode are

$$
t_{n}=E^{(n)}(-b) e^{-\sqrt{-1} \beta_{2}^{(n)} b} \quad \text { for } n \in \Lambda_{2}^{+}
$$

where $\Lambda_{2}^{+}=\left\{n \in \mathbb{Z}^{2}: \Im\left(\beta_{2}^{(n)}\right)=0\right\}$. The energy of each transmitted mode is defined by

$$
\frac{\mu_{1} \beta_{2}^{(n)}\left|t_{n}\right|^{2}}{\mu_{2} \beta}
$$

and the total energy of all transmitted modes is

$$
\mathcal{E}_{t}=\frac{\mu_{1}}{\mu_{2} \beta} \sum_{n \in \Lambda_{2}^{+}} \beta_{2}^{(n)}\left|t_{n}\right|^{2}
$$

REMARK 4.15. In optics literature, the numbers $\mathcal{E}_{r}$ and $\mathcal{E}_{t}$ are called reflected and transmitted efficiencies, respectively. They represent the proportion of energy distributed in each propagating mode. The sum of reflected and transmitted efficiency is referred to as the grating efficiency 400.

The following result states that in the case of no energy absorption the total energy is conserved, i.e., the incident energy is the same as the total energy of the propagating waves.

THEOREM 4.16. Assume that the material coefficients $\varepsilon_{0}(x), \varepsilon_{1}, \varepsilon_{2}, \mu(x), \mu_{1}$, and $\mu_{2}$ are all real and positive. Then

$$
\mathcal{E}_{r}+\mathcal{E}_{t}=|s|^{2}
$$

Thus the total energy that leaves the medium is the same as that of the incident field.

Proof. Multiplying both sides of the equation 4.82 by $\bar{E}$ and integrating it over $\Omega$, we obtain

$$
\begin{align*}
& \int_{\Omega} d|\nabla \times E|^{2}  \tag{4.1}\\
& \left.-\int_{\Omega} \omega^{2} \varepsilon|E|^{2}+\int_{\Gamma_{1}} \frac{1}{\mu_{1}} B_{1} P[E] \cdot \bar{E}+\int_{\Gamma_{2}} \frac{1}{\mu_{2}} B_{2} P[E] \cdot \bar{E}=\int_{\Gamma_{1}} f \cdot \overline{( } E\right),
\end{align*}
$$

where $f$ is defined by 4.83).
Taking the imaginary part of 4.1, we get

$$
\sum_{n \in \Lambda_{1}^{+}} \frac{1}{\mu_{1}} \beta_{1}^{(n)}\left|E^{(n)}\right|^{2}+\sum_{n \in \Lambda_{2}^{+}} \frac{1}{\mu_{2}} \beta_{2}^{(n)}\left|E^{(n)}\right|^{2}=\frac{1}{\mu_{1}} \Im\left(2 \sqrt{-1} \beta \int_{\Gamma_{1}} s \cdot \bar{E} e^{-\sqrt{-1} \beta b} d x\right)
$$

The proof is completed by noting that

$$
\begin{aligned}
\left|r_{0}\right|^{2} & =\left|U^{(0)} e^{-\sqrt{-1} \beta b}\right|^{2}=\left|\left(E^{(0)}-\left(E^{i}\right)^{(0)}\right) e^{-\sqrt{-1} \beta b}\right|^{2} \\
& =\left|E^{(0)}\right|^{2}-2 \Re\left(s \cdot \overline{E^{(0)}} e^{-\sqrt{-1} \beta b}\right)+|s|^{2} .
\end{aligned}
$$

### 4.4. Boundary Integral Formulations

The boundary integral equation method was one of the first methods in grating theory. It has been used for the investigation of diffraction gratings of different kinds. In this section we present boundary integral formulations for scattering problems by dielectric periodic and biperiodic gratings.
4.4.1. Dielectric Periodic Gratings. In this section we establish an integral formulation for the diffraction problem from a one-dimensional dielectric grating. We consider (4.36) and (4.37) subject to the quasi-periodic radiation conditions on $u^{s}$ derived in Subsection 4.2.5. As before, we denote the period $\Lambda$ and let $\Gamma=\left\{x_{2}=f\left(x_{1}\right)\right\} /(\Lambda \mathbb{Z} \backslash\{0\})$.

We introduce the quasi-periodic Green's function for the grating, which satisfies

$$
\begin{equation*}
\left(\Delta+k^{2}\right) G^{\alpha, k}(x, y)=\sum_{n \in \mathbb{Z}} \delta_{0}(x-y-(n \Lambda, 0)) e^{\sqrt{-1} n \alpha \Lambda} \tag{4.2}
\end{equation*}
$$

We have

$$
\begin{equation*}
G^{\alpha, k}(x, y)=-\frac{\sqrt{-1}}{4} \sum_{n \in \mathbb{Z}} H_{0}^{(1)}(k|x-(n \Lambda, 0)-y|) e^{\sqrt{-1} n \alpha \Lambda} \tag{4.3}
\end{equation*}
$$

where $H_{0}^{(1)}$ is the Hankel function of the first kind of order 0 .
If $k \neq\left|\alpha_{n}\right|, \forall n \in \mathbb{Z}$, where $\alpha_{n}$ is defined by 4.19), then by using Poisson's summation formula

$$
\begin{equation*}
\sum_{n \in \mathbb{Z}} e^{\sqrt{-1}\left(\frac{2 \pi n}{\Lambda}+\alpha\right) x_{1}}=\sum_{n \in \mathbb{Z}} \delta_{0}\left(x_{1}-n \Lambda\right) e^{\sqrt{-1} n \alpha \Lambda} \tag{4.4}
\end{equation*}
$$

we can equivalently represent $G^{\alpha, k}$ as

$$
\begin{equation*}
G^{\alpha, k}(x, y)=\sum_{n \in \mathbb{Z}} \frac{e^{\sqrt{-1} \alpha_{n}\left(x_{1}-y_{1}\right)+\sqrt{-1} \beta_{n}\left(x_{2}-y_{2}\right)}}{k^{2}-\alpha_{n}^{2}} \tag{4.5}
\end{equation*}
$$

where $\beta_{n}$ is given by

$$
\beta_{n}= \begin{cases}\sqrt{k^{2}-\alpha_{n}^{2}} & k^{2}>\alpha_{n}^{2}  \tag{4.6}\\ \sqrt{-1} \sqrt{\alpha_{n}^{2}-k^{2}} & k^{2}<\alpha_{n}^{2}\end{cases}
$$

Let $\mathcal{S}_{\Gamma}^{\alpha, k}$ be the quasi-periodic single-layer potential associated with $G^{\alpha, k}$ on $\Gamma$; that is, for a given density $\varphi \in L^{2}(\Gamma)$,

$$
\mathcal{S}_{\Gamma}^{\alpha, k}[\varphi](x)=\int_{\Gamma} G^{\alpha, k}(x, y) \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{2}
$$

Analogously to $2.165, u$ can be represented using the single layer potentials $\mathcal{S}_{\Gamma}^{\alpha, k_{1}}$ and $\mathcal{S}_{\Gamma}^{\alpha, k_{2}}$ as follows:

$$
u(x)=\left\{\begin{array}{l}
u^{i}(x)+\mathcal{S}_{\Gamma}^{\alpha, k_{1}}[\psi](x), \quad x \in\left\{x=\left(x_{1}, x_{2}\right): x_{2}>f\left(x_{1}\right)\right\},  \tag{4.7}\\
\mathcal{S}_{\Gamma}^{\alpha, k_{2}}[\varphi](x), \quad x \in\left\{x=\left(x_{1}, x_{2}\right): x_{2}<f\left(x_{1}\right)\right\},
\end{array}\right.
$$

where the pair $(\varphi, \psi) \in L^{2}(\Gamma) \times L^{2}(\Gamma)$ satisfies

$$
\left\{\begin{array}{l}
\mathcal{S}_{\Gamma}^{\alpha, k_{2}}[\varphi]-\mathcal{S}_{\Gamma}^{\alpha, k_{1}}[\psi]=u^{i}  \tag{4.8}\\
\left.\frac{\partial\left(\mathcal{S}_{\Gamma}^{\alpha, k_{2}}[\varphi]\right)}{\partial \nu}\right|_{-}-\left.\frac{\partial\left(\mathcal{S}_{\Gamma}^{\alpha, k_{1}}[\psi]\right)}{\partial \nu}\right|_{+}=\frac{\partial u^{i}}{\partial \nu} \quad \text { on } \Gamma .
\end{array}\right.
$$

Theorem 4.17. For all but possibly a countable set of frequencies $\omega_{j}, \omega_{j} \rightarrow$ $+\infty$, the system of integral equations (4.8) has a unique solution $(\varphi, \psi) \in H^{-1 / 2}(\Gamma) \times$ $H^{-1 / 2}(\Gamma)$.

Proof. Since the Fredholm alternative applies for 4.8), it is enough to prove uniqueness. Let $(\varphi, \psi) \in H^{-1 / 2}(\Gamma) \times H^{-1 / 2}(\Gamma)$ be a solution to 4.8 and let $v$ be given by (4.7) with $u^{i}=0$. Then, $v$ satisfies the variational problem 4.61) and Theorem 4.7 yields that for all but a discrete set of $\omega, v=0$.
4.4.2. Dielectric Biperiodic Gratings. We consider the diffraction problem in Subsection 4.3.3. We denote by $\Gamma=\left\{x_{3}=f\left(x_{1}, x_{2}\right)\right\} /\left(\left(\Lambda_{1} \mathbb{Z} \backslash\{0\}\right) \times \Lambda_{2} \mathbb{Z} \backslash\right.$ $\{0\})$ ), where $\lambda_{j}$ is the period of the grating in the direction $x_{j}$ for $j=1,2$. Suppose that

$$
\begin{aligned}
& \varepsilon(x)=\varepsilon_{1}, \mu(x)=\mu_{1} \text { for } x_{3}>f\left(x_{1}, x_{2}\right) \\
& \varepsilon(x)=\varepsilon_{2}, \mu(x)=\mu_{2} \text { for } x_{3}<f\left(x_{1}, x_{2}\right),
\end{aligned}
$$

where $\varepsilon_{1}, \varepsilon_{2}, \mu_{1}$, and $\mu_{2}$ are positive constants.
Analogously to 2.319), the electric field $E$ can be represented as

$$
E(x)=\left\{\begin{array}{c}
E^{i}(x)+\mu_{m} \nabla \times \overrightarrow{\mathcal{S}}_{\Gamma}^{\alpha, k_{1}}[\varphi](x)+\nabla \times \nabla \times \overrightarrow{\mathcal{S}}_{\Gamma}^{\alpha, k_{1}}[\psi](x),  \tag{4.9}\\
x \in\left\{x=\left(x_{1}, x_{2}, x_{3}\right): x_{3}>f\left(x_{1}, x_{2}\right)\right\}, \\
\mu_{c} \nabla \times \overrightarrow{\mathcal{S}}_{\Gamma}^{\alpha, k_{2}}[\varphi](x)+\nabla \times \nabla \times \overrightarrow{\mathcal{S}}_{\Gamma}^{\alpha, k_{2}}[\psi](x), \\
x \in\left\{x=\left(x_{1}, x_{2}, x_{3}\right): x_{3}<f\left(x_{1}, x_{2}\right)\right\},
\end{array}\right.
$$

where the pair $(\varphi, \psi) \in\left(H_{T}^{-\frac{1}{2}}(\operatorname{div}, \Gamma)\right)^{2}$ satisfies

$$
\begin{gather*}
\left(\begin{array}{cc}
\frac{\mu_{2}+\mu_{1}}{2} I+\mu_{2} \mathcal{M}_{\Gamma}^{\alpha, k_{2}}-\mu_{1} \mathcal{M}_{\Gamma}^{\alpha, k_{1}} & \mathcal{L}_{\Gamma}^{\alpha, k_{2}}-\mathcal{L}_{\Gamma}^{\alpha, k_{1}} \\
\mathcal{L}_{\Gamma}^{\alpha, k_{2}}-\mathcal{L}_{\Gamma}^{\alpha, k_{1}} & \left(\frac{k_{2}^{2}}{2 \mu_{2}}+\frac{k_{1}^{2}}{2 \mu_{1}}\right) I+\frac{k_{m}^{2}}{\mu_{2}} \mathcal{M}_{\Gamma}^{\alpha, k_{2}}-\frac{k_{1}^{2}}{\mu_{1}} \mathcal{M}_{\Gamma}^{\alpha, k_{1}}
\end{array}\right)\left[\begin{array}{l}
\varphi \\
\psi
\end{array}\right]  \tag{4.10}\\
\quad=\left.\left[\begin{array}{c}
\nu \times E^{i} \\
\sqrt{-1} \omega \nu \times H^{i}
\end{array}\right]\right|_{\Gamma}
\end{gather*}
$$

where $\mathcal{L}_{\Gamma}^{\alpha, k}$ and $\mathcal{M}_{\Gamma}^{\alpha, k}$ are respectively defined by (2.306) and (2.306) with $\Gamma_{k}$ replaced with $G^{\alpha, k}$ and $\partial D$ with $\Gamma$.

The following result can be proved similarly to Theorem 4.17.
THEOREM 4.18. For all but possibly a countable set of frequencies $\omega_{j}, \omega_{j} \rightarrow$ $+\infty$, the system of integral equations 4.10) has a unique solution $(\varphi, \psi) \in\left(H_{T}^{-\frac{1}{2}}(\operatorname{div}, \Gamma)\right)^{2}$.

### 4.5. Optimal Design of Grating Profiles

For simplicity, we focus the presentation to the dielectric periodic gratings described in Section 4.4.1. Assume that the material above the periodic interface $S:=\left\{x_{2}=f\left(x_{1}\right)\right\}$ has refractive index $k_{1}$ and the material below the interface has index $k_{2}$. Both $k_{1}$ and $k_{2}$ are assumed to be real. Define

$$
a_{S}(x)= \begin{cases}k_{1}^{2} & \text { if } x \text { is above } S \\ k_{2}^{2} & \text { if } x \text { is below } S\end{cases}
$$

Let $b>\max \left|f\left(x_{1}\right)\right|$ and let an incoming plane wave

$$
u^{i}=e^{\sqrt{-1} \alpha x_{1}-\sqrt{-1} \beta x_{3}}
$$

be incident on $S$ from $x_{2}>f\left(x_{1}\right)$ with

$$
\alpha=\omega k_{1} \sin \theta, \quad \beta=\omega k_{1} \cos \theta
$$

and $-\pi / 2<\theta<\pi / 2$ being the angle of incidence.
Then consider the scattering problem

$$
\begin{align*}
\left(\Delta_{\alpha}+a_{S}\right) u & =0 \quad \text { in }\left\{-b<x_{2}<b\right\}  \tag{4.11}\\
\left(T_{1}^{\alpha}-\frac{\partial}{\partial x_{2}}\right) u & =2 \sqrt{-1} \beta e^{-\sqrt{-1} \beta b} \quad \text { on }\left\{x_{2}=b\right\}  \tag{4.12}\\
\left(T_{2}^{\alpha}-\frac{\partial}{\partial x_{2}}\right) u & =0 \quad \text { on }\left\{x_{2}=-b\right\} \tag{4.13}
\end{align*}
$$

where $\Delta_{\alpha}=\triangle+2 \sqrt{-1} \alpha \partial_{x_{1}}-\alpha^{2}$, and periodic boundary conditions are assumed in $x_{1}$. The operators $T_{j}^{\alpha}, j=1,2$, are defined by 4.54.

Suppose that the materials, the period of the structure, and the frequency of the incoming waves are fixed. There are then a fixed number of propagating modes, each of which corresponds to an index $n$ for which the propagation constant $\beta_{j}^{n}$ is real-valued. Let us define the set of indices of the reflected propagating modes

$$
P_{r}=\left\{n \in \mathbb{Z}: \beta_{1}^{n}(\alpha) \in \mathbb{R}\right\}
$$

and indices of transmitted modes

$$
P_{t}=\left\{m \in \mathbb{Z}: \beta_{2}^{m}(\alpha) \in \mathbb{R}\right\}
$$

The coefficients of each propagating reflected mode are determined by the trace of the solution $u$ on the artificial boundary $\left\{x_{2}=b\right\}$ :

$$
\begin{array}{ll}
r_{n}=u_{n}(b) e^{-\sqrt{-1} \beta_{1} b} & \text { for } n \neq 0, \quad n \text { in } P_{r} \\
r_{0}=u_{0}(b) e^{-\sqrt{-1} \beta b}-\mathrm{constant} \quad \text { for } n=0
\end{array}
$$

where

$$
u_{n}\left(x_{2}\right)=\frac{1}{\Lambda} \int_{0}^{\Lambda} u\left(x_{1}, x_{2}\right) e^{-\sqrt{-1} \frac{2 \pi n}{\Lambda} x_{1}} d x_{1}
$$

Similarly, the coefficients of the propagating transmitted modes are

$$
t_{m}=u_{m}(-b) e^{-\sqrt{-1} \beta_{2} b} \quad \text { for } m \text { in } P_{t} .
$$

Writing the reflection and transmission coefficients as vectors

$$
r=\left(r_{n}\right)_{n \in P_{r}}, \quad t=\left(t_{m}\right)_{m \in P_{t}}
$$

denote the pair $(r, t)=F$. The coefficients $r_{n}$ and $t_{m}$, and hence $F$, are functions of the interface profile $S$. Denote this dependence by $F(S)$.

A general optimal design problem is to find a profile $S$ such that $F(S)$ is as close as possible to some specified diffraction pattern $g$. Asking that $F(S)$ is close to $g$ in a least-squares sense, one obtains the problem

$$
\begin{equation*}
\min _{S \in \mathcal{S}} J(S)=\|F(S)-g\|^{2} \tag{4.14}
\end{equation*}
$$

where $\mathcal{S}$ is some admissible class of profiles. One could of course generalize further and specify a range of incidence angles or a range of frequencies (or both).

To implement the least squares approach, we calculate the gradient of the cost functional (4.14) with respect to the interface profile $S$. The representation formula 4.7) is useful. From Section 2.7, the calculation of the sensitivity of $u$ on $x_{2}=b$ with respect to changes of the profile is straightforward and therefore, the Fréchet derivative of $J$ can be easily obtained.

### 4.6. Numerical Implementation

In this section we use the boundary integral representation of the dielectric periodic grating described in subsection 4.4.1 to numerically determine the electric field in the case of a periodic array of spherical particles located on the $x_{1}$-axis. Denote by $\Omega_{1}$ and $\Omega_{2}$ the region outside the particles and the region representing the particles, respectively. Let $\varepsilon_{j}$ and $\mu_{j}$ represent the corresponding material parameters. Let $k_{j}=\omega \sqrt{\varepsilon_{j} \mu_{j}}(j=1,2)$ be the wavenumber outside and inside the particles, respectively.

The discretization of the system is performed in precisely the same manner as described in Subsection 2.13 .4 and leads to the system of equations

$$
\left(\begin{array}{cc}
S_{-} & -S_{+} \\
\frac{1}{\mu_{2}} S_{-}^{\prime} & -\frac{1}{\mu_{1}} S_{+}^{\prime}
\end{array}\right)\binom{\bar{\varphi}}{\bar{\psi}}=\binom{u_{d}}{\frac{1}{\mu_{1}} u_{n}}
$$

where $S_{ \pm}$and $S_{ \pm}^{\prime}$ are $N \times N$ matrices given by

$$
\begin{align*}
\left(S_{-}\right)_{i j} & =G^{\alpha, k_{2}}\left(x^{(i)}-x^{(j)}\right)\left|T\left(x^{(j)}\right)\right|\left(t_{j+1}-t_{j}\right),  \tag{4.15}\\
\left(S_{+}\right)_{i j} & =G^{\alpha, k_{1}}\left(x^{(i)}-x^{(j)}\right)\left|T\left(x^{(j)}\right)\right|\left(t_{j+1}-t_{j}\right)  \tag{4.16}\\
\left(S_{-}^{\prime}\right)_{i j} & =-\frac{1}{2} \delta_{i j}+\frac{\partial G^{\alpha, k_{2}}}{\partial \nu_{x}}\left(x^{(i)}-x^{(j)}\right)\left|T\left(x^{(j)}\right)\right|\left(t_{j+1}-t_{j}\right),  \tag{4.17}\\
\left(S_{+}^{\prime}\right)_{i j} & =\frac{1}{2} \delta_{i j}+\frac{\partial G^{\alpha, k_{1}}}{\partial \nu_{x}}\left(x^{(i)}-x^{(j)}\right)\left|T\left(x^{(j)}\right)\right|\left(t_{j+1}-t_{j}\right), \tag{4.18}
\end{align*}
$$

for $i \neq j$ and $i, j=1,2, \ldots, N$, and where $G^{\alpha, k}$ is the quasi-periodic Green's function defined by 4.2 . Once we solve this system for the density functions $\bar{\varphi}$ and $\bar{\psi}$, the electric field can be calculated using

$$
u(x)=\left\{\begin{array}{l}
u_{d}(x)+S_{+}[\bar{\psi}](x), \quad x \in \Omega_{1},  \tag{4.19}\\
S_{-}[\bar{\varphi}](x), \quad x \in \Omega_{2} .
\end{array}\right.
$$

Since $G^{\alpha, k}$ is extremely slow to converge we must use the Ewald representation of the Green's function to accelerate the convergence; see Subsection 2.13.3. Recall that the Ewald representation of the quasi-periodic Green's function is given by

$$
G^{\alpha, k}(x, y)=G_{\mathrm{spec}}^{\alpha, k}(x, y)+G_{\mathrm{spat}}^{\alpha, k}(x, y)
$$

with

$$
\begin{aligned}
G_{\text {spec }}^{\alpha, k}(x, y) & =-\frac{1}{4 \Lambda} \sum_{n \in \mathbb{Z}} \frac{e^{-\sqrt{-1} \alpha_{n}\left(x_{1}-y_{1}\right)}}{\sqrt{-1} \beta_{n}} \\
& \times\left[e^{\sqrt{-1} \beta_{n}\left|x_{2}-y_{2}\right|} \operatorname{erfc}\left(\frac{\sqrt{-1} \beta_{n}}{2 E}+\left|x_{2}-y_{2}\right| \mathcal{E}\right)\right. \\
& \left.+e^{-\sqrt{-1} \beta_{n}\left|x_{2}-y_{2}\right|} \operatorname{erfc}\left(\frac{\sqrt{-1} \beta_{n}}{2 E}-\left|x_{2}-y_{2}\right| \mathcal{E}\right)\right], \\
G_{\text {spat }}^{\alpha, k}(x, y)= & -\frac{1}{4 \pi} \sum_{m \in \mathbb{Z}} e^{\sqrt{-1} \alpha m \Lambda} \sum_{q=0}^{\infty}\left(\frac{k}{2 \mathcal{E}}\right)^{2 q} \frac{1}{q!} E_{q+1}\left(R_{m}^{2} \mathcal{E}^{2}\right),
\end{aligned}
$$

where $\alpha_{n}=-\alpha+\frac{2 \pi n}{\Lambda}, \beta_{n}=-\sqrt{k^{2}-\alpha_{n}^{2}}, \operatorname{erfc}(z)$ is the complementary error function

$$
\operatorname{erfc}(z)=\frac{2}{\sqrt{\pi}} \int_{z}^{\infty} e^{-t^{2}} d t
$$

and $E_{q}$ is the $q$ th order exponential integral which is defined as

$$
E_{q}(z)=\int_{1}^{\infty} \frac{e^{-z t}}{t^{q}} d t
$$

We set $\Lambda=1$ and the radius of the particles to be 0.4 . We set the incident plane wave to be $u^{i}\left(x_{1}, x_{2}\right)=3 e^{\sqrt{-1}\left(\alpha x_{1}-\beta_{x} 2\right)}$ where $\alpha=k_{1} \sin (\theta), \beta=k_{1} \cos (\theta)$ with $\theta=\pi / 8$. As we are considering a non-magnetic material we set the permeability to be $\mu_{1}=\mu_{2}=1$. For the permittivity we set $\varepsilon_{1}=1$ and $\varepsilon_{2}=5$. We set the operating frequency to be $\omega=1$. The resulting incident, scattered, and total fields are shown in Figure 4.4 These numerical results are obtained using Code One-Dimensional Dielectric Diffraction Grating


Figure 4.4. The incident electric field, scattered electric field, and total electric field for a dielectric grating consisting of a periodic array of spherical particles on the $x_{1}$-axis.

### 4.7. Concluding Remarks

In this chapter we have established uniqueness and existence results for solutions to electromagnetic scattering problems by gratings. We refer the reader to [89, 204, 205, 206] for the analysis of the scattering of elastic waves by diffraction gratings. The results of Section 2.7 together with those in the previous section can be used to perform optimal design of periodic interfaces that give rise to a specified diffraction pattern. Note that by making assumption 4.47), we have excluded Wood anomalies. In [146, 147, a methodology based on use of a certain shifted Green function is introduced. It provides a solver for problems of scattering by gratings which is valid and accurate, in particular, at and around Wood anomaly frequencies, at which the quasi-periodic Green function ceases to exist.

## CHAPTER 5

## Photonic Band Gaps

### 5.1. Introduction

Photonic crystals are structures constructed from electromagnetic materials arranged in a periodic array. They have attracted enormous interest in the last decade because of their unique optical and electromagnetic properties. Such structures have been found to exhibit interesting spectral properties with respect to classical wave propagation, including the appearance of band gaps 456, 278, 414].

In order to study the propagation of light in a photonic crystal, we shall use the Maxwell equations. In general the electromagnetic fields are complicated functions of time and space. If the field configurations are built up of harmonic electromagnetic waves that are transverse, we can reduce the Maxwell equations to two scalar Helmholtz equations. Throughout this chapter, we will focus on this scalar model which is also the underlying model for the acoustic analog of photonic crystals.

Our aim is to analyze the contrast and geometry dependence of the band gap of the frequency spectrum for waves in photonic crystals. We consider photonic crystals consisting of a background medium which is perforated by an array of arbitrary-shaped holes periodic along each of the two orthogonal coordinate axes in the plane. The background medium is of higher index. It has been proved that the high contrast of a photonic crystal favors spectral gaps; see $\mathbf{2 1 8}, \mathbf{2 5 9}, \mathbf{2 6 0}$, 423, 463, 464, 280.

In this chapter we adopt the high-contrast model to give a full understanding of the relationship between variations in the index ratio or in the geometry of the holes and variations in the band gap structure of the photonic crystal. We provide such a high-order sensitivity analysis using a boundary integral approach with rigorous justification based on the generalized Rouché theorem.

Carrying out a band structure calculation for a given photonic crystal involves a family of eigenvalue problems, as the quasi-momentum is varied over the first Brillouin zone. We show that these eigenvalues are the characteristic values of meromorphic operator-valued functions that are of Fredholm type of index zero. We then proceed from the generalized Rouché theorem to construct their complete asymptotic expressions as the index ratio goes to infinity. We also provide their complete expansions in terms of infinitesimal changes in the geometry of the holes.

Our integral formulation in this chapter of the photonic band gap problem offers an efficient approach to the computation of the band gap structure which is based on a combination of boundary element methods and Muller's method described in Section 1.6 .

In this chapter we confine our attention to the two-dimensional case to demonstrate our approach and results. The asymptotic results for the band gap structure
with respect to the index ratio and the geometry of the holes can be obtained in three dimensions with only minor modifications of the techniques presented here.

### 5.2. Floquet Transform

In this section, the Floquet transform, which in the periodic case plays the role of the Fourier transform, is established and the structure of spectra of periodic elliptic operators is discussed.

Let $f(x)$ be a function decaying sufficiently fast. We define the Floquet transform of $f$ as follows:

$$
\begin{equation*}
\mathcal{U}[f](x, \alpha)=\sum_{n \in \mathbb{Z}^{d}} f(x-n) e^{\sqrt{-1} \alpha \cdot n} \tag{5.1}
\end{equation*}
$$

This transform is an analogue of the Fourier transform for the periodic case. The parameter $\alpha$ is called the quasi-momentum, and it is an analogue of the dual variable in the Fourier transform. If we shift $x$ by a period $m \in \mathbb{Z}^{d}$, then we get the Floquet condition

$$
\begin{equation*}
\mathcal{U}[f](x+m, \alpha)=e^{\sqrt{-1} \alpha \cdot m} \mathcal{U}[f](x, \alpha) \tag{5.2}
\end{equation*}
$$

which shows that it suffices to know the function $\mathcal{U}[f](x, \alpha)$ on the unit cell $Y:=$ $[0,1)^{d}$ in order to recover it completely as a function of the $x$-variable. Moreover, $\mathcal{U}[f](x, \alpha)$ is periodic with respect to the quasi-momentum $\alpha$ :

$$
\begin{equation*}
\mathcal{U}[f](x, \alpha+2 \pi m)=\mathcal{U}[f](x, \alpha), \quad m \in \mathbb{Z}^{d} \tag{5.3}
\end{equation*}
$$

Therefore, $\alpha$ can be considered as an element of the torus $\mathbb{R}^{d} /\left(2 \pi \mathbb{Z}^{d}\right)$. Another way of saying this is that all information about $\mathcal{U}[f](x, \alpha)$ is contained in its values for $\alpha$ in the fundamental domain $B$ of the dual lattice $2 \pi \mathbb{Z}^{d}$. This domain is referred to as the (first) Brillouin zone.

The following result is an analogue of the Plancherel theorem when one uses the Fourier transform. Suppose that the measures $d \alpha$ and the dual torus $\mathbb{R}^{d} /\left(2 \pi \mathbb{Z}^{d}\right)$ are normalized. The following theorem holds. See [305] for a proof.

Theorem 5.1 (Plancherel-type theorem). The transform

$$
\mathcal{U}: L^{2}\left(\mathbb{R}^{d}\right) \rightarrow L^{2}\left(\mathbb{R}^{d} /\left(2 \pi \mathbb{Z}^{d}\right), L^{2}(Y)\right)
$$

is isometric. Its inverse is given by

$$
\mathcal{U}^{-1}[g](x)=\int_{\mathbb{R}^{d} /\left(2 \pi \mathbb{Z}^{d}\right)} g(x, \alpha) d \alpha,
$$

where the function $g(x, \alpha) \in L^{2}\left(\mathbb{R}^{d} /\left(2 \pi \mathbb{Z}^{d}\right), L^{2}(Y)\right)$ is extended from $Y$ to all $x \in \mathbb{R}^{d}$ according to the Floquet condition (5.2).

The books [288, 305, 411 give more detailed treatments of this subject.

### 5.3. Structure of Spectra of Periodic Elliptic Operators

In this section we will briefly discuss spectral properties of periodic elliptic operators. See 411, 305, 431, 304 for details and references.

Consider a linear partial differential operator $L\left(x, \partial_{x}\right)$, whose coefficients are periodic with respect to $\mathbb{Z}^{d}, d=2,3$. A natural question is about the type of spectrum (absolutely continuous, singular continuous, point) of $L$ (see Appendix A). It is not hard to prove that for a periodic elliptic operator of any order, the
singular continuous spectrum is empty. For any second-order periodic operator of elliptic type, it is likely that no eigenvalues can arise. Although it has been unanimously believed by physicists for a long time, proving this statement turns out to be a difficult mathematical problem. See 304 .

Due to periodicity, the operator commutes with the Floquet transform

$$
\mathcal{U}[L f](x, \alpha)=L\left(x, \partial_{x}\right) \mathcal{U}[f](x, \alpha)
$$

For each $\alpha$, the operator $L\left(x, \partial_{x}\right)$ now acts on functions satisfying the corresponding Floquet condition (5.2). In other words, although the differential expression of the operator stays the same, its domain changes with $\alpha$. Denoting this operator by $L(\alpha)$, we see that the Floquet transform $\mathcal{U}$ expands the periodic partial differential operator $L$ in $L^{2}\left(\mathbb{R}^{d}\right)$ into the direct integral of operators

$$
\begin{equation*}
\int_{\mathbb{R}^{d} /\left(2 \pi \mathbb{Z}^{d}\right)}^{\oplus} L(\alpha) d \alpha \tag{5.4}
\end{equation*}
$$

The key point in the direct fiber decomposition (5.4) is that the operators $L(\alpha)$ act on functions defined on a torus, while the original operator acts in $\mathbb{R}^{d}$.

If $L$ is a self-adjoint operator, one can prove the main spectral statement:

$$
\begin{equation*}
\sigma(L)=\bigcup_{\alpha \in B} \sigma(L(\alpha)) \tag{5.5}
\end{equation*}
$$

where $\sigma$ denotes the spectrum.
If $L$ is elliptic, the operators $L(\alpha)$ have compact resolvents and hence discrete spectra. If $L$ is bounded from below, the spectrum of $L(\alpha)$ accumulates only at $+\infty$. Denote by $\mu_{n}(\alpha)$ the $n$th eigenvalue of $L(\alpha)$ (counted in increasing order with their multiplicity). The function $\alpha \mapsto \mu_{n}(\alpha)$ is continuous in $B$. It is one branch of the dispersion relations and is called a band function. We conclude that the spectrum $\sigma(L)$ consists of the closed intervals (called the spectral bands)

$$
\left[\min _{\alpha} \mu_{n}(\alpha), \max _{\alpha} \mu_{n}(\alpha)\right],
$$

where $\min _{\alpha} \mu_{n}(\alpha) \rightarrow+\infty$ when $n \rightarrow+\infty$. In dimension $d \geq 2$, the spectral bands normally do overlap, which makes opening gaps in the spectrum of $L$ a mathematically hard problem. But, it is still conceivable that at some locations the bands might not overlap and hence open a gap in the spectrum. It is commonly believed that the number of gaps one can open in a periodic medium in dimension $d \geq 2$ is finite. In the case of the periodic Schrödinger operator, this constitutes the Bethe-Sommerfeld conjecture. Since the major and inspirational work by Skriganov 430, significant progress has been made on this problem. See, for example, 304, 288, 394, 395, 289, 396.

### 5.4. Boundary Integral Formulation

5.4.1. Problem Formulation. The photonic crystal we consider in this chapter consists of a homogeneous background medium of constant index $k$ which is perforated by an array of arbitrary-shaped holes periodic along each of the two orthogonal coordinate axes in $\mathbb{R}^{2}$. These holes are assumed to be of index 1 . We assume that the structure has unit periodicity and define the unit cell $Y:=[0,1]^{2}$.

We seek eigenfunctions $u$ of

$$
\left\{\begin{array}{l}
\nabla \cdot(1+(k-1) \chi(Y \backslash \bar{D})) \nabla u+\omega^{2} u=0 \quad \text { in } Y  \tag{5.6}\\
e^{-\sqrt{-1} \alpha \cdot x} u \text { is periodic in the whole space }
\end{array}\right.
$$

where $\chi(Y \backslash \bar{D})$ is the indicator function of $Y \backslash \bar{D}$. Problem 5.6) can be rewritten as

$$
\begin{cases}k \Delta u+\omega^{2} u=0 & \text { in } Y \backslash \bar{D},  \tag{5.7}\\ \Delta u+\omega^{2} u=0 & \text { in } D, \\ \left.u\right|_{+}=\left.u\right|_{-} & \text {on } \partial D, \\ \left.k \frac{\partial u}{\partial \nu}\right|_{+}=\left.\frac{\partial u}{\partial \nu}\right|_{-} & \text {on } \partial D, \\ e^{-\sqrt{-1} \alpha \cdot x} u \text { is periodic in the whole space. } & \end{cases}
$$

For each quasi-momentum variable $\alpha$, let $\sigma_{\alpha}(D, k)$ be the (discrete) spectrum of (5.6). Then the spectral band of the photonic crystal is given by

$$
\bigcup_{\alpha \in[0,2 \pi]^{2}} \sigma_{\alpha}(D, k)
$$

We shall investigate the behavior of $\sigma_{\alpha}(D, k)$ when $k \rightarrow+\infty$ in Section 5.5 and that under perturbation of $D$ in Section 5.7.

Note first that if $D$ is invariant under the transformations

$$
\begin{equation*}
\left(x_{1}, x_{2}\right) \mapsto\left(-x_{1},-x_{2}\right), \quad\left(x_{1}, x_{2}\right) \mapsto\left(-x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \mapsto\left(x_{2}, x_{1}\right) \tag{5.8}
\end{equation*}
$$

then all possible eigenvalues associated with 5.7 for any $\alpha \in[0,2 \pi]^{2}$ must occur with $\alpha$ restricted to the triangular region (the reduced Brillouin zone)

$$
\begin{equation*}
T:=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}\right): 0 \leq \alpha_{1} \leq \pi, 0 \leq \alpha_{2} \leq \alpha_{1}\right\} \tag{5.9}
\end{equation*}
$$

Consequently, to search for band gaps associated with $D$ with the symmetries (5.8), it suffices to take $\alpha \in T$ rather than $\alpha \in[0,2 \pi]^{2}$.

Note also that a change of variables $x^{\prime}=s x$ and a simultaneous change of the spectral parameter $\omega^{\prime}=s \omega$ reduce the problem (5.7) to the similar one with the rescaled material property $(1+(k-1) \chi(s Y \backslash \overline{s D}))$. This means that in rescaling the material property of a medium, we do not need to recompute the spectrum, since its simple rescaling would suffice. Another important scaling property deals with the values of the material property. It is straightforward to compute that if we multiply the material property by a scaling factor $s$, the spectral problem for the new material parameter $s(1+(k-1) \chi(s Y \backslash \overline{s D}))$ can be reduced to the old one by rescaling the eigenvalues according to the formula $\omega^{\prime}=\sqrt{s} \omega$. These two scaling properties mean that there is no fundamental length nor a fundamental material property value for the spectral problem (5.7) 304 .

Suppose now that $\omega^{2}$ is not an eigenvalue of $-\Delta$ in $Y \backslash \bar{D}$ with the Dirichlet boundary condition on $\partial D$ and the quasi-periodic condition on $\partial Y$ and $\omega^{2} / k$ is not an eigenvalue of $-\Delta$ in $D$ with the Dirichlet boundary condition. Following the same argument as in (3.3), one can show that the solution $u$ to (5.6) can be represented as

$$
u(x)= \begin{cases}\mathcal{S}^{\alpha, \omega}[\phi](x), & x \in D  \tag{5.10}\\ H(x)+\mathcal{S}^{\alpha, \frac{\omega}{\sqrt{k}}}[\psi](x), & x \in Y \backslash \bar{D}\end{cases}
$$

for some densities $\phi$ and $\psi$ in $L^{2}(\partial D)$, where the function $H$ is given by

$$
H(x)=-\mathcal{S}_{Y}^{\alpha, \frac{\omega}{\sqrt{k}}}\left[\left.\frac{\partial u}{\partial \nu}\right|_{\partial Y}\right]+\mathcal{D}_{Y}^{\alpha, \frac{\omega}{\sqrt{k}}}\left[\left.u\right|_{\partial Y}\right], \quad x \in Y
$$

Here, the quasi-periodic single- and double layer potentials are introduced in Section 2.12 In order to keep the notation simple, we use $\mathcal{S}^{\alpha, \omega}$ and $\mathcal{D}^{\alpha, \omega}$ instead of $\mathcal{S}_{D}^{\alpha, \omega}$ and $\mathcal{D}_{D}^{\alpha, \omega}$ for layer potentials on $D$.

Now by 2.290 we have $H \equiv 0$, and hence

$$
u(x)= \begin{cases}\mathcal{S}^{\alpha, \omega}[\phi](x), & x \in D  \tag{5.11}\\ \mathcal{S}^{\alpha, \frac{\omega}{\sqrt{k}}}[\psi](x), & x \in Y \backslash \bar{D}\end{cases}
$$

A proof of the representation formula (5.11) will be given later in Section 5.8 .
In view of the transmission conditions in (5.7), the pair $(\phi, \psi) \in L^{2}(\partial D) \times$ $L^{2}(\partial D)$ satisfies the following system of integral equations:

$$
\begin{cases}\mathcal{S}^{\alpha, \omega}[\phi]-\mathcal{S}^{\alpha, \frac{\omega}{\sqrt{k}}}[\psi]=0 & \text { on } \partial D  \tag{5.12}\\ \left(-\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}\right)[\phi]-k\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \frac{\omega}{\sqrt{k}}}\right)^{*}\right)[\psi]=0 & \text { on } \partial D .\end{cases}
$$

The converse is also true. If $(\phi, \psi) \in L^{2}(\partial D) \times L^{2}(\partial D)$ is a nonzero solution of (5.12), then $u$ given by (5.11) is an eigenfunction of 5.6) associated to the eigenvalue $\omega^{2}$.

Suppose $\alpha \neq 0$. Let $\mathcal{A}^{\alpha, k}(\omega)$ be the operator-valued function defined by

$$
\mathcal{A}^{\alpha, k}(\omega):=\left(\begin{array}{cc}
\mathcal{S}^{\alpha, \omega} & -\mathcal{S}^{\alpha, \frac{\omega}{\sqrt{k}}}  \tag{5.13}\\
\frac{1}{k}\left(\frac{1}{2} I-\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}\right) & \frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \frac{\omega}{\sqrt{k}}}\right)^{*}
\end{array}\right)
$$

Then, $\omega^{2}$ is an eigenvalue corresponding to $u$ with a given quasi-momentum $\alpha$ if and only if $\omega$ is a characteristic value of $\mathcal{A}^{\alpha, k}$.

For $\alpha=0$, let $\widetilde{\mathcal{A}}^{0, k}$ be given by

$$
\widetilde{\mathcal{A}}^{0, k}(\omega):=\left(\begin{array}{cc}
\mathcal{S}^{0, \omega} & -\frac{1}{k} \mathcal{S}^{0, \frac{\omega}{\sqrt{k}}}  \tag{5.14}\\
\frac{1}{2} I-\left(\mathcal{K}^{0, \omega}\right)^{*} & \frac{1}{2} I+\left(\mathcal{K}^{0, \frac{\omega}{\sqrt{k}}}\right)^{*}
\end{array}\right)
$$

By a change of functions, it is easy to see that $\omega$ is a characteristic value of $\widetilde{\mathcal{A}}^{0, k}$ if and only if $\omega^{2}$ is an eigenvalue of 5.6 for $\alpha=0$.

Consequently, we have now a new way of looking at the spectrum of 5.6 by examining the characteristic values of $\mathcal{A}^{\alpha, k}$ and $\widetilde{\mathcal{A}}^{0, k}$.

The following lemma will be useful later.
Lemma 5.2. The operator-valued function $\mathcal{A}^{\alpha, k}$ is Fredholm analytic with index 0 in $\mathbb{C} \backslash \sqrt{-1} \mathbb{R}^{-}$. Moreover, $\omega \mapsto\left(\mathcal{A}^{\alpha, k}\right)^{-1}(\omega)$ is a meromorphic function and its poles are on the real axis.

Proof. Because of the logarithmic behavior of quasi-periodic Green's functions, we shall restrict the set on which we define the operator $\mathcal{A}^{\alpha, k}$ to $\mathbb{C} \backslash \sqrt{-1} \mathbb{R}^{-}$. To see that the operator-valued function $\mathcal{A}^{\alpha, k}$ is Fredholm analytic with index 0 in $\mathbb{C} \backslash \sqrt{-1} \mathbb{R}^{-}$, it suffices to write
$\mathcal{A}^{\alpha, k}(\omega)=\left(\begin{array}{cc}\mathcal{S}^{\alpha, 0} & -\mathcal{S}^{\alpha, 0} \\ \frac{1}{2 k} I & \frac{1}{2} I\end{array}\right)+\left(\begin{array}{cc}\mathcal{S}^{\alpha, \omega}-\mathcal{S}^{\alpha, 0} & -\mathcal{S}^{\alpha, \frac{\omega}{\sqrt{k}}}+\mathcal{S}^{\alpha, 0} \\ \frac{1}{k}\left(\mathcal{K}^{-\alpha, \omega}\right)^{*} & \left(\mathcal{K}^{-\alpha, \omega}\right)^{*}\end{array}\right):=\mathcal{A}^{\alpha}+\mathcal{B}^{\alpha}(\omega)$.

Since $\mathcal{A}^{\alpha}$ is invertible and $\mathcal{B}^{\alpha}$ is compact and analytic in $\omega$, it follows that $\mathcal{A}^{\alpha, k}$ is Fredholm analytic with index 0. By the generalization of the Steinberg theorem given in Chapter 1 (Theorem 1.16), the invertibility of $\mathcal{A}^{\alpha, k}(\omega)$ at $\omega=0$ shows that $\omega \mapsto\left(\mathcal{A}^{\alpha, k}\right)^{-1}(\omega)$ is a meromorphic function. Let $\omega_{0}$ be a pole of $\left(\mathcal{A}^{\alpha, k}\right)^{-1}(\omega)$. Then $\omega_{0}$ is a characteristic value of $\mathcal{A}^{\alpha, k}$. Set $(\phi, \psi)$ to be a root function associated with $\omega_{0}$. Define

$$
u(x)= \begin{cases}\mathcal{S}^{\alpha, \omega_{0}}[\phi](x), & x \in D \\ \mathcal{S}^{\alpha, \frac{\omega_{0}}{\sqrt{k}}}[\psi](x), & x \in Y \backslash \bar{D}\end{cases}
$$

Then, integrating by parts, we obtain that

$$
\int_{Y}(1+(k-1) \chi(Y \backslash \bar{D}))|\nabla u|^{2}-\omega_{0}^{2} \int_{Y}|u|^{2}=0
$$

which shows that $\omega_{0}$ is real.

It can be easily seen that the same result holds for $\widetilde{\mathcal{A}}^{0, k}$.
5.4.2. Numerical Approach for Band Structure Calculations. Band structure calculations reduce then to the computation of the characteristic values of $\mathcal{A}^{\alpha, k}$ for $\alpha$ moving through the Brillouin zone. It is important to note that in this formulation, one is no longer seeking eigenvalues of a differential equation. Instead one is seeking nontrivial solutions to a homogeneous linear system in which the spectral parameter $\omega$ plays a nonlinear role. The advantage gained is that we avoid having to discretize the whole cell $Y$, but only discretize the material interfaces themselves. To find such solutions numerically, we first have to discretize all the integrals in (5.13) and (5.14).

After the integrals are discretized, we obtain a rather involved linear system which, for a fixed value of $\omega$, we can write in the form $\mathcal{A}^{\alpha, k}(\omega)[x]=0$. The unknown vector $x$ represents point values of the densities $\phi$ and $\psi$ on $\partial D$. Thus, if $N$ points are used to discretize $\partial D$, there are $2 N$ unknowns. Lemma 5.2 ensures that the entries of the matrix $\mathcal{A}^{\alpha, k}$ are analytic, nonlinear functions of $\omega$. Finding the characteristic values corresponds to finding values of $\omega$ for which the system of equations $\mathcal{A}^{\alpha, k}(\omega)[x]=0$ has nontrivial solutions. An efficient strategy first described in $\mathbf{1 7 2}$ is based on determining a new function of $\omega$ :

$$
f(\omega):=\frac{1}{\left\langle x, \mathcal{A}^{\alpha, k}(\omega)^{-1}[y]\right\rangle}
$$

where $x$ and $y$ are two fixed random vectors. It is straightforward to verify that the function $f(\omega)$ is an analytic function of its argument. Moreover, since

$$
\left\|\mathcal{A}^{\alpha, k}(\omega)^{-1}\right\|=+\infty
$$

when $\omega$ corresponds to a characteristic value, we have that $f(\omega)=0$. In short, the singular matrix problem has been turned into a complex root finding process for the function. Muller's method described in Section 1.6 can be used to find complex roots of $f(\omega)$. This approach is both efficient and robust $\mathbf{1 7 2}, \mathbf{1 8 6}$. In this section we discuss the details of its implementation and present numerical examples.
5.4.2.1. Empty Resonance. The appropriate Green's function for the layer potentials used in the previous section is the quasi-biperiodic Green's function $G_{\sharp}^{\alpha, \omega}$ which satisfies

$$
\begin{equation*}
\left(\Delta+\omega^{2}\right) G_{\sharp}^{\alpha, \omega}(x, y)=\sum_{m \in \mathbb{Z}^{2}} \delta_{0}(x-y-m) e^{\sqrt{-1} m \cdot \alpha} . \tag{5.15}
\end{equation*}
$$

If $\omega \neq|2 \pi m+\alpha|, \forall m \in \mathbb{Z}^{2}$, then $G_{\sharp}^{\alpha, \omega}$ has the spectral representation 2.280 . In the context of the standard boundary integral approach to numerical computation, when the parameters $\omega$ and $\alpha$ are such that $\omega \sim|2 \pi m+\alpha|$ for any $m \in \mathbb{Z}^{2}$, the quasi-periodic Green's function $G_{\sharp}^{\alpha, \omega}$ can have highly aberrant behavior that makes determining characteristic values of $\mathcal{A}^{\alpha, k}(\omega)$ impossible. This phenomenon, which is known as empty resonance, is due to the resonance of the empty unit cell $Y$ with refractive index 1 everywhere and quasi-periodic boundary conditions.

In order to deal with this issue it is necessary to use an approach that is less susceptible to the problem, or an approach that avoids it altogether. We will briefly discuss the Barnett-Greengard method 123 for quasi-periodic fields which was developed specifically to tackle the problem of empty resonances. We will then present a numerical example in which the photonic crystal band structure is calculated using the multipole method and incorporates lattice sums, an approach which was found to be much less susceptible to the empty resonance problem.
5.4.2.2. Barnett-Greengard Method. The Barnett-Greengard method avoids the problem of empty resonances by introducing a new integral representation for the problem that doesn't use the quasi-periodic Green's function. Instead, the usual free-space Green's function is used and the quasi-periodicity is enforced through auxiliary layer potentials defined on the boundary of the unit cell.

The quasi-periodicity condition in 5.6 can equivalently be written as a set of boundary conditions on the unit cell $Y$. Let $L$ represent the left wall of the unit cell and $B$ represent the bottom wall. Define $a:=e^{\sqrt{-1} k_{1}}$ and $b:=e^{\sqrt{-1} k_{2}}$. Then the quasi-periodicity condition can be stated as:

$$
\begin{aligned}
\left.u\right|_{L+e_{1}} & =\left.a u\right|_{L} \\
\left.\frac{\partial u}{\partial \nu}\right|_{L+e_{1}} & =\left.a \frac{\partial u}{\partial \nu}\right|_{L} \\
\left.u\right|_{B+e_{2}} & =\left.b u\right|_{B} \\
\left.\frac{\partial u}{\partial \nu}\right|_{B+e_{2}} & =\left.b \frac{\partial u}{\partial \nu}\right|_{B} .
\end{aligned}
$$

Recall that the usual boundary integral formulation enables the determination of characteristic values of the operator valued function $\mathcal{A}^{\alpha, k}(\omega)$ given in 5.13 by finding the values $\omega$ such that the equation

$$
\mathcal{A}^{\alpha, k}(\omega)[\Psi]=0
$$

has a non-trivial solution $\Psi \in L^{2}(\partial D) \times L^{2}(\partial D)$. We note that the elements of $\mathcal{A}^{\alpha, k}(\omega)$ are quasi-periodic layer potentials. The Barnett-Greengard method uses an analogous equation

$$
\mathcal{E}^{\alpha, k}(\omega)[\Psi]=\kappa
$$

where

$$
\mathcal{E}^{\alpha, k}(\omega):=\left(\begin{array}{cc}
A & B \\
C & Q
\end{array}\right), \Psi=\binom{\eta}{\xi}, \kappa=\binom{m}{d}
$$

and the operators $A, B, C$, and $Q$, which will be explained shortly, involve layer potentials which utilize the free-space Green's function. $\eta$ represents surface potentials for the inclusion, and $\xi$ represents auxiliary surface potentials defined on the boundary of the unit cell. $m$ and $d$ are called the mismatch and the discrepancy, respectively. $m$ represents the amount by which the matching conditions at the interface fail to be satisfied and is defined as:

$$
m:=\binom{\left.u\right|_{+}-\left.u\right|_{-}}{\left.\frac{\partial u}{\partial \nu}\right|_{+}-\left.\frac{\partial u}{\partial \nu}\right|_{-}} .
$$

The discrepancy $d$ represents the amount by which the the quasi-periodicity conditions on the boundary of unit cell fail to be satisfied:

$$
d:=\left(\begin{array}{c}
\left.u\right|_{L}-\left.a^{-1} u\right|_{L+e_{1}} \\
\left.\frac{\partial u}{\partial \nu}\right|_{L}-\left.a^{-1} \frac{\partial u}{\partial \nu}\right|_{L+e_{1}} \\
\left.u\right|_{B}-\left.b^{-1} u\right|_{B+e_{2}} \\
\left.\frac{\partial u}{\partial \nu}\right|_{B}-\left.b^{-1} \frac{\partial u}{\partial \nu}\right|_{B+e_{2}}
\end{array}\right) .
$$

The aim is to find non-trivial surface potentials such that the mismatch and discrepancy are both zero. With that in mind, the characteristic values of the operator valued function $\mathcal{E}^{\alpha, k}(\omega)$ are the values $\omega$ such that the equation

$$
\mathcal{E}^{\alpha, k}(\omega) \Psi=0
$$

has a non-trivial solution $\Psi \in L^{2}(\partial D)^{4}$.
Before we discuss the operators used to construct $\mathcal{E}^{\alpha, k}(\omega)$ let us introduce the generalized layer potentials:

$$
\begin{aligned}
& \widetilde{\mathcal{S}}_{D_{1}, D_{2}}[\varphi](x)=\int_{\partial D_{2}} \sum_{m, n \in\{-1,0,1\}} a^{m} b^{n} G^{\omega}\left(x, y+m e_{1}+n e_{2}\right) \varphi(y) d \sigma(y) \\
& \widetilde{\mathcal{D}}_{D_{1}, D_{2}}[\varphi](x)=\int_{\partial D_{2}} \sum_{m, n \in\{-1,0,1\}} a^{m} b^{n} \frac{\partial G^{\omega}}{\partial \nu(y)}\left(x, y+m e_{1}+n e_{2}\right) \varphi(y) d \sigma(y), \\
& \widetilde{\mathcal{D}}_{D_{1}, D_{2}}^{*}[\varphi](x)=\int_{\partial D_{2}} \sum_{m, n \in\{-1,0,1\}} a^{m} b^{n} \frac{\partial G^{\omega}}{\partial \nu(x)}\left(x, y+m e_{1}+n e_{2}\right) \varphi(y) d \sigma(y), \\
& \widetilde{\mathcal{T}}_{D_{1}, D_{2}}[\varphi](x)=\int_{\partial D_{2}} \sum_{m, n \in\{-1,0,1\}} a^{m} b^{n} \frac{\partial^{2} G^{\omega}}{\partial \nu(x) \partial \nu(y)}\left(x, y+m e_{1}+n e_{2}\right) \varphi(y) d \sigma(y)
\end{aligned}
$$

for $x \in D_{1}$.
These layer potentials involve summations over the nearest $3 \times 3$ neighboring images. This direct summation over the nearest neighbors, such that their contribution will be excluded from the auxiliary quasi-periodic representation, has been found to result in much improved convergence rates in the fast multipole literature. If the curves $D_{1}$ and $D_{2}$ both represent the inclusion $D$ we drop subscripts and use the notation $\widetilde{\mathcal{S}}^{\omega}$ for the generalized single layer potential, and similarly for the other layer potentials.

Now we are in position to describe the role of the operators $A, B, C$, and $Q$. These operators are arrived at by substituting the representation formula

$$
u(x)= \begin{cases}\mathcal{S}[\phi](x)+\mathcal{D}[\psi](x) & x \in D \\ \widetilde{\mathcal{S}}[\phi](x)+\widetilde{\mathcal{D}}[\psi](x)+u_{Q P}[\xi](x) & x \in Y \backslash \bar{D}\end{cases}
$$

into the expressions for $m$ and $d . u_{Q P}$ is an auxiliary field that is represented by a set of layer potentials on the specific borders of the neighboring cells that touch the borders of the unit cell, and $\xi$ represents the auxiliary densities, associated with $u_{Q P}$ which are defined on these borders. The operator $A$ is similar to the $\mathcal{A}^{\alpha, k}(\omega)$ operator in the usual boundary integral formulation. It describes the effect of the inclusion densities on the mismatch and is defined as

$$
A:=\left(\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right)+\left(\begin{array}{cc}
\widetilde{\mathcal{D}}-\mathcal{D} & \widetilde{\mathcal{S}}-\mathcal{S} \\
\widetilde{\mathcal{T}}-\mathcal{T} & \widetilde{\mathcal{D}}^{*}-\mathcal{D}^{*}
\end{array}\right)
$$

The operator $C$ describes the effect of the inclusion densities on the discrepancy and is defined as:

$$
C:=\left(\begin{array}{cc}
\widetilde{\mathcal{D}}_{L, \partial D}-a^{-1} \widetilde{\mathcal{D}}_{L+e_{1}, \partial D} & -\widetilde{\mathcal{S}}_{L, \partial D}-a^{-1} \widetilde{\mathcal{S}}_{L+e_{1}, \partial D} \\
\widetilde{\mathcal{T}}_{L, \partial D}-a^{-1} \widetilde{\mathcal{T}}_{L+e_{1}, \partial D} & -\widetilde{\mathcal{D}}_{L, \partial D}^{*}-a^{-1} \widetilde{\mathcal{D}}_{L+e_{1}, \partial D}^{*} \\
\widetilde{\mathcal{D}}_{B, \partial D}-b^{-1} \widetilde{\mathcal{D}}_{B+e_{2}, \partial D} & -\widetilde{\mathcal{S}}_{B, \partial D}^{\omega}-b^{-1} \widetilde{\mathcal{S}}_{B+e_{2}, \partial D} \\
\widetilde{\mathcal{T}}_{B, \partial D}-b^{-1} \widetilde{\mathcal{T}}_{B+e_{2}, \partial D} & -\widetilde{\mathcal{D}}_{B, \partial D}^{*}-b^{-1} \widetilde{\mathcal{D}}_{B+e_{2}, \partial D}^{*}
\end{array}\right)
$$

Due to symmetry and translation invariance it can be shown that significant cancellation occurs when summing over the nearest neighbor terms, and therefore the operator $C$ can be further optimized.

The operator $Q$ describes the effect of the auxiliary densities on the discrepancy and is defined as:

$$
Q:=I+\left(\begin{array}{cc}
Q_{L L} & Q_{L B} \\
Q_{B L} & Q_{B B}
\end{array}\right)
$$

where
$Q_{L L}:=\left(\begin{array}{lll}\sum_{m \in\{-1,1\}, n \in\{-1,0,1\}} m a^{m} b^{k} \mathcal{D}_{L, L+m e_{1}+n e_{2}} & -\sum_{m \in\{-1,1\}, n \in\{-1,0,1\}} m a^{m} b^{m} b^{k} \mathcal{T}_{L, L+m e_{1}+n e_{2}} & -\sum_{m \in\{-1,1\}, n \in\{-1,0,1\}} m a^{m} b^{k} \mathcal{D}_{L, L+m e_{1}+n e_{2}}^{*}\end{array}\right)$,
$Q_{L B}:=\left(\begin{array}{ll}\sum_{m \in\{0,1\}} b^{m}\left(a \mathcal{D}_{L, B+e_{1}+m e_{2}}-a^{-2} \mathcal{D}_{L, B-2 e_{1}+m e_{2}}\right) & \sum_{m \in\{0,1\}} b^{m}\left(-a S_{L, B+e_{1}+m e_{2}}+a^{-2} S_{L, B-2 e_{1}+m e_{2}}\right) \\ \sum_{m \in\{0,1\}} b^{m}\left(a \mathcal{T}_{L, B+e_{1}+m e_{2}}-a^{-2} \mathcal{T}_{L, B-2 e_{1}+m e_{2}}\right) & \sum_{m \in\{0,1\}} b^{m}\left(-a D_{L, B+e_{1}+m e_{2}}^{*}+a^{-2} D_{L, B-2 e_{1}+m e_{2}}^{*}\right)\end{array}\right.$
$Q_{B L}:=\left(\begin{array}{cc}\sum_{m \in\{0,1\}} a^{m}\left(b \mathcal{D}_{B, L+m e_{1}+e_{2}}-b^{-2} \mathcal{D}_{B, L+m e_{1}-2 e_{2}}\right) & \sum_{m \in\{0,1\}} a^{m}\left(-b \mathcal{S}_{B, L+m e_{1}+e_{2}}+b^{-2} \mathcal{S}_{B, L+m e_{1}-2 e_{2}}\right) \\ \sum_{m \in\{0,1\}} a^{m}\left(b \mathcal{T}_{B, L+m e_{1}+e_{2}}-b^{-2} \mathcal{T}_{B, L+m e_{1}-2 e_{2}}\right) & \sum_{m \in\{0,1\}} a^{m}\left(-b \mathcal{D}_{B, L+m e_{1}+e_{2}}^{*}+b^{-2} \mathcal{D}_{B, L+m e_{1}-2 e_{2}}^{*}\right)\end{array}\right)$
$Q_{B B}:=\left(\begin{array}{ll}\sum_{m \in\{-1,1\}, n \in\{-1,0,1\}} m a^{m} b^{k} \mathcal{D}_{B, B+m e_{1}+n e_{2}} & -\sum_{m \in\{-1,1\}, n \in\{-1,0,1\}} m a^{m} b^{k} \mathcal{S}_{B, B+m e_{1}+n e_{2}} m a^{m} \sum_{m \in-1,1\}, n \in\{-1,0,1\}} m a^{k} \mathcal{D}_{B, B+m e_{1}+n e_{2}}^{*} \\ m \sum_{m \in\{-1,1\}, n \in\{-1,0,1\}} m e^{2}+n e_{2}\end{array}\right)$.

Again, due to symmetry and translational invariance the terms of the operator $Q$ are subject to cancellation.

Finally, the operator $B$, which describes the effect of the auxiliary densities on the mismatch, is defined as:

$$
\begin{aligned}
B:= & \sum_{m \in[0,1], n \in\{-1,0,1\}} a^{m} b^{n}\left(\begin{array}{llll}
\mathcal{D}_{\partial D, L+m e_{1}+n e_{2}} & -\mathcal{S}_{\partial D, L+m e_{1}+n e_{2}} & 0 & 0 \\
\mathcal{T}_{\partial D, L+m e_{1}+n e_{2}} & -\mathcal{D}_{\partial D, L+m e_{1}+n e_{2}}^{*} & 0 & 0
\end{array}\right)+ \\
& \sum_{m \in\{-1,0,1\}, n \in\{0,1\}} a^{m} b^{n}\left(\begin{array}{ccccc}
0 & 0 & \mathcal{D}_{\partial D, B+m e_{1}+n e_{2}} & -\mathcal{S}_{\partial B, L+m e_{1}+n e_{2}} \\
0 & 0 & \mathcal{T}_{\partial D, B+m e_{1}+n e_{2}} & -\mathcal{D}_{\partial D, B+m e_{1}+n e_{2}}^{*}
\end{array}\right) .
\end{aligned}
$$

By avoiding the use of the quasi-periodic Green's function, the Barnett-Greengard method can be used for photonic band structure calculations that are free from the issue of empty resonance.
5.4.2.3. Multipole Expansion Method. When $D$ is a circular disk of radius $R$, the integral equation admits an explicit representation. In this case, the solution can be represented as a sum of cylindrical waves $J_{n}(k r) e^{\sqrt{-1} n \theta}$ or $H_{n}^{(1)}(k r) e^{\sqrt{-1} n \theta}$. Here we give a multipole expansion interpretation of the integral operator $\mathcal{A}^{\alpha, k}$. It results in a numerical scheme which is much more efficient than one obtained with the usual discretization.

Recall that, for each fixed $k, \alpha$, we have to find a characteristic value of $\mathcal{A}^{\alpha, k}(\omega)$ defined by 6.15 where $\omega$ in the original operator $\mathcal{A}^{\alpha, k}$ is replaced by $\sqrt{k} \omega$. The corresponding solution is associated to transverse magnetic mode and $k$ represents the permittivity of the inclusion.

From the above expression, we see that $\mathcal{A}^{\alpha, k}$ is represented in terms of the single layer potential only. So it is enough to derive a multipole expansion version of the single layer potential.

Before computing $\mathcal{S}^{\alpha, \omega}[\varphi]$, let us first consider the single layer potential $\mathcal{S}_{D}^{\omega}[\varphi]$ for a single disk $D$. We adopt the polar coordinates $(r, \theta)$. Then, since $D$ is a circular disk, the density function $\varphi=\varphi(\theta)$ is a $2 \pi$-periodic function. So it admits the following Fourier series expansion:

$$
\varphi=\sum_{n \in \mathbb{Z}} a_{n} e^{\sqrt{-1} n \theta}
$$

for some coefficients $a_{n}$. So we only need to compute $u:=\mathcal{S}_{D}^{\omega}\left[e^{\sqrt{-1} n \theta}\right]$ which satisfies

$$
\left\{\begin{array}{l}
\Delta u+\omega^{2} u=0 \quad \text { in } \mathbb{R}^{2} \backslash \bar{D}  \tag{5.16}\\
\Delta u+\omega^{2} u=0 \quad \text { in } D \\
\left.u\right|_{+}=\left.u\right|_{-} \quad \text { on } \partial D \\
\left.\frac{\partial u}{\partial \nu}\right|_{+}-\left.\frac{\partial u}{\partial \nu}\right|_{-}=e^{\sqrt{-1} n \theta} \quad \text { on } \partial D \\
u \text { satisfies the Sommerfeld radiation condition. }
\end{array}\right.
$$

The above equation can be easily solved by using the separation of variables technique in polar coordinates. It gives

$$
\mathcal{S}_{D}^{\omega}\left[e^{\sqrt{-1} n \theta}\right]= \begin{cases}c J_{n}(\omega R) H_{n}^{(1)}(\omega r) e^{\sqrt{-1} n \theta}, & |r|>R  \tag{5.17}\\ c H_{n}^{(1)}(\omega R) J_{n}(\omega r) e^{\sqrt{-1} n \theta}, & |r| \leq R\end{cases}
$$

where $c=\frac{-\sqrt{-1} \pi R}{2}$.

Now we compute the quasi-periodic single layer potential $\mathcal{S}^{\alpha, \omega}\left[e^{\sqrt{-1} n}\right]$. Since

$$
G_{\sharp}^{\alpha, \omega}(x, y)=-\frac{\sqrt{-1}}{4} \sum_{m \in \mathbb{Z}^{2}} H_{0}^{(1)}(\omega|x-y-m|) e^{\sqrt{-1} m \cdot \alpha},
$$

we have

$$
\begin{aligned}
\mathcal{S}^{\alpha, \omega}\left[e^{\sqrt{-1} n \theta}\right] & =\mathcal{S}_{D}^{\omega}\left[e^{\sqrt{-1} n \theta}\right]+\sum_{m \in \mathbb{Z}^{2}, m \neq 0} \mathcal{S}_{D+m}^{\omega}\left[e^{\sqrt{-1} n \theta}\right] e^{\sqrt{-1} m \cdot \alpha} \\
& =\mathcal{S}_{D}^{\omega}\left[e^{\sqrt{-1} n \theta}\right]+c J_{n}(\omega R) \sum_{m \in \mathbb{Z}^{2}} H_{n}^{(1)}\left(\omega r_{m}\right) e^{\sqrt{-1} n \theta_{m}} e^{\sqrt{-1} m \cdot \alpha}
\end{aligned}
$$

Here, $D+m$ means a translation of a disk $D$ by $m$ and $\left(r_{m}, \theta_{m}\right)$ are the polar coordinates with respect to the center of $D+m$. By applying the following addition theorem:

$$
H_{n}^{(1)}\left(\omega r_{m}\right) e^{\sqrt{-1} n \theta_{m}}=\sum_{l \in \mathbb{Z}}(-1)^{n-l} H_{n-l}^{(1)}(\omega|m|) e^{\sqrt{-1} n \arg (m)} J_{l}(\omega r) e^{\sqrt{-1} l \theta}
$$

we obtain

$$
\begin{equation*}
\mathcal{S}^{\alpha, \omega}\left[e^{\sqrt{-1} n \theta}\right]=\mathcal{S}_{D}^{\omega}\left[e^{\sqrt{-1} n \theta}\right]+c J_{n}(\omega R) \sum_{l \in \mathbb{Z}}(-1)^{n-l} Q_{n-l} J_{l}(\omega r) e^{\sqrt{-1} l \theta} \tag{5.18}
\end{equation*}
$$

where $Q_{n}$ is so called the lattice sum defined by

$$
Q_{n}:=\sum_{m \in \mathbb{Z}^{2}, m \neq 0} H_{n}^{(1)}(\omega|m|) e^{\sqrt{-1} n \arg (m)} e^{\sqrt{-1} m \cdot \alpha}
$$

So, from (5.17) and 5.18, we finally obtain the explicit representation of $\mathcal{S}^{\alpha, \omega}$.
For numerical computation, we should consider the truncated series

$$
\sum_{n=-N}^{N} a_{n} \mathcal{S}^{\alpha, \omega}\left[e^{\sqrt{-1} n \theta}\right]
$$

instead of $\mathcal{S}^{\alpha, \omega}[\varphi]=\sum_{n \in \mathbb{Z}} a_{n} \mathcal{S}^{\alpha, \omega}\left[e^{\sqrt{-1} n \theta}\right]$ for some sufficiently large $N \in \mathbb{N}$. Then, using $e^{\sqrt{-1} n \theta}$ as a basis, we have the following matrix representation of the operator $\mathcal{S}^{\alpha, \omega}$ :

$$
\left.\mathcal{S}^{\alpha, \omega}[\varphi]\right|_{\partial D} \approx\left(\begin{array}{cccc}
S_{-N,-N} & S_{-N,-(N-1)} & \cdots & S_{-N, N} \\
S_{-(N-1),-N} & S_{-(N-1),-(N-1)} & \cdots & S_{-(N-1), N} \\
\vdots & & \ddots & \vdots \\
S_{N,-N} & \cdots & \cdots & S_{N N}
\end{array}\right)\left(\begin{array}{c}
a_{-N} \\
a_{-(N-1)} \\
\vdots \\
a_{N}
\end{array}\right)
$$

where $S_{m, n}$ is given by

$$
S_{m, n}=c J_{n}(\omega R) H_{n}^{(1)}(\omega R) \delta_{m n}+c J_{n}(\omega R)(-1)^{n-m} Q_{n-m} J_{m}(\omega R)
$$

Similarly, we also have the following matrix representation for $\left.\frac{\partial \mathcal{S}^{\alpha, \omega}}{\partial \nu}\right|_{ \pm}$on $\partial D$ :

$$
\left.\frac{\partial \mathcal{S}^{\alpha, \omega}}{\partial \nu}[\varphi]\right|_{ \pm} \approx\left(\begin{array}{cccc}
S_{-N,-N}^{\prime \pm} & S_{-N,-(N-1)}^{\prime \pm} & \cdots & S_{-N, N}^{\prime \pm} \\
S_{-(N-1),-N}^{\prime \pm} & S_{-(N-1),-(N-1)}^{\prime \pm} & \cdots & S_{-(N-1), N}^{\prime \pm} \\
\vdots & & \ddots & \vdots \\
S_{N,-N}^{\prime \pm} & \cdots & \cdots & S_{N N}^{\prime \pm}
\end{array}\right)\left(\begin{array}{c}
a_{-N} \\
a_{-(N-1)} \\
\vdots \\
a_{N}
\end{array}\right)
$$

where $S_{m, n}^{\prime \pm}$ is given by

$$
\begin{aligned}
S_{m, n}^{\prime \pm}= & \frac{\omega}{2}\left[ \pm 1+c\left(J_{n} \cdot\left(H_{n}^{(1)}\right)^{\prime}+J_{n}^{\prime} \cdot H_{n}^{(1)}\right)(\omega R)\right] \delta_{m n} \\
& +c J_{n}(\omega R)(-1)^{n-m} Q_{n-m} \omega J_{m}^{\prime}(\omega R) .
\end{aligned}
$$

The matrix representation of $\mathcal{A}^{\alpha, k}(\omega)$ immediately follows.
5.4.2.4. Computing the Lattice Sum Efficiently. Unfortunately, the series in the definition of $Q_{n}^{\alpha}$ suffers from very slow convergence. Here we provide an alternative representation which converges very quickly. For $n>0, Q_{n}^{\alpha}$ can be represented as

$$
Q_{n}=Q_{n}^{G}+\Delta Q_{n}
$$

where $\Delta Q_{n}$ is given by

$$
\begin{gathered}
\Delta Q_{n}=\sum_{m \in \mathbb{Z}} \frac{1}{\gamma_{m}}\left(\frac{e^{\sqrt{-1} n \theta_{m}}}{e^{-\sqrt{-1} \alpha(2)} e^{-\sqrt{-1} \gamma_{m}}-1}+(-1)^{n} \frac{e^{\sqrt{-1} n \theta_{m}}}{e^{-\sqrt{-1} \alpha(2)} e^{-\sqrt{-1} \gamma_{m}}-1}\right) \\
\beta_{m}=\alpha(1)+2 \pi m, \quad \theta_{m}=\sin ^{-1}\left(\beta_{m} / \omega\right), \quad \gamma_{m}=\sqrt{\omega^{2}-\beta_{m}^{2}}
\end{gathered}
$$

and $Q_{n}^{G}$ is given by

$$
\begin{aligned}
Q_{0}^{G}= & -1-\frac{2 \sqrt{-1}}{\pi}\left(-\psi(1)+\ln \frac{\omega}{4 \pi}\right)-\frac{2 \sqrt{-1}}{\widetilde{\gamma}_{0}}-\frac{2 \sqrt{-1}\left(\omega^{2}+2 \beta_{0}^{2}\right)}{(2 \pi)^{3}} \zeta(3) \\
& -2 \sqrt{-1} \sum_{m \in \mathbb{Z}} \frac{1}{\widetilde{\gamma}_{m}}+\frac{1}{\widetilde{\gamma}_{-m}}-\frac{1}{m \pi}-\frac{\omega^{2}+2 \beta_{0}^{2}}{(2 \pi m)^{3}}, \\
Q_{2 l}^{G}= & -2 \sqrt{-1} \frac{e^{-2 \sqrt{-1} l \theta_{0}}}{\widetilde{\gamma}_{0}}-2 \sqrt{-1} \sum_{m \in \mathbb{Z}} \frac{e^{-2 \sqrt{-1}} l \theta_{m}}{\widetilde{\gamma}_{m}}+\frac{e^{2 \sqrt{-1} l \theta_{-m}}}{\widetilde{\gamma}_{-m}}-\frac{(-1)^{l}}{m \pi}\left(\frac{\omega}{4 m \pi}\right)^{2 l} \\
- & 2 \sqrt{-1} \frac{(-1)^{l}}{\pi}\left(\frac{\omega}{4 \pi}\right)^{2 l} \zeta(2 l+1)+\frac{\sqrt{-1}}{l \pi} \\
+ & \frac{\sqrt{-1}}{\pi} \sum_{m=1}^{l}(-1)^{m} 2^{2 m} \frac{(l+m-1)!}{(2 m)!(l-m)!}\left(\frac{2 \pi}{\omega}\right)^{2 m} B_{2 m}\left(\frac{\alpha(1)}{2 \pi}\right), \\
Q_{2 l-1}^{G}= & 2 \sqrt{-1} \sum_{m \in \mathbb{Z}} \frac{e^{-\sqrt{-1}(2 l-1) \theta_{m}}}{\widetilde{\gamma}_{m}}-\frac{e^{\sqrt{-1}(2 l-1) \theta_{-m}}}{\widetilde{\gamma}_{-m}}+\sqrt{-1} \frac{(-1)^{l} \beta_{0} l}{(m \pi)^{2}}\left(\frac{\omega}{4 m \pi}\right)^{2 l-1} \\
& -2 \sqrt{-1} \frac{e^{-i(2 l-1) \theta_{0}}}{\widetilde{\gamma}_{0}}+2 \frac{(-1)^{l} \beta_{0} l}{\pi^{2}}\left(\frac{\omega}{4 \pi}\right)^{2 l-1} \zeta(2 l+1) \\
& -\frac{2}{\pi} \sum_{m=0}^{l-1}(-1)^{m} 2^{2 m} \frac{(l+m-1)!}{(2 m+1)!(l-m-1)!}\left(\frac{2 \pi}{\omega}\right)^{2 m+1} B_{2 m+1}\left(\frac{\alpha(1)}{2 \pi}\right),
\end{aligned}
$$

where $B_{m}$ is the Bernoulli polynomial and

$$
\widetilde{\gamma}_{m}= \begin{cases}\sqrt{\omega^{2}-\beta_{m}^{2}}, & \omega \geq \beta_{m} \\ -\sqrt{-1} \sqrt{\beta_{m}^{2}-\omega^{2}}, & \omega<\beta_{m}\end{cases}
$$

5.4.2.5. Numerical Example. Now we present a numerical example in which we assume $D$ is a circular disk of radius $R=0.42$ and $k=\infty$. We use Code Photonic Crystal Band Structure. The computed band structure is shown in Figure5.1. The truncation parameter for the cylindrical waves is set to be $N=8$. The points $\Gamma, X$ and $M$ represent $\alpha=(0,0), \alpha=(\pi, 0)$ and $\alpha=(\pi, \pi)$, respectively. We plot the characteristic values $\omega$ along the boundary of the triangle $\Gamma X M$. A band gap is clearly present.


Figure 5.1. The band structure for a biperiodic array of circular cylinders each with radius $R=0.42$ and $k=\infty$. The frequency is normalized to be $\omega /(\pi c)$ where $c$ is the speed of light.

### 5.5. Sensitivity Analysis with Respect to the Index Ratio

Let us now turn to the sensitivity of the band gap with respect to the contrast and/or the shape of the inclusion.

Expanding the operator-valued function $\mathcal{A}^{\alpha, k}$ in terms of $k$ and small perturbations of the shape of $D$, we calculate asymptotic expressions of its characteristic values with the help of the generalized Rouché theorem.
5.5.1. Preliminary Results. The following lemma, which is an immediate consequence of 2.289 , gives a complete asymptotic expansion of $\mathcal{A}^{\alpha, k}$ as $k \rightarrow+\infty$.

Let $\mathcal{S}_{l}^{\alpha, \omega}$ and $\left(\mathcal{K}_{l}^{-\alpha, \omega}\right)^{*}$ be given by 2.289 . Let the operators

$$
\begin{gathered}
\mathcal{A}_{0}^{\alpha}(\omega)=\left(\begin{array}{cc}
\mathcal{S}^{\alpha, \omega} & -\mathcal{S}^{\alpha, 0} \\
0 & \frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}
\end{array}\right), \\
\mathcal{A}_{1}^{\alpha}(\omega)=\left(\begin{array}{cc}
0 & -\mathcal{S}_{1}^{\alpha, \omega} \\
\left(\frac{1}{2} I-\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}\right) & \left(\mathcal{K}_{1}^{-\alpha, \omega}\right)^{*}
\end{array}\right),
\end{gathered}
$$

and, for $l \geq 2$,

$$
\mathcal{A}_{l}^{\alpha}(\omega)=\left(\begin{array}{cc}
0 & -\mathcal{S}_{l}^{\alpha, \omega} \\
0 & \left(\mathcal{K}_{l}^{-\alpha, \omega}\right)^{*}
\end{array}\right)
$$

Lemma 5.3. Suppose $\alpha \neq 0$. We have

$$
\begin{equation*}
\mathcal{A}^{\alpha, k}(\omega)=\mathcal{A}_{0}^{\alpha}(\omega)+\sum_{l=1}^{+\infty} \frac{1}{k^{l}} \mathcal{A}_{l}^{\alpha}(\omega) \tag{5.19}
\end{equation*}
$$

We now have the following lemma for the characteristic values of $\mathcal{A}_{0}^{\alpha}$.
Lemma 5.4. Suppose $\alpha \neq 0$. Then $\omega_{0}^{\alpha} \in \mathbb{R}$ is a characteristic value of $\mathcal{A}_{0}^{\alpha}$ if and only if $\left(\omega_{0}^{\alpha}\right)^{2}$ is either an eigenvalue of $-\Delta$ in $D$ with the Dirichlet boundary condition or an eigenvalue of $-\Delta$ in $Y \backslash \bar{D}$ with the Dirichlet boundary condition on $\partial D$ and the quasi-periodic condition on $\partial Y$.

Proof. Suppose that $\omega=\omega_{0}^{\alpha} \in \mathbb{R}$ is a characteristic value of $\mathcal{A}_{0}^{\alpha}$. Then there is $(\phi, \psi) \neq 0$ such that

$$
\left\{\begin{array}{l}
\mathcal{S}^{\alpha, \omega}[\phi]-\mathcal{S}^{\alpha, 0}[\psi]=0,  \tag{5.20}\\
\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)[\psi]=0
\end{array} \quad \text { on } \partial D\right.
$$

It then follows from Lemma 2.94 that $\psi=0$ and hence $\mathcal{S}^{\alpha, \omega}[\phi]=0$ on $\partial D$. Since $\phi \neq 0, \mathcal{S}^{\alpha, \omega}[\phi] \neq 0$ either in $D$ or in $Y \backslash \bar{D}$ and hence $\left(\omega_{0}^{\alpha}\right)^{2}$ is either an eigenvalue of $-\Delta$ in $D$ with the Dirichlet boundary condition or an eigenvalue of $-\Delta$ in $Y \backslash \bar{D}$ with the Dirichlet boundary condition on $\partial D$ and the quasi-periodic condition on $\partial Y$, and $\mathcal{S}^{\alpha, \omega}[\phi]$ is an associated eigenfunction.

Conversely if $\left(\omega_{0}^{\alpha}\right)^{2}$ is an eigenvalue of $-\Delta$ in $D$ with the Dirichlet boundary condition, then by Green's representation formula, we have

$$
u(x)=-\mathcal{S}^{\alpha, \omega}\left[\left.\frac{\partial u}{\partial \nu}\right|_{\partial D}\right], \quad x \in D
$$

Thus (5.20) holds with $(\phi, \psi)=\left(\partial u /\left.\partial \nu\right|_{\partial D}, 0\right)$. The other case can be treated similarly using 2.290 . This completes the proof.

At this moment let us invoke the results in [260] (see also [218, 259, 423]). In 260, it is shown, by a completely different argument which involves the convergence of quadratic forms, that the spectrum of 5.6 for $\alpha \neq 0$ accumulates near the spectrum of $-\Delta$ in $D$ with the Dirichlet boundary condition on $\partial D$ as $k \rightarrow+\infty$. According to this result, the eigenvalue of the exterior problem is not realized as a limit of eigenvalues of the problem 5.6. In fact, the limit of the corresponding eigenfunctions is given by

$$
u(x)= \begin{cases}\mathcal{S}^{\alpha, \omega}[\phi], & x \in D \\ \mathcal{S}^{\alpha, 0}[\psi]=0, & x \in Y \backslash \bar{D}\end{cases}
$$

where the pair $(\phi, \psi)$ is defined by 5.20 . If $\left(\omega_{0}^{\alpha}\right)^{2}$ is an eigenvalue for the exterior problem and not for the interior problem, then $\mathcal{S}^{\alpha, \omega}[\phi]=0$ in $D$ and hence $u=0$ in $Y$.

The following lemma was first proved in [260, 259].
LEmmA 5.5. Let $\left(\omega^{0}\right)^{2}$ (with $\omega^{0}>0$ ) be a simple eigenvalue of $-\Delta$ in $D$ with the Dirichlet boundary condition. There exists a unique eigenvalue $\left(\omega^{\alpha, k}\right)^{2}$ (with $\omega^{\alpha, k}>0$ ) of (5.6) lying in a small complex neighborhood $V$ of $\omega^{0}$. Indeed, $\omega^{0}$ and $\omega^{\alpha, k}$ are simple poles of $\left(\mathcal{A}_{0}^{\alpha}\right)^{-1}$ and $\left(\mathcal{A}^{\alpha, k}\right)^{-1}$, respectively.
5.5.2. Full Asymptotic Expansion. Combining now the generalized Rouché theorem together with Lemma 5.3, we are able to derive complete asymptotic formulas for the characteristic values of $\omega \mapsto \mathcal{A}^{\alpha, k}(\omega)$. Applying Theorem 1.14 yields that

$$
\omega^{\alpha, k}-\omega^{0}=\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V}\left(\omega-\omega^{0}\right)\left(\mathcal{A}^{\alpha, k}\right)^{-1}(\omega) \frac{d}{d \omega} \mathcal{A}^{\alpha, k}(\omega) d \omega
$$

Suppose that the quasi-momentum $\alpha \neq 0$. We obtain the following complete asymptotic expansion for the eigenvalue perturbations $\omega^{\alpha, k}-\omega^{0}$.

Theorem 5.6. Let $V$ be as in Lemma 5.5. Suppose $\alpha \neq 0$. Then the following asymptotic expansion holds:

$$
\begin{equation*}
\omega^{\alpha, k}-\omega^{0}=\frac{1}{2 \sqrt{-1} \pi} \sum_{p=1}^{+\infty} \frac{1}{p} \sum_{n=p}^{+\infty} \frac{1}{k^{n}} \operatorname{tr} \int_{\partial V} B_{n, p}^{\alpha}(\omega) d \omega \tag{5.21}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{n, p}^{\alpha}(\omega)=(-1)^{p} \sum_{\substack{n_{1}+\ldots+n_{p}=n \\ n_{i} \geq 1}}\left(\mathcal{A}_{0}^{\alpha}\right)^{-1}(\omega) \mathcal{A}_{n_{1}}^{\alpha}(\omega) \ldots\left(\mathcal{A}_{0}^{\alpha}\right)^{-1}(\omega) \mathcal{A}_{n_{p}}^{\alpha}(\omega) \tag{5.22}
\end{equation*}
$$

and

$$
\left(\mathcal{A}_{0}^{\alpha}\right)^{-1}(\omega)=\left(\begin{array}{cc}
\left(\mathcal{S}^{\alpha, \omega}\right)^{-1} & \left(\mathcal{S}^{\alpha, \omega}\right)^{-1} \mathcal{S}^{\alpha, 0}\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)^{-1}  \tag{5.23}\\
0 & \left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)^{-1}
\end{array}\right)
$$

5.5.3. Leading-Order Term. Let us compute the leading-order term in the expansion of $\omega^{\alpha, k}-\omega^{0}$. Let $u^{0}$ be the (normalized) eigenvector associated to the simple eigenvalue $\left(\omega^{0}\right)^{2}$ and let $\varphi:=\partial u^{0} /\left.\partial \nu\right|_{-}$so that

$$
\begin{equation*}
u^{0}(x)=-\mathcal{S}^{\alpha, \omega^{0}}[\varphi](x) \quad \text { for } x \in D \tag{5.24}
\end{equation*}
$$

We first establish the following lemma.

Lemma 5.7. The following identity holds:

$$
\begin{equation*}
\left\langle\varphi,\left.\frac{d}{d \omega} \mathcal{S}^{\alpha, \omega}[\varphi]\right|_{\omega=\omega^{0}}\right\rangle=-2 \omega^{0} \int_{D}\left|u^{0}\right|^{2} \tag{5.25}
\end{equation*}
$$

Proof. From 2.278, it follows that

$$
\Delta \frac{d}{d \omega} G^{\alpha, \omega}(x, y)+\omega^{2} \frac{d}{d \omega} G^{\alpha, \omega}(x, y)=-2 \omega G^{\alpha, \omega}(x, y)
$$

and therefore,

$$
\frac{d}{d \omega} G^{\alpha, \omega}(x, y)=-2 \omega \int_{Y} G^{\alpha, \omega}(x, z) G^{\alpha, \omega}(z, y) d z
$$

Consequently, for any $\psi \in L^{2}(\partial D)$,

$$
\begin{aligned}
\frac{d \mathcal{S}^{\alpha, \omega}[\psi](x)}{d \omega} & =\frac{d}{d \omega} \int_{\partial D} G^{\alpha, \omega}(x, y) \psi(y) d \sigma(y) \\
& =\int_{\partial D} \frac{d}{d \omega} G^{\alpha, \omega}(x, y) \psi(y) d \sigma(y) \\
& =-2 \omega \int_{Y} G^{\alpha, \omega}(x, z) \int_{\partial D} G^{\alpha, \omega}(z, y) \psi(y) d \sigma(y) d z \\
& =-2 \omega \int_{Y} G^{\alpha, \omega}(x, z) \mathcal{S}^{\alpha, \omega}[\psi](z) d z
\end{aligned}
$$

Using the fact that

$$
\mathcal{S}^{\alpha, \omega^{0}}[\varphi]= \begin{cases}-u^{0} & \text { in } D \\ 0 & \text { in } Y \backslash \bar{D}\end{cases}
$$

we compute

$$
\begin{aligned}
\left\langle\varphi,\left.\frac{d \mathcal{S}^{\alpha, \omega}[\varphi]}{d \omega}\right|_{\omega=\omega^{0}}\right\rangle=\left.\int_{\partial D} \varphi(x) \frac{d \mathcal{S}^{-\alpha, \omega}}{d \omega}[\bar{\varphi}](x)\right|_{\omega=\omega^{0}} d \sigma(x) \\
\quad=-2 \omega^{0} \int_{\partial D} \varphi(x) \int_{Y} G^{\alpha, \omega^{0}}(x, z) \mathcal{S}^{-\alpha, \omega^{0}}[\bar{\varphi}](z) d z d \sigma(x) \\
\quad=-2 \omega^{0} \int_{\partial D} \int_{\partial D} \int_{Y} G^{\alpha, \omega^{0}}(x, z) G^{-\alpha, \omega^{0}}(y, z) \varphi(x) \bar{\varphi}(y) d z d \sigma(x) d \sigma(y) \\
\quad=-2 \omega^{0} \int_{Y}\left|\int_{\partial D} G^{\alpha, \omega^{0}}(x, z) \varphi(x) d \sigma(x)\right|^{2} d z \\
\quad=-2 \omega^{0} \int_{Y}\left|\mathcal{S}^{\alpha, \omega^{0}}[\varphi](z)\right|^{2} d z \\
\quad=-2 \omega^{0} \int_{D}\left|u^{0}(z)\right|^{2} d z
\end{aligned}
$$

which yields the desired formula.

We are now ready to prove the following theorem.
TheOrem 5.8. Let $v^{\alpha}$ be the unique $\alpha$-quasi-periodic solution to

$$
\begin{cases}\Delta v^{\alpha}=0 & \text { in } Y \backslash \bar{D}  \tag{5.26}\\ \left.\frac{\partial v^{\alpha}}{\partial \nu}\right|_{+}=\left.\frac{\partial u^{0}}{\partial \nu}\right|_{-} & \text {on } \partial D\end{cases}
$$

The following asymptotic expansion holds:

$$
\begin{equation*}
\omega^{\alpha, k}-\omega^{0}=-\frac{1}{k} \frac{\int_{Y \backslash \bar{D}}\left|\nabla v^{\alpha}\right|^{2}}{2 \omega^{0} \int_{D}\left|u^{0}\right|^{2}}+O\left(\frac{1}{k^{2}}\right) \quad \text { as } k \rightarrow+\infty \tag{5.27}
\end{equation*}
$$

Proof. Because of (5.24, we get

$$
\left(\frac{1}{2} I-\left(\mathcal{K}^{-\alpha, \omega^{0}}\right)^{*}\right)[\varphi]=\varphi
$$

Moreover, since $\omega^{0}$ is the only simple pole in $V$ of the mapping $\omega \mapsto\left(\mathcal{S}^{\alpha, \omega}\right)^{-1}$, we can write 78

$$
\left(\mathcal{S}^{\alpha, \omega}\right)^{-1}=\frac{1}{\omega-\omega^{0}} T+\mathcal{Q}^{\alpha, \omega}
$$

where the operator-valued function $\mathcal{Q}^{\alpha, \omega}$ is holomorphic in $\omega$ in $V, T: L^{2}(\partial D) \rightarrow$ $\operatorname{span}\{\varphi\}$ is such that $T \mathcal{S}^{\alpha, \omega^{0}}=\mathcal{S}^{\alpha, \omega^{0}} T=0$, and

$$
\left.T \frac{d}{d \omega} \mathcal{S}^{\alpha, \omega}\right|_{\omega=\omega^{0}}=\frac{1}{\|\varphi\|_{L^{2}}^{2}}\langle\varphi, \cdot\rangle \varphi
$$

is the orthogonal projection from $L^{2}(\partial D)$ into $\operatorname{span}\{\varphi\}$. Here $(\cdot, \cdot)$ is the $L^{2}$-inner product on $\partial D$. It can also be shown that

$$
\begin{equation*}
T=\frac{1}{\left\langle\varphi,\left.\frac{d}{d \omega} \mathcal{S}^{\alpha, \omega}[\varphi]\right|_{\omega=\omega^{0}}\right\rangle}\langle\varphi, \cdot\rangle \varphi \tag{5.28}
\end{equation*}
$$

It then follows from the residue theorem that

$$
\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V}\left(\mathcal{A}_{0}^{\alpha}\right)^{-1}(\omega) \mathcal{A}_{1}^{\alpha}(\omega) d \omega=\operatorname{tr}\left[T \mathcal{S}^{\alpha, 0}\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)^{-1}\left(\frac{1}{2} I-\left(\mathcal{K}^{-\alpha, \omega^{0}}\right)^{*}\right)\right]
$$

Let

$$
v^{\alpha}(x):=\mathcal{S}^{\alpha, 0}\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)^{-1}[\varphi](x), \quad x \in Y \backslash \bar{D}
$$

Then $v^{\alpha}$ is the unique $\alpha$-quasi-periodic solution to 5.26 and

$$
\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V}\left(\mathcal{A}_{0}^{\alpha}\right)^{-1}(\omega) \mathcal{A}_{1}^{\alpha}(\omega) d \omega=\frac{1}{\|\varphi\|_{L^{2}}^{2}}\left\langle\varphi, T v^{\alpha}\right\rangle
$$

Therefore, we have from 5.21

$$
\omega^{\alpha, k}-\omega^{0}=-\frac{1}{k\|\varphi\|_{L^{2}}^{2}}\left\langle\varphi, T v^{\alpha}\right\rangle+O\left(\frac{1}{k^{2}}\right) \quad \text { as } k \rightarrow+\infty
$$

By virtue of 5.28, it follows that

$$
\frac{1}{\|\varphi\|_{L^{2}}^{2}}\left\langle\varphi, T v^{\alpha}\right\rangle=\frac{1}{\left\langle\varphi,\left.\frac{d}{d \omega} \mathcal{S}^{\alpha, \omega}[\varphi]\right|_{\omega=\omega^{0}}\right\rangle}\left\langle\varphi, v^{\alpha}\right\rangle
$$

Integration by parts yields

$$
\left\langle\varphi, v^{\alpha}\right\rangle=-\int_{Y \backslash \bar{D}}\left|\nabla v^{\alpha}\right|^{2}
$$

and hence we obtain 5.27 from Lemma 5.7. This completes the proof.

Note that if $u^{0}$ is normalized, then (5.27) can be rewritten as

$$
\begin{equation*}
\left(\omega^{\alpha, k}\right)^{2}-\left(\omega^{0}\right)^{2}=-\frac{1}{k} \int_{Y \backslash \bar{D}}\left|\nabla v^{\alpha}\right|^{2}+O\left(\frac{1}{k^{2}}\right) \quad \text { as } k \rightarrow+\infty . \tag{5.29}
\end{equation*}
$$

5.5.4. Periodic Case. Turning now to the periodic case ( $\alpha=0$ ), we first introduce the following notation. Let $\chi Y$ denote the constant function 1 on $Y$. Let the operator $\widetilde{\Delta}$ be acting on $\operatorname{span}\left\{\chi(Y), H_{0}^{1}(D)\right\}$, with

$$
\widetilde{\Delta} u:=\left\{\begin{array}{l}
-\Delta\left(\left.u\right|_{D}\right) \text { in } D,  \tag{5.30}\\
\frac{1}{|Y \backslash \bar{D}|} \int_{\partial D} \frac{\partial}{\partial \nu}\left(\left.u\right|_{D}\right) \quad \text { in } Y \backslash \bar{D} .
\end{array}\right.
$$

See 260 . It is worth mentioning that the eigenvalue problem for $\widetilde{\Delta}$ can be written as

$$
\left\{\begin{array}{l}
\Delta u+\omega^{2} u=0 \quad \text { in } D, \\
u+\frac{1}{|Y \backslash \bar{D}|} \int_{D} u=0 \text { on } \partial D .
\end{array}\right.
$$

Define the sequence of operator-valued functions $\left(\widetilde{\mathcal{A}}_{l}^{0}\right)_{l \in \mathbb{N}}$ by

$$
\begin{gather*}
\widetilde{\mathcal{A}}_{0}^{0}(\omega)=\left(\begin{array}{cc}
\mathcal{S}^{0, \omega} & -\frac{1}{\omega^{2}} \int_{\partial D} \\
\frac{1}{2} I-\left(\mathcal{K}^{0, \omega}\right)^{*} & \frac{1}{2} I+\left(\mathcal{K}^{0,0}\right)^{*}
\end{array}\right),  \tag{5.31}\\
\widetilde{\mathcal{A}}_{1}^{0}(\omega)=\left(\begin{array}{cc}
0 & -\mathcal{S}^{0,0} \\
0 & \left(\mathcal{K}_{1}^{0, \omega}\right)^{*}
\end{array}\right), \quad \widetilde{\mathcal{A}}_{l}^{0}(\omega)=\left(\begin{array}{cc}
0 & -\mathcal{S}_{l-1}^{0, \omega} \\
0 & \left(\mathcal{K}_{l}^{0, \omega}\right)^{*}
\end{array}\right) \tag{5.32}
\end{gather*}
$$

for $l \geq 2$, and set

$$
\begin{equation*}
\widetilde{B}_{n, p}^{0}(\omega)=(-1)^{p} \sum_{\substack{n_{1}+\ldots+n_{p}=n \\ n_{i} \geq 1}}\left(\widetilde{\mathcal{A}}_{0}^{0}\right)^{-1}(\omega) \widetilde{\mathcal{A}}_{n_{1}}^{0}(\omega) \ldots\left(\widetilde{\mathcal{A}}_{0}^{0}\right)^{-1}(\omega) \widetilde{\mathcal{A}}_{n_{p}}^{0}(\omega) . \tag{5.33}
\end{equation*}
$$

Here, the operators $\mathcal{S}_{l}^{0, \omega}$ and $\left(\mathcal{K}_{l}^{0, \omega}\right)^{*}$ are given by 2.289 with $\alpha=0$.
The following complete asymptotic expansion of $\tilde{\mathcal{A}}^{0, k}$ as $k \rightarrow+\infty$ holds:

$$
\widetilde{\mathcal{A}}^{0, k}(\omega)=\widetilde{\mathcal{A}}_{0}^{0}(\omega)+\sum_{l=1}^{+\infty} \frac{1}{k^{l}} \widetilde{\mathcal{A}}_{l}^{0}(\omega) .
$$

On the other hand, we have the following lemma on the characteristic value of $\widetilde{\mathcal{A}}_{0}^{0}$, whose proof will be given in Section 5.9.

## Lemma 5.9. Suppose that $\left(\widetilde{\omega}^{0}\right)^{2}$ (with $\left.\widetilde{\omega}^{0}>0\right)$ is not an eigenvalue of $-\Delta$ in

 $Y \backslash \bar{D}$ with Dirichlet boundary condition on $\partial D$ and the periodic condition on $\partial Y$. Then $\left(\widetilde{\omega}^{0}\right)^{2}$ is an eigenvalue of $\widetilde{\Delta}$ if and only if $\widetilde{\omega}^{0}$ is a characteristic value of the operator-valued function $\widetilde{\mathcal{A}}_{0}^{0}$.Analogously to Theorem 5.6, the asymptotic formula for $\alpha=0$ follows from a direct application of Theorem 1.14

ThEOREM 5.10. Suppose $\alpha=0$. Let $\left(\widetilde{\omega}^{0}\right)^{2}\left(\right.$ with $\left.\widetilde{\omega}^{0}>0\right)$ be a simple eigenvalue of $\widetilde{\Delta}$. There exists a unique eigenvalue $\left(\omega^{0, k}\right)^{2}\left(\right.$ with $\left.\omega^{0, k}>0\right)$ of (5.6) lying in a small complex neighborhood of $\left(\widetilde{\omega}^{0}\right)^{2}$ and the following asymptotic expansion holds:

$$
\begin{equation*}
\omega^{0, k}-\widetilde{\omega}^{0}=\frac{1}{2 \sqrt{-1} \pi} \sum_{p=1}^{+\infty} \frac{1}{p} \sum_{n=p}^{+\infty} \frac{1}{k^{n}} \operatorname{tr} \int_{\partial V} \widetilde{B}_{n, p}^{0}(\omega) d \omega \tag{5.34}
\end{equation*}
$$

where $V$ is a small complex neighborhood of $\widetilde{\omega}^{0}$ and $\widetilde{B}_{n, p}^{0}(\omega)$ is given by 5.33.).
5.5.5. The case when $|\alpha|$ is of order $1 / \sqrt{k}$. In this subsection we derive an asymptotic expansion which is valid for $|\alpha|$ of order $O(1 / \sqrt{k})$, not just for fixed $\alpha \neq 0$ or $\alpha=0$, as has been considered in the previous subsections. We give the limiting behavior of $\omega^{\alpha, k}$ in this case.

Recall that we seek for the characteristic value of the operator-valued function $\omega \mapsto \mathcal{A}^{\alpha, k}(\omega)$ where $\mathcal{A}^{\alpha, k}(\omega)$ is given in (5.13). One of the difficulties in dealing with the operator when $|\alpha|$ is of order $1 / \sqrt{k}$ is that $\mathcal{A}^{\alpha, k}(\omega)$ has a singularity at $\omega^{2}=|\alpha|^{2} / k$ as one can see from the first formula in Subsection 2.13.1. In order to avoid this difficulty, we use an argument different from those in the previous sections.

Note that finding a characteristic value of $\mathcal{A}^{\alpha, k}(\omega)$ is equivalent to finding a nonzero $(\varphi, \psi)$ satisfying

$$
\left\{\begin{array}{l}
\mathcal{S}^{\alpha, \omega}[\varphi]-\mathcal{S}^{\alpha, \frac{\omega}{\sqrt{k}}}[\psi]=0,  \tag{5.35}\\
\frac{1}{k}\left(\frac{1}{2} I-\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}\right)[\varphi]+\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \frac{\omega}{\sqrt{k}}}\right)^{*}\right)[\psi]=0
\end{array}\right.
$$

on $\partial D$. If such a pair $(\varphi, \psi)$ exists, then $\varphi \neq 0$. In fact, if $\varphi=0$, then

$$
\mathcal{S}^{\alpha, \frac{\omega}{\sqrt{k}}}[\psi]=0 \quad \text { and }\left.\quad \frac{\partial \mathcal{S}^{\alpha, \frac{\omega}{\sqrt{k}}}[\psi]}{\partial \nu}\right|_{+}=\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \frac{\omega}{\sqrt{k}}}\right)^{*}\right)[\psi]=0 \quad \text { on } \partial D .
$$

If $k$ is so large that $\omega^{2} / k$ is not a Dirichlet eigenvalue on $D$, then it follows that $\mathcal{S}^{\alpha, \frac{\omega}{\sqrt{k}}}[\psi]=0$ in $D$ and $Y \backslash \bar{D}$, and hence $\psi=0$. Therefore finding a nonzero $(\varphi, \psi)$ satisfying (5.35) amounts to finding a nonzero $\varphi$ satisfying

$$
\left[\left(\frac{1}{2} I-\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}\right)+k\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \frac{\omega}{\sqrt{k}}}\right)^{*}\right)\left(\mathcal{S}^{\alpha, \frac{\omega}{\sqrt{k}}}\right)^{-1} \mathcal{S}^{\alpha, \omega}\right][\varphi]=0
$$

on $\partial D$. Thus finding a characteristic value of $\mathcal{A}^{\alpha, k}(\omega)$ is equivalent to finding a characteristic value of the operator-valued function

$$
\begin{equation*}
\omega \mapsto\left(\frac{1}{2} I-\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}\right)+k N^{\alpha, \frac{\omega}{\sqrt{k}}} \mathcal{S}^{\alpha, \omega} \tag{5.36}
\end{equation*}
$$

where we put

$$
\begin{equation*}
N^{\alpha, \frac{\omega}{\sqrt{k}}}:=\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \frac{\omega}{\sqrt{k}}}\right)^{*}\right)\left(\mathcal{S}^{\alpha, \frac{\omega}{\sqrt{k}}}\right)^{-1} \tag{5.37}
\end{equation*}
$$

Note that $N^{\alpha, \frac{\omega}{\sqrt{k}}}$ can be extended to the Dirichlet-to-Neumann map for

$$
\Delta+\frac{\omega^{2}}{k} \quad \text { on } Y \backslash \bar{D}
$$

with $\alpha$-quasi-periodic condition on $\partial Y$, which is defined for

$$
\frac{\omega^{2}}{k}<\min _{\alpha \in]-\pi, \pi]^{2}} \kappa(\alpha)
$$

Here $\kappa(\alpha)$ is the smallest eigenvalue of $-\Delta$ with the Dirichlet boundary condition on $\partial D$ and quasi-periodicity on $\partial Y$. Furthermore, $N^{\alpha, \frac{\omega}{\sqrt{k}}}$ depends smoothly both on $\omega$ and $\alpha$. Therefore, we have the expansion

$$
N^{\alpha, \frac{\omega}{\sqrt{k}}}=N^{\alpha, 0}+\left.\frac{\omega^{2}}{k} \frac{d}{d\left(t^{2}\right)} N^{\alpha, t}\right|_{t=0}+O\left(\frac{1}{k^{2}}\right)
$$

A further expansion in terms of $\alpha$ yields

$$
\begin{equation*}
N^{\alpha, \frac{\omega}{\sqrt{k}}}=N^{\alpha, 0}+\frac{\omega^{2}}{k} \dot{N}+O\left(\frac{|\alpha|}{k}\right)+\left(\frac{1}{k^{2}}\right) \tag{5.38}
\end{equation*}
$$

where

$$
\begin{equation*}
\dot{N}:=\left.\frac{d}{d\left(t^{2}\right)} N^{0, t}\right|_{t=0} \tag{5.39}
\end{equation*}
$$

The expansion 5.38 was first obtained by Friedlander [218.
In order to obtain a better understanding of the operator $\dot{N}$, let us consider the following problem for $t$ small:

$$
\left\{\begin{array}{l}
\Delta u_{t}+t^{2} u_{t}=0 \quad \text { in } Y \backslash \bar{D} \\
u_{t}=f \text { on } \partial D \\
u_{t} \text { and } \frac{\partial u_{t}}{\partial \nu} \text { are periodic on } \partial Y .
\end{array}\right.
$$

Since

$$
N^{0, t}[f]=\left.\frac{\partial u_{t}}{\partial \nu}\right|_{\partial D}
$$

one can see that

$$
\begin{equation*}
\dot{N}[f]=\left.\frac{\partial w}{\partial \nu}\right|_{\partial D} \tag{5.40}
\end{equation*}
$$

where $w=\partial u_{t} /\left.\partial\left(t^{2}\right)\right|_{\partial D}$, which is the solution to

$$
\left\{\begin{array}{l}
\Delta w+u_{0}=0 \quad \text { in } Y \backslash \bar{D} \\
w=0 \text { on } \partial D \\
w \text { and } \frac{\partial w}{\partial \nu} \text { are periodic on } \partial Y
\end{array}\right.
$$

Using 5.40, we can derive relevant estimates for $\dot{N}$. We have

$$
\|\dot{N}[f]\|_{H^{-1 / 2}(\partial D)}=\left\|\frac{\partial w}{\partial \nu}\right\|_{H^{-1 / 2}(\partial D)} \leq C\|w\|_{H^{1}(D)} \leq C^{\prime}\left\|u_{0}\right\|_{H^{-1}(D)}
$$

Therefore, we have for example

$$
\begin{equation*}
\|\dot{N}[f]\|_{H^{-1 / 2}(\partial D)} \leq C\|f\|_{H^{1 / 2}(\partial D)} \tag{5.41}
\end{equation*}
$$

It should be noted that the estimate (5.41) is not optimal.
The following lemma will be useful.

LEMMA 5.11. Let $u_{1}, u_{2}, \ldots$ be the eigenfunctions corresponding to $0 \leq \omega_{1}^{\alpha, k} \leq$ $\omega_{2}^{\alpha, k} \leq \ldots$ For a given constant $M$ there exists $C$ such that

$$
\begin{equation*}
\left\|u_{j}-\frac{1}{|\partial D|} \int_{\partial D} u_{j}\right\|_{H^{1 / 2}(\partial D)} \leq C\left(|\alpha|+\frac{1}{k}\right)\left\|u_{j}\right\|_{H^{1}(D)} \tag{5.42}
\end{equation*}
$$

for all $j$ satisfying $\omega_{j}^{\alpha, k} \leq M$. Furthermore,

$$
\begin{equation*}
\left|\int_{D} u_{i} \overline{u_{j}}+\int_{\partial D} \dot{N}\left[\left.u_{i}\right|_{\partial D}\right] \overline{u_{j}}\right| \leq C\left(|\alpha|+\frac{1}{k}\right)\left\|u_{i}\right\|_{H^{1}(D)}\left\|u_{j}\right\|_{H^{1}(D)} \tag{5.43}
\end{equation*}
$$

provided that $\omega_{i}^{\alpha, k} \neq \omega_{j}^{\alpha, k}$. If $\omega_{i}^{\alpha, k}=\omega_{j}^{\alpha, k}$ for some $i \neq j$, then we can choose $u_{i}$ and $u_{j}$ in such a way that 5.43) holds.

Proof. We get from 5.38 that

$$
\begin{aligned}
N^{0,0}\left[u_{j}-\frac{1}{|\partial D|} \int_{\partial D} u_{j}\right]= & \frac{1}{k}\left(\frac{\partial u_{j}}{\partial \nu}-\left(\omega_{j}^{\alpha}\right)^{2} \dot{N}\left[\left.u_{j}\right|_{\partial D}\right]\right) \\
& +\left(N^{0,0}-N^{\alpha, 0}\right)\left[\left.u_{j}\right|_{\partial D}\right]+O(|\alpha|)+O\left(\frac{1}{k}\right)
\end{aligned}
$$

Note that $N^{0,0}$ is the Dirichlet-to-Neuman map defined on $\partial D$ for the Laplacian in $Y \backslash \bar{D}$ with the periodic boundary condition on $\partial Y$, and hence it is invertible as an operator from $H_{0}^{1 / 2}(\partial D)$ into $H_{0}^{-1 / 2}(\partial D)$, where the subscript 0 indicates the zero-mean value (in a weak sense for $H_{0}^{-1 / 2}(\partial D)$ ). Since $N^{\alpha, 0}-N^{0,0}=O(|\alpha|)$ as an operator from $H^{1 / 2}(\partial D)$ into $H^{-1 / 2}(\partial D), 5.41$ leads to

$$
\left\|u_{j}-\frac{1}{|\partial D|} \int_{\partial D} u_{j}\right\|_{H^{1 / 2}(\partial D)} \leq C\left(|\alpha|+\frac{1}{k}\right)\left\|u_{j}\right\|_{H^{1 / 2}(\partial D)}
$$

from which 5.42 follows.
To prove (5.43), we introduce a notation for the quadratic form: Let

$$
\begin{equation*}
E(u, v):=\int_{D} \nabla u \cdot \overline{\nabla v} d x \tag{5.44}
\end{equation*}
$$

Since $N^{\alpha, \omega_{i}^{\alpha, k}}$ is the Dirichlet-to-Neuman map for the exterior problem, it follows from the divergence theorem that

$$
\begin{aligned}
& \left(\omega_{i}^{\alpha, k}\right)^{2}\left(\int_{D} u_{i} \bar{u}_{j}+\int_{\partial D} \dot{N}\left[\left.u_{i}\right|_{\partial D}\right] \bar{u}_{j}\right) \\
& \quad=E\left(u_{i}, u_{j}\right)-\int_{\partial D}\left(k N^{\alpha, \omega_{i}^{\alpha, k}}-\left(\omega_{i}^{\alpha, k}\right)^{2} \dot{N}\right)\left[\left.u_{i}\right|_{\partial D}\right] \bar{u}_{j}
\end{aligned}
$$

We also have

$$
\begin{aligned}
& \left(\omega_{j}^{\alpha, k}\right)^{2}\left(\int_{D} u_{i} \cdot \bar{u}_{j}+\int_{\partial D} \dot{N}\left[\left.u_{i}\right|_{\partial D}\right] \bar{u}_{j}\right) \\
& \quad=E\left(u_{i}, u_{j}\right)-\int_{\partial D}\left(u_{i} k N^{\alpha, \omega_{j}^{\alpha, k}}\left[\left.u_{j}\right|_{\partial D}\right]-\left(\omega_{i}^{\alpha, k}\right)^{2} \dot{N}\left[\left.u_{i}\right|_{\partial D}\right]\right) \bar{u}_{j} \\
& \quad=E\left(u_{i}, u_{j}\right)-\int_{\partial D}\left(k N^{\alpha, \omega_{j}^{\alpha, k}}-\left(\omega_{j}^{\alpha, k}\right)^{2} \dot{N}\right)\left[\left.u_{i}\right|_{\partial D}\right] \bar{u}_{j}
\end{aligned}
$$

where the last equality holds thanks to the fact that the Dirichlet-to-Neuman map is self-adjoint. Consequently,

$$
\begin{aligned}
& \left(\left(\omega_{i}^{\alpha, k}\right)^{2}-\left(\omega_{j}^{\alpha, k}\right)^{2}\right)\left(\int_{D} u_{i} \bar{u}_{j}+\int_{\partial D} \dot{N}\left[\left.u_{i}\right|_{\partial D}\right] \bar{u}_{j}\right) \\
& \quad=\int_{\partial D}\left(\left(k N^{\alpha, \omega_{j}^{\alpha, k}}-\left(\omega_{j}^{\alpha, k}\right)^{2} \dot{N}\right)-\left(k N^{\alpha, \omega_{i}^{\alpha, k}}-\left(\omega_{i}^{\alpha, k}\right)^{2} \dot{N}\right)\right)\left[\left.u_{i}\right|_{\partial D}\right] \bar{u}_{j} \\
& =\int_{\partial D}\left(\left(k N^{\alpha, \omega_{j}^{\alpha, k}}-k N^{\alpha, 0}-\left(\omega_{j}^{\alpha, k}\right)^{2} \dot{N}\right)\right. \\
& \left.\quad-\left(k N^{\alpha, \omega_{i}^{\alpha, k}}-k N^{\alpha, 0}-\left(\omega_{i}^{\alpha, k}\right)^{2} \dot{N}\right)\right)\left[\left.u_{i}\right|_{\partial D}\right] \bar{u}_{j}
\end{aligned}
$$

Hence, 5.43 follows from (5.38, and the proof is complete.
The estimate 5.42 shows that if $|\alpha|$ and $1 / k$ are small enough, then $u_{j}$ is almost constant on $\partial D$, which is in good agreement with the case when $\alpha=0$.

### 5.6. Photonic Band Gap Opening

In this section we discuss the photonic band gap opening in the limiting case as $k$ tends to $+\infty$. We will not include proofs in this section since very similar ones will be given in Section 6.3 .

Let $\omega_{j}$ be the eigenvalues of $-\Delta$ in $D$ with Dirichlet conditions and let $\widetilde{\omega}_{j}$ be the eigenvalues of $\widetilde{\Delta}$ defined in 5.30 . Then the following min-max characterization of $\omega_{j}$ and $\widetilde{\omega}_{j}$ is proved in [260] (see also Lemma 6.16):

$$
\begin{equation*}
\omega_{j}^{2}=\min _{N_{j}} \max _{u \in N_{j},\|u\|_{L^{2}(D)}=1} E(u, u), \tag{5.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{\omega}_{j}^{2}=\min _{N_{j}} \max _{u \in N_{j},\|\mathbf{u}\|_{L^{2}(D)}=1} \frac{E(u, u)}{1-\left|\int_{D} u\right|^{2}} \tag{5.46}
\end{equation*}
$$

where the minimum is taken over all $j$-dimensional subspaces $N_{j}$ of $H_{0}^{1}(D)$ and the quadratic form $E$ is defined by 5.44 . Using the min-max characterization, one can show the following interlacing relation:

$$
\begin{equation*}
\omega_{j} \leq \widetilde{\omega}_{j} \leq \omega_{j+1}, \quad j=1,2, \ldots \tag{5.47}
\end{equation*}
$$

One can also show the following: For any $\varepsilon>0$ and $j$, there exist $c_{1}$ and $c_{2}$ sufficiently small such that we have

$$
\begin{equation*}
\widetilde{\omega}_{j}-\epsilon \leq \omega_{j+1}^{\alpha, k} \leq \omega_{j+1} \tag{5.48}
\end{equation*}
$$

for $|\alpha| \leq c_{1}$ and $k>1 / c_{2}$. See Lemma 6.18.
Since 0 is an eigenvalue of the periodic problem with multiplicity 1 , combining formulas (5.21), 5.34, and 5.48) shows that the spectral bands converge, as $k \rightarrow$ $+\infty$, to

$$
\begin{equation*}
\left[0, \omega_{1}\right] \cup\left[\widetilde{\omega}_{1}, \omega_{2}\right] \cup\left[\widetilde{\omega}_{2}, \omega_{3}\right] \cup \ldots \tag{5.49}
\end{equation*}
$$

and hence we have a band gap if and only if the following holds:

$$
\begin{equation*}
\omega_{j}<\widetilde{\omega}_{j} \quad \text { for some } j \tag{5.50}
\end{equation*}
$$

It is proved in 260 that the spectral bands converge to 5.49 in a somewhat different way and 5.50 holds provided that $\int_{D} u_{j} \neq 0$ where $u_{j}$ is an eigenfunction corresponding to $\omega_{j}^{2}$.

As we will see in the next chapter, the situation for the phononic crystal is more subtle and complicated. Among other reasons, it is because, unlike the case of the Laplace operator, 0 is an eigenvalue of the periodic problem for the Lamé system with multiplicity 2 (in two dimensions).

### 5.7. Sensitivity Analysis with Respect to Small Perturbations in the Geometry of the Holes

Suppose that $D$ is of class $\mathcal{C}^{2}$. Let $D_{\epsilon}$ be an $\epsilon$-perturbation of $D$; i.e., let $h \in \mathcal{C}^{1}(\partial D)$ and $\partial D_{\epsilon}$ be given by

$$
\partial D_{\epsilon}=\{\widetilde{x}: \widetilde{x}=x+\epsilon h(x) \nu(x), x \in \partial D\}
$$

Define the operator-valued function $\mathcal{A}_{\epsilon}^{\alpha}$ by

$$
\mathcal{A}_{\epsilon}^{\alpha}: \omega \mapsto\left(\begin{array}{cc}
\mathcal{S}_{D_{\epsilon}}^{\alpha, \omega} & -\mathcal{S}_{D_{\epsilon}}^{\alpha, \frac{\omega}{\sqrt{k}}} \\
\frac{1}{k}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{\epsilon}}^{-\alpha, \omega}\right)^{*}\right) & \frac{1}{2} I+\left(\mathcal{K}_{D_{\epsilon}}^{-\alpha, \frac{\omega}{\sqrt{k}}}\right)^{*}
\end{array}\right)
$$

Write

$$
\frac{\partial G^{\alpha, \omega}}{\partial \nu(x)}(x, y)=\frac{1}{2 \pi} \frac{\langle x-y, \nu(x)\rangle}{|x-y|^{2}}+R^{\alpha, \omega}(x, y)
$$

where $R^{\alpha, \omega}(x, y)$ is smooth for all $x$ and $y$. Following Section 3.2.2, we have a uniformly convergent expansion for the length element $d \sigma_{\epsilon}(\widetilde{y})$ on $\partial D_{\epsilon}$; i.e.,

$$
d \sigma_{\epsilon}(\widetilde{y})=\sum_{n=0}^{+\infty} \epsilon^{n} \sigma^{(n)}(y) d \sigma(y)
$$

where $\sigma^{(n)}$ are bounded functions, and easily prove that the following lemma holds.
Lemma 5.12. Let $\Psi_{\epsilon}$ be the diffeomorphism from $\partial D$ onto $\partial D_{\epsilon}$ given by $\Psi_{\epsilon}(x)=$ $x+\epsilon h(x) \nu(x)$. Let $N \in \mathbb{N}$. There exist $C$ depending only on $N$, the $\mathcal{C}^{2}$-norm of $D$, and $\|h\|_{\mathcal{C}^{1}(\partial D)}$ such that for any $\widetilde{\varphi} \in L^{2}\left(\partial D_{\epsilon}\right)$,

$$
\left\|\mathcal{S}_{D_{\epsilon}}^{\alpha, \omega}[\widetilde{\varphi}] \circ \Psi_{\epsilon}-\mathcal{S}^{\alpha, \omega}[\varphi]-\sum_{n=1}^{N} \epsilon^{n} \mathcal{S}_{\alpha, \omega}^{(n)}[\varphi]\right\|_{L^{2}(\partial D)} \leq C \epsilon^{N+1}\|\varphi\|_{L^{2}(\partial D)}
$$

and

$$
\left\|\left(\left(\mathcal{K}_{D_{\epsilon}}^{-\alpha, \omega}\right)^{*}[\widetilde{\varphi}]\right) \circ \Psi_{\epsilon}-\left(\mathcal{K}^{\alpha, \omega}\right)^{*} \varphi-\sum_{n=1}^{N} \epsilon^{n} \mathcal{K}_{\alpha, \omega}^{(n)}[\varphi]\right\|_{L^{2}(\partial D)} \leq C \epsilon^{N+1}\|\varphi\|_{L^{2}(\partial D)}
$$

where $\varphi:=\widetilde{\varphi} \circ \Psi_{\epsilon}$. Here
$\mathcal{S}_{\alpha, \omega}^{(n)}[\varphi](x)=\sum_{l=0}^{n} \sum_{|\beta|=l} \frac{1}{\beta!} \int_{\partial D} \partial^{\beta} G^{\alpha, \omega}(x, y)(h(x) \nu(x)-h(y) \nu(y))^{l} \sigma^{(n-l)}(y) \varphi(y) d \sigma(y)$,
and

$$
\begin{aligned}
& \mathcal{K}_{\alpha, \omega}^{(n)}[\varphi](x)=\mathcal{K}_{\omega}^{(n)}[\varphi](x) \\
& \quad+\sum_{l=0}^{n} \sum_{|\beta|=l} \frac{1}{\beta!} \int_{\partial D} \partial^{\beta} R^{\alpha, \omega}(x, y)(h(x) \nu(x)-h(y) \nu(y))^{l} \sigma^{(n-l)}(y) \varphi(y) d \sigma(y)
\end{aligned}
$$

and the bounded operators $\mathcal{K}_{\omega}^{(n)}=\mathcal{K}_{D, \omega}^{(n)}$ are defined in 2.146.
The sensitivity analysis with respect to small perturbations in the geometry of the holes consists of expanding, based on Lemma 5.12, $\mathcal{A}_{\epsilon}^{\alpha}$ in terms of $\epsilon$ to calculate asymptotic expressions of its characteristic values. This can be done in exactly the same manner as in Theorem 5.6.

### 5.8. Proof of the Representation Formula

In this section we provide a proof of representation formula 5.10 which plays a central role in our analysis.

Theorem 5.13. Suppose that $\omega^{2}$ is not an eigenvalue for $-\Delta$ in $Y \backslash \bar{D}$ with Dirichlet boundary condition on $\partial D$ and quasi-periodic boundary condition on $\partial Y$ and assume $\omega^{2} / k$ is not an eigenvalue for $-\Delta$ in $D$ with Dirichlet boundary condition on $\partial D$. Then, for any eigenfunction $u$ of (5.6), there exists one and only one pair $(\phi, \psi) \in L^{2}(\partial D) \times L^{2}(\partial D)$ such that $u$ has the representation (5.11). Moreover, $(\phi, \psi)$ is the solution to the integral equation (5.12). The mapping $u \longmapsto(\phi, \psi)$ from solutions of (5.6) to solutions of the system of integral equations (5.12) is one-toone.

We first prove the following lemma.
Lemma 5.14. Suppose that $u$ is an eigenfunction of (5.6). Then

$$
\left.u\right|_{\partial D} \perp \operatorname{Ker}\left(\mathcal{S}^{-\alpha, \omega}\right) .
$$

Here $\mathcal{S}^{-\alpha, \omega}$ is considered an operator from $L^{2}(\partial D)$ into $H^{1}(\partial D)$.
Proof. To prove this lemma, we observe that, since $\left(\Delta+\omega^{2}\right) u=0$ in $D$,

$$
u(x)=\mathcal{D}^{\alpha, \omega}\left[\left.u\right|_{\partial D}\right](x)-\mathcal{S}^{\alpha, \omega}\left[\left.\frac{\partial u}{\partial \nu}\right|_{-}\right](x), \quad x \in D,
$$

and consequently,

$$
\left.\frac{1}{2} u\right|_{\partial D}=\mathcal{K}^{\alpha, \omega}\left[\left.u\right|_{\partial D}\right]-\mathcal{S}^{\alpha, \omega}\left[\left.\frac{\partial u}{\partial \nu}\right|_{-}\right]
$$

Let $\phi \in \operatorname{Ker}\left(\mathcal{S}^{-\alpha, \omega}\right)$. Because of the assumption on $\omega^{2}$, we immediately deduce that $\mathcal{S}^{-\alpha, \omega}[\phi]=0$ in $Y \backslash \bar{D}$, and hence

$$
\left\{\begin{array}{l}
\mathcal{S}^{-\alpha, \omega}[\phi]=0,  \tag{5.51}\\
\frac{1}{2} \phi+\left(\mathcal{K}^{\alpha, \omega}\right)^{*}[\phi]=0 \quad \text { on } \partial D .
\end{array}\right.
$$

Then, we have

$$
\begin{aligned}
\frac{1}{2}\left\langle\left. u\right|_{\partial D}, \phi\right\rangle & =\left\langle\mathcal{K}^{\alpha, \omega}\left[\left.u\right|_{\partial D}\right], \phi\right\rangle-\left\langle\mathcal{S}^{\alpha, \omega}\left[\left.\frac{\partial u}{\partial \nu}\right|_{-}\right], \phi\right\rangle \\
& =\left\langle\left. u\right|_{\partial D},\left(\mathcal{K}^{\alpha, \omega}\right)^{*}[\phi]\right\rangle-\left\langle\left.\frac{\partial u}{\partial \nu}\right|_{-}, \mathcal{S}^{-\alpha, \omega}[\phi]\right\rangle \\
& =-\frac{1}{2}\left\langle\left. u\right|_{\partial D}, \phi\right\rangle-0
\end{aligned}
$$

which proves the lemma.

Proof of Theorem 5.13. We first note that the problem of finding $(\phi, \psi)$ is equivalent to solving the two equations

$$
\begin{cases}\mathcal{S}^{\alpha, \omega}[\phi]=\left.u\right|_{\partial D} & \text { on } \partial D  \tag{5.52}\\ \left(-\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}\right)[\phi]=\left.\frac{\partial u}{\partial \nu}\right|_{-} & \text {on } \partial D\end{cases}
$$

and

$$
\begin{cases}\mathcal{S}^{\alpha, \frac{\omega}{\sqrt{k}}}[\psi]=\left.u\right|_{\partial D} & \text { on } \partial D  \tag{5.53}\\ \left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \frac{\omega}{\sqrt{k}}}\right)^{*}\right)[\psi]=\left.\frac{\partial u}{\partial \nu}\right|_{+} & \text {on } \partial D\end{cases}
$$

Here we only consider the problem of finding $\phi$, the solution to 5.52 ; the problem of finding $\psi$ can be solved in the same way.

From Lemma 5.14 it follows that there exists $\phi_{0} \in L^{2}(\partial D)$ such that

$$
\mathcal{S}^{\alpha, \omega}\left[\phi_{0}+\phi\right]=\left.u\right|_{\partial D} \quad \text { on } \partial D, \quad \forall \phi \in \operatorname{Ker}\left(\mathcal{S}^{\alpha, \omega}\right)
$$

Hence, to show existence of a solution to $\sqrt{5.52)}$, it suffices to prove that there exists $\phi \in \operatorname{Ker}\left(\mathcal{S}^{\alpha, \omega}\right)$ such that the second equation in 5.52) is satisfied by $\phi_{0}+\phi$. Thanks to the second equation in (5.51), this equation becomes

$$
\begin{equation*}
\phi=\left.\frac{\partial\left(\mathcal{S}^{\alpha, \omega}\left[\phi_{0}\right]-u\right)}{\partial \nu}\right|_{-} \tag{5.54}
\end{equation*}
$$

and then, we only need to show that

$$
\left.\frac{\partial\left(\mathcal{S}^{\alpha, \omega}\left[\phi_{0}\right]-u\right)}{\partial \nu}\right|_{-} \in \operatorname{Ker}\left(\mathcal{S}^{\alpha, \omega}\right)
$$

which is an immediate consequence of the fact that $\mathcal{S}^{\alpha, \omega}\left[\phi_{0}\right]-u$ is a solution to $\Delta+\omega^{2}$ in $D$ with the Dirichlet boundary condition. We have then proved the existence of a solution to 5.52 .

Suppose now that we have two solutions $\phi_{1}$ and $\phi_{2}$ to $(5.52)$. Then, because of the assumption on $\omega^{2}$, we have $\mathcal{S}^{\alpha, \omega}\left[\phi_{1}-\phi_{2}\right]=0$ in $Y \backslash \bar{D}$, and hence

$$
\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}\right)\left[\phi_{1}-\phi_{2}\right]=0 \quad \text { on } \partial D
$$

By the second equation in 5.52, we have $\phi_{1}=\phi_{2}$.
So far, we have shown that there are unique $\phi$ and $\psi$ satisfying (5.52) and (5.53), respectively. The jump conditions satisfied by $u$ immediately show that the pair $(\phi, \psi)$ satisfies the system of integral equations 5.12 .

Conversely, suppose that $(\phi, \psi)$ is a nontrivial solution to the system of integral equations (5.12). Then defining $u$ by (5.11), we only need to show that $u$ is not trivial to conclude that $u$ is an eigenfunction of 5.6. Suppose that $u=0$ in $Y$.

Then $\mathcal{S}^{\alpha, \omega}[\phi]=0$ in $D$, and by the assumption on $\omega^{2}$, we deduce that $\mathcal{S}^{\alpha, \omega}[\phi]=0$ in $Y \backslash \bar{D}$. Finally, from the jump of the normal derivative of $\mathcal{S}^{\alpha, \omega}[\phi]$ on $\partial D$, we deduce that $\phi=0$. The assumption on $\omega^{2} / k$ leads to $\psi=0$. This is in contradiction to the fact that $(\phi, \psi) \neq(0,0)$. This completes the proof.

### 5.9. Characterization of the Eigenvalues of $\widetilde{\Delta}$

Let $\widetilde{\omega}_{0}$ be a characteristic value of the operator-valued function $\widetilde{\mathcal{A}}_{0}^{0}$. Let $(\phi, \psi)$ be a root function associated with $\widetilde{\omega}_{0}$. Set

$$
u=\mathcal{S}^{0, \omega}[\phi]-\frac{1}{\widetilde{\omega}_{0}^{2}} \int_{\partial D} \psi
$$

and

$$
c=\frac{1}{\widetilde{\omega}_{0}^{2}|Y \backslash \bar{D}|} \int_{\partial D}\left(-\frac{1}{2} I+\left(\mathcal{K}^{0, \omega}\right)^{*}\right)[\phi]
$$

It follows from 2.291 that

$$
c=\frac{1}{\widetilde{\omega}_{0}^{2}} \int_{\partial D} \psi
$$

and therefore, $-\Delta(u+c)=\widetilde{\omega}_{0}^{2}(u+c)$ in $D$ and $u=0$ on $\partial D$. Thus, we conclude that $\widetilde{\omega}_{0}^{2}$ is an eigenvalue of $\widetilde{\Delta}$.

Conversely, assume that $\widetilde{\omega}_{0}^{2}\left(\right.$ with $\left.\widetilde{\omega}_{0}>0\right)$ is an eigenvalue of $\widetilde{\Delta}$ associated with $u+c$, where $u \in H_{0}^{1}(D)$, and

$$
c=\frac{1}{|Y \backslash \bar{D}| \widetilde{\omega}_{0}^{2}} \int_{\partial D} \frac{\partial u}{\partial \nu}
$$

Let $\phi$ be a solution to

$$
\begin{equation*}
\left(\frac{1}{2} I-\left(\mathcal{K}^{0, \widetilde{\omega}_{0}}\right)^{*}\right)[\phi]=\frac{\partial u}{\partial \nu} \quad \text { on } \partial D \tag{5.55}
\end{equation*}
$$

Such a solution exits even though $\widetilde{\omega}_{0}^{2}$ is an eigenvalue of the Laplacian in $D$ with Neumann boundary condition since in this case $\partial u / \partial \nu$ is orthogonal in $L^{2}$ to the associated Neumann eigenvector. Set

$$
\begin{equation*}
\psi=-\left(\frac{1}{2} I+\left(\mathcal{K}^{0,0}\right)^{*}\right)^{-1}\left[\frac{\partial u}{\partial \nu}\right] . \tag{5.56}
\end{equation*}
$$

Then, $(\phi, \psi)$ satisfies

$$
\left(\begin{array}{cc}
\mathcal{S}^{0, \widetilde{\omega}_{0}} & -\frac{1}{\widetilde{\omega}_{0}^{2}} \int_{\partial D} \\
\frac{1}{2} I-\left(\mathcal{K}^{0, \widetilde{\omega}_{0}}\right)^{*} & \frac{1}{2} I+\left(\mathcal{K}^{0,0}\right)^{*}
\end{array}\right)\binom{\phi}{\psi}=0
$$

which proves that $\widetilde{\omega}_{0}$ is a characteristic value of $\widetilde{\mathcal{A}}_{0}^{0}$.

### 5.10. Maximizing Band Gaps in Photonic Crystals

Let $Y$ denote the periodic unit cell $[0,1)^{2}$. To study the optimal design of photonic band gaps, we consider the quasi-periodic eigenvalue problems:

$$
\begin{equation*}
-(\nabla+\sqrt{-1} \alpha) \cdot(\nabla+\sqrt{-1} \alpha) u_{\alpha}=\left(\omega^{\alpha}\right)^{2} q(x) u_{\alpha} \tag{5.57}
\end{equation*}
$$

and

$$
\begin{equation*}
-(\nabla+\sqrt{-1} \alpha) \frac{1}{q(x)} \cdot(\nabla+\sqrt{-1} \alpha) v_{\alpha}=\left(\omega^{\alpha}\right)^{2} v_{\alpha} \tag{5.58}
\end{equation*}
$$

where $\alpha$ is in the Brillouin zone and the density function $q(x)$ is given by

$$
q(x)= \begin{cases}q_{1} & \text { for } x \in \Omega \backslash \bar{D}  \tag{5.59}\\ q_{2} & \text { for } x \in D\end{cases}
$$

The eigenvalue problem (5.57) is for the transverse magnetic polarization while (5.58) is for the transverse electric polarization.

The spectrum of (5.57) (resp. 5.58) is composed of a sequence of nonnegative eigenvalues, each of finite multiplicity. Repeating them according to multiplicity, we denote them

$$
0 \leq \omega_{1}^{\alpha} \leq \omega_{2}^{\alpha} \leq \omega_{3}^{\alpha} \ldots \rightarrow+\infty
$$

If we use the level set method (see Appendix B.2) to represent the interface $\partial D$, then

$$
q(x)= \begin{cases}q_{1} & \text { for }\{x, \phi(x)<0\} \\ q_{2} & \text { for }\{x, \phi(x)>0\}\end{cases}
$$

A typical design goal is to maximize the band gap in the transverse magnetic or the transverse electric case. In both cases, we write [185, 286, 257,159

$$
\begin{equation*}
\mathcal{J}[D]=\inf _{\alpha} \omega_{j+1}^{\alpha}-\sup _{\alpha} \omega_{j}^{\alpha} \tag{5.60}
\end{equation*}
$$

and maximize $\mathcal{J}[D]$ with respect to the level set function $\phi$. An analysis of the problem shows that it may be nonsmooth, i.e., Lipschitz continuous but not differentiable with respect to $\phi$, for several reasons [185]. First of all, the inf and sup in the definition of $\mathcal{J}$ are nonsmooth functions. Moreover, multiple eigenvalues introduce a nondifferentiability with respect to $\phi$. However, one can still use generalized gradients and bundle optimization techniques to overcome this difficulty.

The generalized gradient of a locally Lipschitz function is defined as follows 176, Chapter 2]. Let $X$ be a real Banach space and let $f: X \rightarrow \mathbb{R}$ be Lipschitz near a given point $x \in X$. Define

$$
\widetilde{f}(x, v):=\limsup _{y \rightarrow x, t \rightarrow 0^{+}} \frac{f(y+t v)-f(y)}{t}
$$

The generalized gradient of $f$ at $x$, denoted $\partial f(x)$, is the (nonempty) weak*compact subset of $X^{*}$ (the dual space of continuous linear functionals on $X$ ) whose support function is $\widetilde{f}(x, \cdot)$. Thus $\zeta \in \partial f(x)$ if and only if $\widetilde{f}(x, v) \geq(\zeta, v)$ for all $v$ in $X$. It is also worth noticing that if $f$ admits a Gâteaux derivative $f_{G}^{\prime}(x)$ at $x$, then $f_{G}^{\prime}(x) \in \partial f(x)$. Moreover, if $f$ is continuously differentiable at $x$, then $\partial f(x)$ reduces to a singleton: $\partial f(x)=\left\{f^{\prime}(x)\right\}$.

Let co denote the convex hull, i.e., the set of all convex combinations of elements in the given set. Returning now to our optimal design problem, the generalized gradient of $\omega_{j}^{\alpha}$ with respect to $\phi$ can be written as follows [185, 286]:

$$
\partial_{\phi} \omega_{j}^{\alpha} \subset \text { co }\left\{-\frac{1}{2}\left(q_{2}-q_{1}\right) \omega_{j}^{\alpha}\left|u_{\alpha}\right|^{2}: u_{\alpha} \in \mathcal{V}_{T M}^{(j)}(q, \alpha)\right\}
$$

in the transverse magnetic case, and

$$
\partial_{\phi} \omega_{j}^{\alpha} \subset \operatorname{co}\left\{\frac{1}{2 \omega_{j}^{\alpha}}\left(\frac{1}{q_{2}}-\frac{1}{q_{1}}\right)\left|(\nabla+\sqrt{-1} \alpha) v_{\alpha}\right|^{2}: v_{\alpha} \in \mathcal{V}_{T E}^{(j)}(q, \alpha)\right\}
$$

in the TE case, where $\mathcal{V}_{T M}^{(j)}$ (and $\mathcal{V}_{T E}^{(j)}$ ) are the span of all eigenfunctions $u_{\alpha}$ (and $v_{\alpha}$ ) associated with the eigenvalue $\omega_{j}^{\alpha}$, respectively, and satisfying the normalization $\int_{Y} q\left|u_{\alpha}\right|^{2}=1$ and $\int_{Y}\left|v_{\alpha}\right|^{2}=1$. The shape derivatives of $\mathcal{J}[D]$ are given by

$$
d_{\mathcal{S}} \mathcal{J}[D]=\int_{\partial D} V_{T M}\left(\text { or } V_{T E}\right) \theta \cdot \nu d \sigma
$$

where the velocities which give the ascent direction for the optimization are $\mathbf{1 8 5}$, 286

$$
\begin{align*}
V_{T M} \subset & \subset 0\left\{-\frac{1}{2}\left(q_{2}-q_{1}\right) \omega_{j+1}^{\alpha}\left|u_{\alpha}\right|^{2}: u_{\alpha} \in \mathcal{V}_{T M}^{(j+1)}(q, \alpha)\right\}  \tag{5.61}\\
& -\operatorname{co}\left\{-\frac{1}{2}\left(q_{2}-q_{1}\right) \omega_{j}^{\alpha}\left|u_{\alpha}\right|^{2}: u_{\alpha} \in \mathcal{V}_{T M}^{(j)}(q, \alpha)\right\}
\end{align*}
$$

and

$$
\begin{align*}
V_{T E} \subset & \subset \operatorname{co}\left\{\frac{1}{2 \omega_{j+1}^{\alpha}}\left(\frac{1}{q_{2}}-\frac{1}{q_{1}}\right)\left|(\nabla+\sqrt{-1} \alpha) v_{\alpha}\right|^{2}: v_{\alpha} \in \mathcal{V}_{T E}^{(j+1)}(q, \alpha)\right\}  \tag{5.62}\\
& -\operatorname{co}\left\{\frac{1}{2 \omega_{j}^{\alpha}}\left(\frac{1}{q_{2}}-\frac{1}{q_{1}}\right)\left|(\nabla+\sqrt{-1} \alpha) v_{\alpha}\right|^{2}: v_{\alpha} \in \mathcal{V}_{T E}^{(j)}(q, \alpha)\right\}
\end{align*}
$$

### 5.11. Photonic Cavities

Let $k$ be a positive constant and let $k(x)$ be a periodic function with period 1 in $x_{1}$ and $x_{2}$ such that

$$
k(x)= \begin{cases}k & \text { in } Y \backslash \bar{D} \\ 1 & \text { in } D\end{cases}
$$

Consider the solution $u$ to the following problem:

$$
\begin{equation*}
\nabla \cdot k(x) \nabla u+\omega^{2} n(x) u=0 \tag{5.63}
\end{equation*}
$$

Suppose that $n(x)-1$ is compactly supported in a bounded domain $\Omega \subset \mathbb{R}^{2}$, and is assumed to be known. $\Omega$ is a localized defect inserted into the photonic crystal. It can be proved that the introduction of a localized defect does not change the essential spectrum of the operator.

Assume that the operator $\nabla \cdot k(x) \nabla$ has a gap in the spectrum and seek for $\omega$ inside the bandgap such that 5.63 has a nontrivial solution. As in Chapter 3.3 , we can use an integral formulation to compute $\omega$. We can formally rewrite the solution to 5.63 in integral form

$$
\begin{equation*}
u(x)+\omega^{2} \int_{\Omega}(n(y)-1) G_{\omega}(x, y) u(y) d y=0, \quad x \in \mathbb{R}^{2} \tag{5.64}
\end{equation*}
$$

where $G_{\omega}$ is the Green's function of $\nabla \cdot k(x) \nabla+\omega^{2}$ in $\mathbb{R}^{2}$. Notice that for frequencies in the band gap, $G_{\omega}$ is exponentially decaying. We have $\mathbf{1 8 0}$

$$
\begin{equation*}
\left|G_{\omega}(x, y)\right|=O\left(e^{-C \operatorname{dist}\left(\omega^{2}, \sigma(-\nabla \cdot k(x) \nabla)\right)}\right) \quad \text { as }|x-y| \rightarrow \infty \tag{5.65}
\end{equation*}
$$

with $C$ being a positive constant and $\sigma(-\nabla \cdot k(x) \nabla)$ is the spectrum of $-\nabla \cdot k(x) \nabla$.
We call $\omega$ a defect mode if its value in (5.64) yields nontrivial solutions $u(x)$ of (5.64). Hence, in view of 5.65), a defect mode is a solution to the wave equation which is exponentially localized in the defect while its time dependence is harmonic and can be computed by the same approach as the one presented in Chapter 3.3. Moreover, using the generalized argument principle, we can also compute the sensitivity of the defect modes with respect to $n$ and $\Omega$.

### 5.12. Concluding Remarks

In this chapter we have first discussed the structure of spectra of periodic elliptic operators. The main tool of the theory is the Floquet transform. We have also performed a high-order sensitivity analysis of the spectral properties of high contrast band gap materials, consisting of a background medium which is perforated by a periodic array of holes, with respect to the index ratio and small perturbations in the geometry of the holes. The asymptotic expansions have been obtained by transforming the spectral problem into a system of equations involving singular integral operators, a Taylor expansion of the associated kernels, and the generalized Rouché theorem. The leading-order terms in our expansions have been explicitly computed.

Our approach in this chapter will be extended in the next chapter to the equations of linear elasticity.

## CHAPTER 6

## Phononic Band Gaps

### 6.1. Introduction

In the past decade there has been a steady growth of interest in the propagation of elastic waves through inhomogeneous materials. The ultimate objective of these investigations has been the design of the so-called phononic band gap materials or phononic crystals. The most recent research in this field has focused on theoretical and experimental demonstrations of band gaps in two-dimensional and three-dimensional structures constructed of high contrast elastic materials arranged in a periodic array. This type of structure prevents elastic waves in certain frequency ranges from propagating and could be used to generate frequency filters with control of pass or stop bands, as beam splitters, as sound or vibration protection devices, or as elastic waveguides. See, for example, 448, 186, 307, 427.

To mathematically formulate the problem investigated in this chapter, set $D$ to be a connected domain with Lipschitz boundary lying inside the open square $(0,1)^{2}$. As in Chapter 5, an important example of phononic crystals consists of a background elastic medium of constant Lamé parameters $\lambda$ and $\mu$ which is perforated by an array of arbitrary-shaped inclusions $\Omega=\bigcup_{n \in \mathbb{Z}^{2}}(D+n)$ periodic along each of the two orthogonal coordinate axes in the plane. These inclusions have Lamé constants $\widetilde{\lambda}, \widetilde{\mu}$. The shear modulus $\mu$ of the background medium is assumed to be larger than that of the inclusion $\widetilde{\mu}$. Then we investigate the spectrum of the self-adjoint operator defined by

$$
\begin{equation*}
\mathbf{u} \mapsto-\nabla \cdot(C \nabla \mathbf{u})=-\sum_{j, k, l=1}^{2} \frac{\partial}{\partial x_{j}}\left(C_{i j k l} \frac{\partial u_{k}}{\partial x_{l}}\right) \tag{6.1}
\end{equation*}
$$

which is densely defined on $L^{2}\left(\mathbb{R}^{2}\right)^{2}$. Here the elasticity tensor $C$ is given by

$$
\begin{equation*}
C_{i j k l}:=\left(\lambda \chi\left(\mathbb{R}^{2} \backslash \bar{\Omega}\right)+\tilde{\lambda} \chi(\Omega)\right) \delta_{i j} \delta_{k l}+\left(\mu \chi\left(\mathbb{R}^{2} \backslash \bar{\Omega}\right)+\widetilde{\mu} \chi(\Omega)\right)\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right) \tag{6.2}
\end{equation*}
$$

where $\chi(\Omega)$ is the indicator function of $\Omega$.
In this chapter we adopt this specific two-dimensional model to understand the relationship between the contrast of the shear modulus and the band gap structure of the phononic crystal. We will also consider the case of two materials with different densities in order to investigate the relation between the density contrast and the band gap structure.

By Floquet theory in Section 5.2, the spectrum of the Lamé system with periodic coefficients is represented as a union of bands, called the phononic band structure. Carrying out a band structure calculation for a given phononic crystal involves a family of eigenvalue problems, as the quasi-momentum is varied over the first Brillouin zone. The problem of finding the spectrum of 6.1 is reduced to a
family of eigenvalue problems with quasi-periodicity condition; i.e.,

$$
\begin{equation*}
\nabla \cdot(C \nabla \mathbf{u})+\omega^{2} \mathbf{u}=0 \text { in } \mathbb{R}^{2} \tag{6.3}
\end{equation*}
$$

with the periodicity condition

$$
\begin{equation*}
\mathbf{u}(x+n)=e^{\sqrt{-1} \alpha \cdot n} \mathbf{u}(x) \quad \text { for every } n \in \mathbb{Z}^{2} \tag{6.4}
\end{equation*}
$$

Here the quasi-momentum $\alpha$ varies over the Brillouin zone $[0,2 \pi)^{2}$. Each of these operators has compact resolvent so that its spectrum consists of discrete eigenvalues of finite multiplicity. We show that these eigenvalues are the characteristic values of meromorphic operator-valued functions that are of Fredholm type of index zero. As in Chapter 5. this yields a natural and efficient approach to the computation of the band gap phononic structure which is based on a combination of boundary element methods and Muller's method for finding complex roots of scalar equations. See Section 1.6. Following Chapter 5, we proceed from the generalized Rouché theorem to construct complete asymptotic expressions for the characteristic values as the Lamé parameter $\mu$ of the background goes to infinity. For $\alpha \neq 0$, we prove that the discrete spectrum of $\sqrt{6.3}$ accumulates near the Dirichlet eigenvalues of the Lamé system in $D$ as $\mu$ goes to infinity. We then obtain a full asymptotic formula for the eigenvalues. The leading-order term is of order $\mu^{-1}$ and can be calculated explicitly. For the periodic case $\alpha=0$, we establish a formula for the asymptotic behavior of the eigenvalues. It turns out that their limiting set is generically different from that for $\alpha \neq 0$. We also consider the case when $|\alpha|$ is of order $1 / \sqrt{\mu}$ and derive an asymptotic expansion for the eigenvalues in this case as well. Not surprisingly, this formula tends continuously to the previous ones as $\alpha \sqrt{\mu}$ goes to zero or to infinity. We finally provide a criterion for exhibiting gaps in the band structure. As we said before, the existence of those spectral gaps implies that the elastic waves in those frequency ranges are prohibited from travelling through the elastic body. Our criterion shows that the smaller the density of the matrix, the wider the band gap, provided that the criterion is fulfilled. This phenomenon was reported in $\mathbf{2 0 2}$ where it was observed that periodic elastic composites, whose matrix has lower density and higher shear modulus compared to those of inclusions, yield better open gaps.

### 6.2. Asymptotic Behavior of Phononic Band Gaps

The phononic crystal we consider in this chapter is a homogeneous elastic medium of Lamé constants $\lambda, \mu$ which contains a periodic (with respect to the lattice $\mathbb{Z}^{2}$ ) array of arbitrary-shaped inclusions $\Omega=\bigcup_{n \in \mathbb{Z}^{2}}(D+n)$. These inclusions have Lamé constants $\widetilde{\lambda}, \widetilde{\mu}$.

We use the same notation as in Chapter 5. Let $Y=(0,1)^{2}$ denote the fundamental periodic cell. For each quasi-momentum $\alpha \in[0,2 \pi)^{2}$, set $\sigma_{\alpha}(D)$ to be the (discrete) spectrum of the operator defined by (6.1) with the condition that
$e^{-\sqrt{-1} \alpha \cdot x} \mathbf{u}$ is periodic. In other words, $\sigma_{\alpha}(D)$ is the spectrum of the problem

$$
\begin{cases}\mathcal{L}^{\lambda, \mu} \mathbf{u}+\omega^{2} \mathbf{u}=0 & \text { in } Y \backslash \bar{D}  \tag{6.5}\\ \mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}} \mathbf{u}+\omega^{2} \mathbf{u}=0 & \text { in } D \\ \left.\mathbf{u}\right|_{+}-\left.\mathbf{u}\right|_{-}=0 & \text { on } \partial D \\ \left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{+}-\left.\frac{\partial \mathbf{u}}{\partial \widetilde{\nu}}\right|_{-}=0 & \text { on } \partial D \\ e^{-\sqrt{-1} \alpha \cdot x} \mathbf{u} \text { is periodic in the whole space. } & \end{cases}
$$

Recall that $\mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}}$ denotes the elastostatic system corresponding to the Lamé constants $\widetilde{\lambda}$ and $\widetilde{\mu}$ and $\partial / \partial \widetilde{\nu}$ is the corresponding conormal derivative.

By the standard Floquet theory briefly described in Section 5.2 the spectrum of 6.5 has the band structure given by

$$
\begin{equation*}
\bigcup_{\alpha \in[0,2 \pi)^{2}} \sigma_{\alpha}(D) \tag{6.6}
\end{equation*}
$$

The main objective of this section is to investigate the behavior of $\sigma_{\alpha}(D)$ as $\mu \rightarrow$ $+\infty$.
6.2.1. Integral Representation of Quasi-Periodic Solutions. In this subsection, we obtain the integral representation formula for the solution to 6.5). We denote by $\widetilde{\mathcal{S}}^{\omega}, \widetilde{\mathcal{D}}^{\omega}$, and $\widetilde{\mathcal{K}}^{\omega}$ the layer potentials on $\partial D$ associated with the Lamé parameters $(\widetilde{\lambda}, \widetilde{\mu})$.

We first prove the following lemma.
Lemma 6.1. Suppose that $\omega^{2}$ is not an eigenvalue for $-\mathcal{L}^{\lambda, \mu}$ in $D$ with the Dirichlet boundary condition on $\partial D$. Let $\mathbf{u}$ be a solution to 6.5. Then we have

$$
\left.\mathbf{u}\right|_{\partial D} \perp \operatorname{Ker} \widetilde{\mathcal{S}}^{\omega} \quad \text { and }\left.\quad \mathbf{u}\right|_{\partial D} \perp \operatorname{Ker}\left(\mathcal{S}^{\alpha, \omega}\right)^{*} .
$$

Here $\widetilde{\mathcal{S}}^{\omega}$ and $\mathcal{S}^{\alpha, \omega}$ are considered to be operators on $L^{2}(\partial D)^{2}$.
Proof. We first observe that, since $\left(\mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}}+\omega^{2}\right) \mathbf{u}=0$ in $D$, we have

$$
\begin{equation*}
\mathbf{u}(x)=\widetilde{\mathcal{D}}^{\omega}\left[\left.\mathbf{u}\right|_{\partial D}\right](x)-\widetilde{\mathcal{S}}^{\omega}\left[\left.\frac{\partial \mathbf{u}}{\partial \widetilde{\nu}}\right|_{-}\right](x), \quad x \in D \tag{6.7}
\end{equation*}
$$

and consequently by 2.156 it follows that

$$
\begin{equation*}
\left.\frac{1}{2} \mathbf{u}\right|_{\partial D}=\widetilde{\mathcal{K}}^{\omega}\left[\left.\mathbf{u}\right|_{\partial D}\right]-\widetilde{\mathcal{S}}^{\omega}\left[\left.\frac{\partial \mathbf{u}}{\partial \widetilde{\nu}}\right|_{-}\right] . \tag{6.8}
\end{equation*}
$$

Let $\phi \in \operatorname{Ker}\left(\widetilde{\mathcal{S}}^{\omega}\right)$; i.e., $\widetilde{\mathcal{S}}^{\omega}[\phi]=0$ on $\partial D$. By Lemma 2.123, we have $\widetilde{\mathcal{S}}^{\omega}[\phi]=0$ in $\mathbb{R}^{2} \backslash \bar{D}$ and hence $(1 / 2) \phi+\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*}[\phi]=0$ by 2.155 . Then we have from (6.8)

$$
\begin{aligned}
\frac{1}{2}\left\langle\left.\mathbf{u}\right|_{\partial D}, \phi\right\rangle & =\left\langle\widetilde{\mathcal{K}}^{\omega}\left[\left.\mathbf{u}\right|_{\partial D}\right], \phi\right\rangle-\left\langle\widetilde{\mathcal{S}}^{\omega}\left[\left.\frac{\partial \mathbf{u}}{\partial \widetilde{\nu}}\right|_{-}\right], \phi\right\rangle \\
& =\left\langle\left.\mathbf{u}\right|_{\partial D},\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*}[\phi]\right\rangle-\left\langle\left.\frac{\partial \mathbf{u}}{\partial \widetilde{\nu}}\right|_{-}, \widetilde{\mathcal{S}}^{\omega}[\phi]\right\rangle \\
& =-\frac{1}{2}\left\langle\left.\mathbf{u}\right|_{\partial D}, \phi\right\rangle
\end{aligned}
$$

which implies $\left\langle\left.\mathbf{u}\right|_{\partial D}, \phi\right\rangle=0$, and hence $\left.\mathbf{u}\right|_{\partial D} \perp \operatorname{Ker} \widetilde{\mathcal{S}}^{\omega}$.

Observe that if $\mathbf{u}$ is $\alpha$-quasi-periodic, then

$$
\mathcal{D}_{Y}^{\alpha, \omega}\left[\left.\mathbf{u}\right|_{\partial Y}\right]=0 \quad \text { and } \quad \mathcal{S}_{Y}^{\alpha, \omega}\left[\left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{+}\right]=0 \quad \text { on } \partial Y,
$$

where $\mathcal{D}_{Y}^{\alpha, \omega}$ and $\mathcal{S}_{Y}^{\alpha, \omega}$ are the ( $\alpha$-quasi-periodic) double- and single-layer potentials on $\partial Y$. Thus we have

$$
\mathbf{u}(x)=-\mathcal{D}^{\alpha, \omega}\left[\left.\mathbf{u}\right|_{\partial D}\right](x)+\mathcal{S}^{\alpha, \omega}\left[\left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{+}\right](x), \quad x \in Y \backslash \bar{D},
$$

and consequently,

$$
\left.\frac{1}{2} \mathbf{u}\right|_{\partial D}=-\mathcal{K}^{\alpha, \omega}\left[\left.\mathbf{u}\right|_{\partial D}\right]+\mathcal{S}^{\alpha, \omega}\left[\left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{+}\right] .
$$

Let $\phi \in \operatorname{Ker}\left(\mathcal{S}^{\alpha, \omega}\right)^{*}$. Since $\left(\mathcal{S}^{\alpha, \omega}\right)^{*}=\mathcal{S}^{-\alpha, \omega}$, we have

$$
\mathcal{S}^{-\alpha, \omega}[\phi]=0 \quad \text { on } \partial D .
$$

Since $\omega^{2}$ is not a Dirichlet eigenvalue of $-\mathcal{L}^{\lambda, \mu}$ in $D$, we immediately get

$$
\mathcal{S}^{-\alpha, \omega}[\phi]=0 \quad \text { in } D,
$$

and hence

$$
-\frac{1}{2} \phi+\left(\mathcal{K}^{\alpha, \omega}\right)^{*}[\phi]=0 \quad \text { on } \partial D .
$$

Therefore, we can deduce that

$$
\begin{aligned}
\frac{1}{2}\left\langle\left.\mathbf{u}\right|_{\partial D}, \phi\right\rangle & =-\left\langle\mathcal{K}^{\alpha, \omega}\left[\left.\mathbf{u}\right|_{\partial D}\right], \phi\right\rangle+\left\langle\mathcal{S}^{\alpha, \omega}\left[\left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{+}\right], \phi\right\rangle \\
& =-\left\langle\left.\mathbf{u}\right|_{\partial D},\left(\mathcal{K}^{\alpha, \omega}\right)^{*}[\phi]\right\rangle+\left\langle\left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{+}, \mathcal{S}^{-\alpha, \omega}[\phi]\right\rangle \\
& =-\frac{1}{2}\left\langle\left.\mathbf{u}\right|_{\partial D}, \phi\right\rangle
\end{aligned}
$$

which implies $\left\langle\left.\mathbf{u}\right|_{\partial D}, \phi\right\rangle=0$. This completes the proof.

We now establish a representation formula for solutions of 6.5.
Theorem 6.2. Suppose that $\omega^{2}$ is not an eigenvalue for $-\mathcal{L}^{\lambda, \mu}$ in $D$ with the Dirichlet boundary condition on $\partial D$. Then, for any solution $\mathbf{u}$ of 6.5), there exists one and only one pair $(\phi, \psi) \in L^{2}(\partial D)^{2} \times L^{2}(\partial D)^{2}$ such that

$$
\mathbf{u}(x)= \begin{cases}\widetilde{\mathcal{S}}^{\omega}[\phi](x), & x \in D  \tag{6.9}\\ \mathcal{S}^{\alpha, \omega}[\psi](x), & x \in Y \backslash \bar{D}\end{cases}
$$

Moreover, $(\phi, \psi)$ satisfies

$$
\begin{cases}\widetilde{\mathcal{S}}^{\omega}[\phi]-\mathcal{S}^{\alpha, \omega}[\psi]=0 & \text { on } \partial D  \tag{6.10}\\ \left(\frac{1}{2} I-\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*}\right)[\phi]+\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}\right)[\psi]=0 & \text { on } \partial D\end{cases}
$$

and the mapping $\mathbf{u} \longmapsto(\phi, \psi)$ from solutions of (6.5) in $H^{1}(Y)^{2}$ to solutions to the system of integral equations (6.10) in $L^{2}(\partial D)^{2} \times L^{2}(\partial D)^{2}$ is a one-to-one correspondence.

Proof. We first note that the problem of finding $(\phi, \psi)$ satisfying (6.9) and 6.10 is equivalent to solving the following two systems of equations:

$$
\begin{cases}\widetilde{\mathcal{S}}^{\omega}[\phi]=\left.\mathbf{u}\right|_{\partial D} & \text { on } \partial D  \tag{6.11}\\ \left(-\frac{1}{2} I+\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*}\right)[\phi]=\left.\frac{\partial \mathbf{u}}{\partial \widetilde{\nu}}\right|_{-} & \text {on } \partial D\end{cases}
$$

and

$$
\begin{cases}\mathcal{S}^{\alpha, \omega}[\psi]=\left.\mathbf{u}\right|_{\partial D} & \text { on } \partial D  \tag{6.12}\\ \left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}\right)[\psi]=\left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{+} & \text {on } \partial D\end{cases}
$$

In order to find $\phi$ satisfying $\sqrt{6.11}$, it suffices to find $\phi$ satisfying $\widetilde{\mathcal{S}}^{\omega}[\phi]=\mathbf{u}$ in $D$. Suppose for a moment that the following holds:

$$
\begin{equation*}
\Im \widetilde{\mathcal{S}}^{\omega}=\left\{\phi: \phi \perp \operatorname{Ker} \widetilde{\mathcal{S}}^{\omega}\right\} . \tag{6.13}
\end{equation*}
$$

It then follows from Lemma 6.1 that there exists $\phi_{0} \in L^{2}(\partial D)^{2}$ such that

$$
\begin{equation*}
\widetilde{\mathcal{S}}^{\omega}\left[\phi_{0}\right]=\left.\mathbf{u}\right|_{\partial D} \quad \text { on } \partial D \tag{6.14}
\end{equation*}
$$

Observe that if $\omega \neq 0$, then the solution to the Dirichlet problem for $\mathcal{L}^{\lambda, \mu}+\omega^{2}$ may not be unique, and hence 6.14 does not imply $\widetilde{\mathcal{S}}^{\omega}\left[\phi_{0}\right]=\mathbf{u}$ in $D$. However, since $\left(\mathcal{L}^{\lambda, \mu}+\omega^{2}\right)\left(\mathbf{u}-\widetilde{\mathcal{S}}^{\omega}\left[\phi_{0}\right]\right)=0$ in $D$, we get by Green's formula

$$
\mathbf{u}-\widetilde{\mathcal{S}}^{\omega}\left[\phi_{0}\right]=-\widetilde{\mathcal{S}}^{\omega}\left[\left.\frac{\partial}{\partial \widetilde{\nu}}\left(\mathbf{u}-\widetilde{\mathcal{S}}^{\omega}\left[\phi_{0}\right]\right)\right|_{-}\right] \quad \text { in } D
$$

and therefore,

$$
\mathbf{u}=\widetilde{\mathcal{S}}^{\omega}\left[\phi_{0}-\left.\frac{\partial}{\partial \widetilde{\nu}}\left(\mathbf{u}-\widetilde{\mathcal{S}}^{\omega}\left[\phi_{0}\right]\right)\right|_{-}\right] \quad \text { in } D
$$

To prove the uniqueness of $\phi$ satisfying 6.11, it suffices to show that the solution to

$$
\begin{cases}\widetilde{\mathcal{S}}^{\omega}[\phi]=0 & \text { on } \partial D \\ \left(-\frac{1}{2} I+\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*}\right)[\phi]=0 & \text { on } \partial D\end{cases}
$$

is zero. By the first equation in the above and Lemma $2.123, \widetilde{\mathcal{S}}^{\omega}[\phi]=0$ in $\mathbb{R}^{2} \backslash \bar{D}$ and hence

$$
\phi=\left.\frac{\partial}{\partial \widetilde{\nu}} \widetilde{\mathcal{S}}^{\omega}[\phi]\right|_{+}-\left.\frac{\partial}{\partial \widetilde{\nu}} \widetilde{\mathcal{S}}^{\omega}[\phi]\right|_{-}=0
$$

Similarly, we can show existence and uniqueness of $\psi$ satisfying

$$
\mathbf{u}=\mathcal{S}^{\alpha, \omega}[\psi] \quad \text { in } Y \backslash \bar{D}
$$

which yields 6.12 . To complete the proof, we shall verify that 6.13 holds. Let $G$ be a subspace of $H^{1}(\partial \Omega)$ such that

$$
G:=\left\{\phi: \phi \perp \operatorname{Ker} \widetilde{\mathcal{S}}^{\omega}\right\}
$$

Since

$$
\left\langle\widetilde{\mathcal{S}}^{\omega} \phi, \psi\right\rangle=\left\langle\phi, \widetilde{\mathcal{S}}^{\omega} \psi\right\rangle, \quad \forall \phi, \psi \in L^{2}(\partial \Omega)
$$

it is easy to see that $\Im \widetilde{\mathcal{S}}^{\omega} \subset G$. It remains then to show that

$$
\operatorname{dim} H^{1}(\partial \Omega) / \Im \widetilde{\mathcal{S}}^{\omega} \leq \operatorname{dim} H^{1}(\partial \Omega) / G
$$

Let $\phi_{1}, \phi_{2}, \ldots, \phi_{n}$ be an orthonormal basis of Ker $\widetilde{\mathcal{S}}^{\omega}$. Since ${\underset{\sim}{\mathcal{D}}}^{1}(\partial \Omega)$ is dense in $L^{2}(\partial \Omega)$, we can take $\widetilde{\phi}_{1}, \widetilde{\phi}_{2}, \ldots, \widetilde{\phi}_{n}$ in $H^{1}(\partial \Omega)$ such that $\left\|\phi_{j}-\widetilde{\phi}_{j}\right\|_{L^{2}(\partial \Omega)} \leq \epsilon$ for all $j$. Then $\widetilde{\phi}_{1}, \widetilde{\phi}_{2}, \ldots, \widetilde{\phi}_{n}$ is linearly independent in $H^{1}(\partial \Omega) / G$. To see this, suppose that

$$
a_{1} \widetilde{\phi}_{1}+\cdots+a_{n} \widetilde{\phi}_{n} \in G
$$

By taking the inner products with the $\phi_{j}$ 's, we obtain

$$
\left(\begin{array}{ccc}
\phi_{1} \cdot \widetilde{\phi}_{1} & \ldots & \phi_{1} \cdot \widetilde{\phi}_{n} \\
& \vdots & \\
\phi_{n} \cdot \widetilde{\phi}_{1} & \ldots & \phi_{n} \cdot \widetilde{\phi}_{n}
\end{array}\right)\left(\begin{array}{c}
a_{1} \\
\vdots \\
a_{n}
\end{array}\right)=0
$$

Since

$$
\left(\begin{array}{ccc}
\phi_{1} \cdot \widetilde{\phi}_{1} & \ldots & \phi_{1} \cdot \widetilde{\phi}_{n} \\
& \vdots & \\
\phi_{n} \cdot \widetilde{\phi}_{1} & \ldots & \phi_{n} \cdot \widetilde{\phi}_{n}
\end{array}\right)
$$

is invertible (as it is a small perturbation of the identity), we have $a_{1}=\ldots=a_{n}=0$. Hence,

$$
\operatorname{dim} H^{1}(\partial \Omega) / \Im \widetilde{\mathcal{S}}^{\omega}=\operatorname{dim} \operatorname{Ker} \widetilde{\mathcal{S}}^{\omega} \leq \operatorname{dim} H^{1}(\partial \Omega) / G
$$

and we can conclude that $G=\Im \widetilde{\mathcal{S}}^{\omega}$.

Let $\mathcal{A}^{\alpha, \mu}(\omega)$ be the operator-valued function of $\omega$ defined by

$$
\mathcal{A}^{\alpha, \mu}(\omega):=\left(\begin{array}{cc}
\widetilde{\mathcal{S}}^{\omega} & -\mathcal{S}^{\alpha, \omega}  \tag{6.15}\\
\frac{1}{2} I-\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*} & \frac{1}{2} I+\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}
\end{array}\right)
$$

By Theorem 6.2, $\omega^{2}$ is an eigenvalue corresponding to the quasi-momentum $\alpha$ if and only if $\omega$ is a characteristic value of $\mathcal{A}^{\alpha, \mu}(\omega)$. Consequently, we now have a new way of computing the spectrum of 6.5 parallel to our formulation in the previous chapter of the band structure problem for photonic crystals. This way consists of examining the characteristic values of $\mathcal{A}^{\alpha, \mu}(\omega)$. Based on Muller's method for finding complex roots of scalar equations, a boundary element method similar to the one developed in Subsection 5.4.2 for photonic crystals can be designed for computing phononic band gaps.
6.2.2. Full Asymptotic Expansions. Expanding the operator-valued functions $\mathcal{A}^{\alpha, \mu}(\omega)$ in terms of $\mu$ as $\mu \rightarrow+\infty$, we can calculate asymptotic expressions of their characteristic values with the help of the generalized Rouché theorem, and this is what we do in this subsection.

We begin with the following asymptotic expansion of $G_{i j}^{\alpha, \omega}(x, y)$ in 2.522.
Lemma 6.3. Let $\tau_{l}=1-\left(c_{T} / c_{L}\right)^{2 l}$. As $\mu \rightarrow+\infty$,

$$
\begin{align*}
G_{i j}^{\alpha, \omega}(x, y)=\sum_{l=1}^{+\infty} \frac{\omega^{2(l-1)}}{\mu^{l}} \sum_{n \in \mathbb{Z}^{2}} & e^{\sqrt{-1}(2 \pi n+\alpha) \cdot(x-y)}\left(\frac{-\delta_{i j}}{|2 \pi n+\alpha|^{2 l}}\right.  \tag{6.16}\\
& \left.+\tau_{l} \frac{(2 \pi n+\alpha)_{i}(2 \pi n+\alpha)_{j}}{|2 \pi n+\alpha|^{2(l+1)}}\right)
\end{align*}
$$

for fixed $\alpha \neq 0$, while for $\alpha=0$,

$$
\begin{equation*}
G_{i j}^{0, \omega}(x, y)=\frac{\delta_{i j}}{\omega^{2}}+\sum_{l=1}^{+\infty} \frac{\omega^{2(l-1)}}{(2 \pi)^{2 l} \mu^{l}} \sum_{n \in \mathbb{Z}^{2} \backslash\{0\}} e^{2 \pi \sqrt{-1} n \cdot(x-y)}\left(-\frac{\delta_{i j}}{|n|^{2 l}}+\tau_{l} \frac{n_{i} n_{j}}{|n|^{2(l+1)}}\right) \tag{6.17}
\end{equation*}
$$

The derivations of 6.16 and 6.17 are straightforward. In fact, since

$$
\frac{1}{k_{T}^{2}-|2 \pi n+\alpha|^{2}}=\frac{1}{\frac{\omega^{2}}{\mu}-|2 \pi n+\alpha|^{2}}=-\sum_{k=0}^{+\infty} \frac{\omega^{2 k}}{\mu^{k}|2 \pi n+\alpha|^{2(k+1)}}
$$

one easily shows that $\sqrt{6.16}$ and $\sqrt{6.17}$ hold.
We can write 6.16) and 6.17) as

$$
\begin{equation*}
\mathbf{G}^{\alpha, \omega}(x, y)=\sum_{l=1}^{+\infty} \frac{1}{\mu^{l}} \mathbf{G}_{l}^{\alpha, \omega}(x, y) \tag{6.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{G}^{0, \omega}(x, y)=\frac{1}{\omega^{2}} I+\sum_{l=1}^{+\infty} \frac{1}{\mu^{l}} \mathbf{G}_{l}^{0, \omega}(x, y) \tag{6.19}
\end{equation*}
$$

where the definitions of $\mathbf{G}_{l}^{\alpha, \omega}(x, y)$ and $\mathbf{G}_{l}^{0, \omega}(x, y)$ are obvious from 6.16 and 6.17. We note that $\mathbf{G}_{l}^{\alpha, \omega}(x, y)$ and $\mathbf{G}_{l}^{0, \omega}(x, y)$ are dependent upon $\mu$ because of the factor $\tau_{l}$. However, since $\left|\tau_{l}\right| \leq C$ for some constant $C$ independent of $\mu$ and $l$, this will not affect our subsequent analysis. We also note that $\mathbf{G}_{1}^{\alpha, \omega}(x, y)$ is independent of $\omega$ and

$$
\begin{equation*}
\mathbf{G}_{1}^{\alpha, \omega}(x, y)=\mu \mathbf{G}^{\alpha, 0}(x, y) \tag{6.20}
\end{equation*}
$$

where $\mathbf{G}^{\alpha, 0}(x, y)$ is the quasi-periodic fundamental function defined in 2.523).
Denote by $\mathcal{S}_{l}^{\alpha, \omega}$ and $\left(\mathcal{K}_{l}^{-\alpha, \omega}\right)^{*}$, for $l \geq 1$ and $\alpha \in[0,2 \pi)^{2}$, the single-layer potential and the boundary integral operator associated with the kernel $\mathbf{G}_{l}^{\alpha, \omega}(x, y)$ as defined in 2.530 so that

$$
\begin{equation*}
\mathcal{S}^{\alpha, \omega}=\sum_{l=1}^{+\infty} \frac{1}{\mu^{l}} \mathcal{S}_{l}^{\alpha, \omega} \quad \text { and } \quad\left(\mathcal{K}^{-\alpha, \omega}\right)^{*}=\sum_{l=1}^{+\infty} \frac{1}{\mu^{l}}\left(\mathcal{K}_{l}^{-\alpha, \omega}\right)^{*} \tag{6.21}
\end{equation*}
$$

Lemma 6.4. The operator $(1 / 2) I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}: L^{2}(\partial D)^{2} \rightarrow L^{2}(\partial D)^{2}$ is invertible.

Before proving Lemma 6.4. let us make a note of the following simple fact: If $\mathbf{u}$ and $\mathbf{v}$ are $\alpha$-quasi-periodic, then

$$
\begin{equation*}
\int_{\partial Y} \frac{\partial \mathbf{u}}{\partial \nu} \cdot \overline{\mathbf{v}} d \sigma=0 \tag{6.22}
\end{equation*}
$$

To prove this, we observe that

$$
\begin{aligned}
\int_{\partial Y} \frac{\partial \mathbf{u}}{\partial \nu} \cdot \overline{\mathbf{v}}= & \int_{\partial Y} \frac{\partial\left(e^{-\sqrt{-1} \alpha \cdot x} \mathbf{u}\right)}{\partial \nu} \cdot \overline{e^{-\sqrt{-1} \alpha \cdot x} \mathbf{v}}+\sqrt{-1} \int_{\partial Y}\left[\lambda \alpha \cdot\left(e^{-\sqrt{-1} \alpha \cdot x} \mathbf{u}\right) N\right. \\
& \left.+\mu\left(\begin{array}{cc}
2 \alpha_{1} N_{1}+\alpha_{2} N_{2} & \alpha_{1} N_{2} \\
\alpha_{2} N_{1} & \alpha_{1} N_{1}+2 \alpha_{2} N_{2}
\end{array}\right)\left(e^{-\sqrt{-1} \alpha \cdot x} \mathbf{u}\right)\right] \cdot \overline{e^{-\sqrt{-1} \alpha \cdot x} \mathbf{v}}
\end{aligned}
$$

Here $N=\left(N_{1}, N_{2}\right)$ is the outward unit normal to the unit cell $Y$. Then the integrands over the opposite sides of $\partial Y$ have the same absolute values with different signs and therefore the integration over $\partial Y$ is zero.

Proof of Lemma 6.4. For $\alpha \neq 0$, we show the injectivity of $(1 / 2) I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}$. Since $(1 / 2) I+\left(\mathcal{K}^{0}\right)^{*}$ and $\left(\mathcal{K}^{-\alpha, 0}\right)^{*}-\left(\mathcal{K}^{0}\right)^{*}$ are compact, then from the Fredholm alternative, the result follows. Suppose $\phi \in L^{2}(\partial D)^{2}$ satisfies

$$
\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)[\phi]=0 \quad \text { on } \partial D
$$

Then by 2.527, $\mathbf{u}:=\mathcal{S}^{\alpha, 0}[\phi]$ satisfies

$$
\left\{\begin{array}{l}
\mathcal{L}^{\lambda, \mu} \mathbf{u}=0 \quad \text { in } Y \backslash \bar{D} \\
\left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{+}=0 \quad \text { on } \partial D \\
\mathbf{u} \text { is } \alpha \text {-quasi-periodic in the whole space. }
\end{array}\right.
$$

Therefore, it follows from (6.22) that

$$
\int_{Y \backslash \bar{D}}\left(\lambda|\nabla \cdot \mathbf{u}|^{2}+\frac{\mu}{2}\left|\nabla \mathbf{u}+\nabla \mathbf{u}^{t}\right|^{2}\right)=\int_{\partial Y} \frac{\partial \mathbf{u}}{\partial \nu} \cdot \overline{\mathbf{u}}-\left.\int_{\partial D} \frac{\partial \mathbf{u}}{\partial \nu}\right|_{+} \cdot \overline{\mathbf{u}}=0
$$

Thus, $\mathbf{u}$ is constant in $Y \backslash \bar{D}$ and hence in $D$. Thus, we get

$$
\phi=\left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{+}-\left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{-}=0
$$

For the periodic case $\alpha=0$, the proof follows the same lines. Since $\left(\mathcal{K}^{0,0}\right)^{*}-$ $\left(\mathcal{K}^{0}\right)^{*}$ is compact, it suffices to show the injectivity of $(1 / 2) I+\mathcal{K}^{0,0}$. Let $\phi \in$ $L^{2}(\partial D)^{2}$ satisfying $\left((1 / 2) I+\mathcal{K}^{0,0}\right)[\phi]=0$ on $\partial D$. Then $\mathbf{u}:=\mathcal{D}^{0,0}[\phi]$ satisfies

$$
\begin{cases}\mathcal{L}^{\lambda, \mu} \mathbf{u}=0 & \text { in } D \\ \left.\mathbf{u}\right|_{-}=0 & \text { on } \partial D\end{cases}
$$

and therefore $\mathbf{u}=0$ in $D$. Furthermore, if $\left((1 / 2) I+\mathcal{K}^{0,0}\right)[\phi]=0$, we can show that $\phi \in H^{1}(\partial D)^{2}$ and $\partial\left(\mathcal{D}^{0,0}[\phi]\right) /\left.\partial \nu\right|_{+}=\partial\left(\mathcal{D}^{0,0}[\phi]\right) /\left.\partial \nu\right|_{-}$. See 5 for the details. Then we have

$$
\left\{\begin{array}{l}
\mathcal{L}^{\lambda, \mu} \mathbf{u}=0 \quad \text { in } Y \backslash \bar{D} \\
\left.\frac{\partial \mathbf{u}}{\partial \nu}\right|_{+}=0 \quad \text { on } \partial D \\
\mathbf{u} \text { is periodic in the whole space. }
\end{array}\right.
$$

Therefore, it follows that

$$
\int_{Y \backslash \bar{D}}\left(\lambda|\nabla \cdot \mathbf{u}|^{2}+\frac{\mu}{2}\left|\nabla \mathbf{u}+\nabla \mathbf{u}^{t}\right|^{2}\right)=\int_{\partial Y} \frac{\partial \mathbf{u}}{\partial \nu} \cdot \overline{\mathbf{u}}-\left.\int_{\partial D} \frac{\partial \mathbf{u}}{\partial \nu}\right|_{+} \cdot \overline{\mathbf{u}}=0
$$

Thus, $\mathbf{u}$ is constant in $Y \backslash \bar{D}$, and hence $\phi=\left.\left.\mathbf{u}\right|_{-} \mathbf{u}\right|_{+}$is constant. By 2.531, we obtain that

$$
0=\left(\frac{1}{2} I+\mathcal{K}^{0,0}\right)[\phi]=|Y \backslash \bar{D}| \phi
$$

which implies that $\phi$ must be zero. This completes the proof.

We now derive complete asymptotic expansions of eigenvalues as $\mu \rightarrow+\infty$. We deal with three cases separately: $\alpha \neq 0($ not of order $O(1 / \sqrt{\mu})), \alpha=0$, and $|\alpha|$ of order $O(1 / \sqrt{\mu})$.
6.2.2.1. The case $\alpha \neq 0$. The following lemma, which is an immediate consequence of (6.21), gives a complete asymptotic expansion of $\mathcal{A}^{\alpha, \mu}(\omega)$ defined in 6.15) as $\mu \rightarrow+\infty$.

Lemma 6.5. Suppose $\alpha \neq 0$. Let

$$
\mathcal{A}_{0}^{\alpha}(\omega)=\left(\begin{array}{cc}
\widetilde{\mathcal{S}}^{\omega} & 0  \tag{6.23}\\
\frac{1}{2} I-\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*} & \frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}
\end{array}\right)
$$

and, for $l \geq 1$,

$$
\mathcal{A}_{l}^{\alpha}(\omega)=\left(\begin{array}{cc}
0 & -\mathcal{S}_{l}^{\alpha, \omega}  \tag{6.24}\\
0 & \frac{1}{\mu}\left(\mathcal{K}_{l+1}^{-\alpha, \omega}\right)^{*}
\end{array}\right)
$$

Then we have

$$
\begin{equation*}
\mathcal{A}^{\alpha, \mu}(\omega)=\mathcal{A}_{0}^{\alpha}(\omega)+\sum_{l=1}^{+\infty} \frac{1}{\mu^{l}} \mathcal{A}_{l}^{\alpha}(\omega) . \tag{6.25}
\end{equation*}
$$

All the operators are defined on $L^{2}(\partial D)^{2} \times L^{2}(\partial D)^{2}$.
Note that it is just for convenience that there is $1 / \mu$ in the definition of $\mathcal{A}_{l}^{\alpha}(\omega)$. This of course does not affect any of our asymptotic results.

Lemma 6.6. Suppose $\alpha \neq 0$. Then the following assertions are equivalent:
(i) $\omega^{\alpha, 0} \in \mathbb{R}$ is a characteristic value of $\mathcal{A}_{0}^{\alpha}(\omega)$,
(ii) $\omega^{\alpha, 0} \in \mathbb{R}$ is a characteristic value of $\widetilde{\mathcal{S}}^{\omega}$,
(iii) $\left(\omega^{\alpha, 0}\right)^{2}$ is an eigenvalue of $-\mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}}$ in $D$ with the Dirichlet boundary condition.
Moreover, if $\mathbf{u}$ is an eigenfunction of $-\mathcal{L}^{\tilde{\lambda}, \widetilde{\mu}}$ in $D$ with the Dirichlet boundary condition, then $\varphi:=\partial \mathbf{u} /\left.\partial \nu\right|_{-}$is a root function of $\widetilde{\mathcal{S}}^{\omega}$. Conversely, if $\varphi$ is a root function of $\widetilde{\mathcal{S}}^{\omega}$, then $\mathbf{u}:=-\widetilde{\mathcal{S}}^{\omega}[\varphi]$ is an eigenfunction of $-\mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}}$ in $D$ with the Dirichlet boundary condition.

Proof. By Lemma 6.4, (1/2) $I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}$ is invertible. Thus characteristic values of $\mathcal{A}_{0}^{\alpha}(\omega)$ coincide with those of $\widetilde{\mathcal{S}}^{\omega}$. On the other hand, Green's identity 6.7) shows that the characteristic values of $\widetilde{\mathcal{S}}^{\omega}$ are exactly the eigenvalues of $-\mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}}$ in $D$ with the Dirichlet boundary condition. The last statements of Lemma 6.6 also follow from (6.7).

Lemma 6.7. Every eigenvector of $\widetilde{\mathcal{S}}^{\omega}$ has rank one.
Proof. Let $\phi$ be an eigenvector of $\widetilde{\mathcal{S}}^{\omega}$ associated with the characteristic value $\omega^{0}$; i.e., $\widetilde{\mathcal{S}}^{\omega^{0}}[\phi]=0$ on $\partial D$. Suppose that there exists $\phi^{\omega}$, holomorphic in a neighborhood of $\omega^{0}$ as a function of $\omega$, such that $\phi^{\omega^{0}}=\phi$ and

$$
\widetilde{\mathcal{S}}^{\omega}\left[\phi^{\omega}\right]=\left(\omega^{2}-\left(\omega^{0}\right)^{2}\right) \psi^{\omega}
$$

for some $\psi^{\omega}$. Let $\mathbf{u}^{\omega}(x):=\widetilde{\mathcal{S}}^{\omega}\left[\phi^{\omega}\right](x), x \in D$. Then $\mathbf{u}^{\omega}$ satisfies

$$
\left\{\begin{array}{l}
\left(\mathcal{L}^{\tilde{\lambda}, \tilde{\mu}}+\omega^{2}\right) \mathbf{u}^{\omega}=0 \quad \text { in } D \\
\mathbf{u}^{\omega}=\left(\omega^{2}-\left(\omega^{0}\right)^{2}\right) \psi^{\omega} \quad \text { on } \partial D .
\end{array}\right.
$$

By Green's formula, we have

$$
\begin{aligned}
\left(\omega^{2}-\left(\omega^{0}\right)^{2}\right) \int_{D} \mathbf{u}^{\omega} \cdot \overline{\mathbf{u}^{\omega^{0}}} & =\int_{D} \mathbf{u}^{\omega} \cdot \overline{\mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}} \mathbf{u}^{\omega^{0}}}-\mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}} \mathbf{u}^{\omega} \cdot \overline{\mathbf{u}^{\omega^{0}}} \\
& =\int_{\partial D} \mathbf{u}^{\omega} \cdot \frac{\partial \overline{\mathbf{u}^{\omega^{0}}}}{\partial \widetilde{\nu}}=\left(\omega^{2}-\left(\omega^{0}\right)^{2}\right) \int_{\partial D} \psi^{\omega} \cdot \frac{\partial \overline{\mathbf{u}^{\omega^{0}}}}{\partial \widetilde{\nu}}
\end{aligned}
$$

Dividing by $\omega^{2}-\left(\omega^{0}\right)^{2}$ and letting $\omega \rightarrow \omega^{0}$, we arrive at

$$
\int_{D}\left|\mathbf{u}^{\omega^{0}}\right|^{2}=\int_{\partial D} \psi^{\omega^{0}} \cdot \frac{\partial \overline{\mathbf{u}^{\omega^{0}}}}{\partial \widetilde{\nu}}
$$

Therefore, we conclude that $\psi^{\omega^{0}}$ is not identically zero. This completes the proof.

By Lemma 6.4 and the fact that $\widetilde{\mathcal{S}}^{\omega}$ is Fredholm, we know that $\mathcal{A}_{0}^{\alpha}(\omega)$ is normal. Moreover, Lemma 6.7 says that the multiplicity of $\mathcal{A}_{0}^{\alpha}(\omega)$ at each eigenvalue $\left(\omega^{0}\right)^{2}$ of $-\mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}}$ is equal to the dimension of $\operatorname{Ker} \widetilde{\mathcal{S}}^{\omega^{0}}$. Combining this fact with Theorem 1.15 we obtain the following lemma.

Lemma 6.8. For each eigenvalue $\left(\omega^{0}\right)^{2}$ of $-\mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}}$ and sufficiently large $\mu$, there exists a small neighborhood $V$ of $\omega^{0}>0$ such that $\mathcal{A}^{\alpha, \omega}$ is normal with respect to $\partial V$ and $\mathcal{M}\left(\mathcal{A}^{\alpha, \omega}, \partial V\right)=\operatorname{dim} \operatorname{Ker} \widetilde{\mathcal{S}}^{\omega^{0}}$.

Let $\left(\omega^{0}\right)^{2}\left(\right.$ with $\left.\omega^{0}>0\right)$ be a simple eigenvalue of $-\mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}}$ in $D$ with the Dirichlet boundary condition. There exists a unique eigenvalue $\left(\omega^{\alpha, \mu}\right)^{2}$ (with $\omega^{\alpha, \mu}>0$ ) of (6.5) lying in a small complex neighborhood $V$ of $\omega^{0}$. Combining the generalized Rouché theorem with Lemma 6.5 we are now able to derive complete asymptotic formulas for the characteristic values of $\omega \mapsto \mathcal{A}^{\alpha, \mu}(\omega)$. Theorem 1.14 yields that

$$
\begin{equation*}
\omega^{\alpha, \mu}-\omega^{0}=\frac{1}{2 \sqrt{-1} \pi} \operatorname{tr} \int_{\partial V}\left(\omega-\omega^{0}\right) \mathcal{A}^{\alpha, \mu}(\omega)^{-1} \frac{d}{d \omega} \mathcal{A}^{\alpha, \mu}(\omega) d \omega \tag{6.26}
\end{equation*}
$$

Then we obtain the following complete asymptotic expansion for the eigenvalue perturbations $\omega^{\alpha, \mu}-\omega^{0}$. It is proof is similar to that of Theorem 3.7.

THEOREM 6.9. Suppose $\alpha \neq 0$. Then, for sufficiently large $\mu$, the following asymptotic expansion holds:

$$
\begin{equation*}
\omega^{\alpha, \mu}-\omega^{0}=\frac{1}{2 \pi \sqrt{-1}} \sum_{p=1}^{+\infty} \frac{1}{p} \sum_{n=p}^{+\infty} \frac{1}{\mu^{n}} \operatorname{tr} \int_{\partial V} \mathcal{B}_{n, p}^{\alpha}(\omega) d \omega \tag{6.27}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{B}_{n, p}^{\alpha}(\omega)=(-1)^{p} \sum_{\substack{n_{1}+\cdots+n_{p}=n \\ n_{i} \geq 1}} \mathcal{A}_{0}^{\alpha}(\omega)^{-1} \mathcal{A}_{n_{1}}^{\alpha}(\omega) \ldots \mathcal{A}_{0}^{\alpha}(\omega)^{-1} \mathcal{A}_{n_{p}}^{\alpha}(\omega) \tag{6.28}
\end{equation*}
$$

6.2.2.2. The case $\alpha=0$. We now deal with the periodic case $(\alpha=0)$. By 6.17) we have

$$
\begin{equation*}
\mathcal{A}^{0, \mu}(\omega)=\mathcal{A}_{0}^{0}(\omega)+\sum_{l=1}^{+\infty} \frac{1}{\mu^{l}} \mathcal{A}_{l}^{0}(\omega) \tag{6.29}
\end{equation*}
$$

where

$$
\mathcal{A}_{0}^{0}(\omega)=\left(\begin{array}{cc}
\widetilde{\mathcal{S}}^{\omega} & -\frac{1}{\omega^{2}} \int_{\partial D} \cdot d \sigma  \tag{6.30}\\
\frac{1}{2} I-\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*} & \frac{1}{2} I+\left(\mathcal{K}^{0,0}\right)^{*}
\end{array}\right)
$$

and, for $l \geq 1$,

$$
\mathcal{A}_{l}^{0}(\omega)=\left(\begin{array}{cc}
0 & -\mathcal{S}_{l}^{0, \omega}  \tag{6.31}\\
0 & \frac{1}{\mu}\left(\mathcal{K}_{l+1}^{0, \omega}\right)^{*}
\end{array}\right) .
$$

Here we consider the following eigenvalue problem:

$$
\begin{cases}\left(\mathcal{L}^{\tilde{\lambda}, \widetilde{\mu}}+\omega^{2}\right) \mathbf{u}=0 & \text { in } D  \tag{6.32}\\ \mathbf{u}+\frac{1}{|Y \backslash \bar{D}|} \int_{D} \mathbf{u}=0 & \text { on } \partial D\end{cases}
$$

We note that it has a discrete spectrum and its eigenvalues are nonnegative since we have

$$
\begin{aligned}
\int_{D} \widetilde{\lambda}|\nabla \cdot \mathbf{u}|^{2}+\frac{\widetilde{\mu}}{2}\left|\nabla \mathbf{u}+\nabla \mathbf{u}^{t}\right|^{2} & =\int_{\partial D} \mathbf{u} \cdot \frac{\partial \overline{\mathbf{u}}}{\partial \widetilde{\nu}}-\int_{D} \mathbf{u} \cdot \mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}} \overline{\mathbf{u}} \\
& =-\frac{1}{|Y \backslash \bar{D}|} \int_{D} \mathbf{u} \cdot \int_{\partial D} \frac{\partial \overline{\mathbf{u}}}{\partial \widetilde{\nu}}+\bar{\omega}^{2} \int_{D}|\mathbf{u}|^{2} \\
& =\frac{\bar{\omega}^{2}}{|Y \backslash \bar{D}|}\left|\int_{D} \mathbf{u}\right|^{2}+\bar{\omega}^{2} \int_{D}|\mathbf{u}|^{2}
\end{aligned}
$$

The eigenvalue of 6.32 is related to the characteristic value of $\mathcal{A}^{0}(\omega)$ as follows.
Lemma 6.10. Equation 6.32) has a nonzero solution if and only if $\omega$ is a characteristic value of the operator-valued function $\mathcal{A}_{0}^{0}(\omega)$.

Proof. Suppose that there exists a nonzero pair $(\phi, \psi)$ such that

$$
\mathcal{A}_{0}^{0}(\omega)\binom{\phi}{\psi}=0
$$

or equivalently,

$$
\begin{align*}
\widetilde{\mathcal{S}}^{\omega}[\phi]-\frac{1}{\omega^{2}} \int_{\partial D} \psi d \sigma=0 & \text { on } \partial D  \tag{6.33}\\
\left(\frac{1}{2} I-\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*}\right)[\phi]+\left(\frac{1}{2} I+\left(\mathcal{K}^{0,0}\right)^{*}\right)[\psi]=0 & \text { on } \partial D . \tag{6.34}
\end{align*}
$$

In particular, $\phi$ is nonzero by the invertibility of $(1 / 2) I+\left(\mathcal{K}^{0,0}\right)^{*}$. Let $\mathbf{u}:=\widetilde{\mathcal{S}}^{\omega}[\phi]$. Then we have

$$
\begin{aligned}
\frac{1}{|Y \backslash \bar{D}|} \int_{D} \mathbf{u} & =-\frac{1}{\omega^{2}|Y \backslash \bar{D}|} \int_{\partial D} \frac{\partial \mathbf{u}}{\partial \widetilde{\nu}} \\
& =-\frac{1}{\omega^{2}|Y \backslash \bar{D}|} \int_{\partial D}\left(-\frac{1}{2} I+\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*}\right)[\phi] \\
& =-\frac{1}{\omega^{2}|Y \backslash \bar{D}|} \int_{\partial D}\left(\frac{1}{2} I+\left(\mathcal{K}^{0,0}\right)^{*}\right)[\psi] \\
& =-\frac{1}{\omega^{2}} \int_{\partial D} \psi,
\end{aligned}
$$

where the last equality follows from 2.532 . Therefore, by $6.33, \mathbf{u}$ is a nonzero solution to 6.32).

Suppose that 6.32 has a nonzero solution $\mathbf{u}$. Following the same argument as in the proof of Theorem 6.2 , we can see that there exists $\phi$ such that

$$
\begin{cases}\widetilde{\mathcal{S}}^{\omega}[\phi]=\left.\mathbf{u}\right|_{\partial D} & \text { on } \partial D  \tag{6.35}\\ \left(-\frac{1}{2} I+\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*}\right)[\phi]=\frac{\partial \mathbf{u}}{\partial \widetilde{\nu}} & \text { on } \partial D\end{cases}
$$

If we set

$$
\psi=\left(\frac{1}{2} I+\left(\mathcal{K}^{0,0}\right)^{*}\right)^{-1}\left[\frac{\partial \mathbf{u}}{\partial \widetilde{\nu}}\right]
$$

then $(\phi, \psi)$ satisfies

$$
\mathcal{A}_{0}^{0}(\omega)\binom{\phi}{\psi}=0
$$

This completes the proof.

We also have the following lemma.
Lemma 6.11. Every eigenvector of $\mathcal{A}_{0}^{0}(\omega)$ has rank one.
Proof. Suppose that $\binom{\phi}{\psi}$ is an eigenvector of $\mathcal{A}_{0}^{0}(\omega)$ with rank $m$ associated with characteristic value $\omega^{0}$; i.e., there exist $\phi^{\omega}$ and $\psi^{\omega}$, holomorphic as functions of $\omega$, such that $\phi^{\omega^{0}}=\phi, \psi^{\omega^{0}}=\psi$, and

$$
\mathcal{A}_{0}^{0}(\omega)\binom{\phi^{\omega}}{\psi^{\omega}}=\left(\omega-\omega^{0}\right)^{m}\binom{\widetilde{\phi}^{\omega}}{\widetilde{\psi}^{\omega}}
$$

for some $\binom{\widetilde{\phi}^{\omega}}{\widetilde{\psi}^{\omega}} \in L^{2}(\partial D)^{2}$. In other words, the following identities hold on $\partial D$ :

$$
\begin{aligned}
\widetilde{\mathcal{S}}^{\omega}\left[\phi^{\omega}\right]-\frac{1}{\omega^{2}} \int_{\partial D} \psi^{\omega} d \sigma & =\left(\omega-\omega^{0}\right)^{m} \widetilde{\phi}^{\omega} \\
\left(\frac{1}{2} I-\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*}\right)\left[\phi^{\omega}\right]+\left(\frac{1}{2} I+\left(\mathcal{K}^{0,0}\right)^{*}\right)\left[\psi^{\omega}\right] & =\left(\omega-\omega^{0}\right)^{m} \widetilde{\psi}^{\omega} .
\end{aligned}
$$

It then follows from 2.532 that

$$
\begin{aligned}
\widetilde{\mathcal{S}}^{\omega}\left[\phi^{\omega}\right] & -\frac{1}{|Y \backslash \bar{D}| \omega^{2}} \int_{\partial D}\left(-\frac{1}{2} I+\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*}\right)\left[\phi^{\omega}\right] d \sigma \\
& =\widetilde{\mathcal{S}}^{\omega}\left[\phi^{\omega}\right]-\frac{1}{|Y \backslash \bar{D}| \omega^{2}} \int_{\partial D}\left(\frac{1}{2} I+\left(\mathcal{K}^{0,0}\right)^{*}\right)\left[\psi^{\omega}\right] d \sigma+\frac{\left(\omega-\omega^{0}\right)^{m}}{|Y \backslash \bar{D}| \omega^{2}} \int_{\partial D} \widetilde{\psi}^{\omega} d \sigma \\
& =\widetilde{\mathcal{S}}^{\omega}\left[\phi^{\omega}\right]-\frac{1}{\omega^{2}} \int_{\partial D} \psi^{\omega} d \sigma+\frac{\left(\omega-\omega^{0}\right)^{m}}{|Y \backslash \bar{D}| \omega^{2}} \int_{\partial D} \widetilde{\psi}^{\omega} d \sigma \\
& =\left(\omega-\omega^{0}\right)^{m}\left(\widetilde{\phi}^{\omega}+\frac{1}{|Y \backslash \bar{D}| \omega^{2}} \int_{\partial D} \widetilde{\psi}^{\omega} d \sigma\right) .
\end{aligned}
$$

Let

$$
\eta^{\omega}:=\left(\widetilde{\phi}^{\omega}+\frac{1}{|Y \backslash \bar{D}| \omega^{2}} \int_{\partial D} \widetilde{\psi}^{\omega} d \sigma\right) \quad \text { and } \quad \mathbf{u}^{\omega}:=\widetilde{\mathcal{S}}^{\omega}\left[\phi^{\omega}\right]
$$

Then $\mathbf{u}^{\omega}$ satisfies

$$
\left\{\begin{array}{l}
\left(\mathcal{L}^{\tilde{\lambda}, \tilde{\mu}}+\omega^{2}\right) \mathbf{u}^{\omega}=0 \quad \text { in } D \\
\mathbf{u}^{\omega}=\left.\frac{1}{|Y \backslash \bar{D}| \omega^{2}} \int_{\partial D} \frac{\partial \mathbf{u}^{\omega}}{\partial \widetilde{\nu}}\right|_{-} d \sigma+\left(\omega-\omega^{0}\right)^{m} \eta^{\omega} \quad \text { on } \partial D .
\end{array}\right.
$$

By Green's formula, we have

$$
\begin{aligned}
& \left(\omega^{2}-\left(\omega^{0}\right)^{2}\right) \int_{D} \mathbf{u}^{\omega} \cdot \overline{\mathbf{u}^{\omega^{0}}}=\int_{\partial D} \mathbf{u}^{\omega} \cdot \frac{\partial \overline{\mathbf{u}^{\omega^{0}}}}{\partial \widetilde{\nu}}-\overline{\mathbf{u}^{\omega^{0}}} \cdot \frac{\partial \mathbf{u}^{\omega}}{\partial \widetilde{\nu}} d \sigma \\
& =\left(\frac{1}{\omega^{2}}-\frac{1}{\left(\omega^{0}\right)^{2}}\right) \frac{1}{|Y \backslash \bar{D}|} \int_{\partial D} \frac{\partial \mathbf{u}^{\omega}}{\partial \widetilde{\nu}} d \sigma \cdot \int_{\partial D} \frac{\partial \overline{\mathbf{u}^{\omega^{0}}}}{\partial \widetilde{\nu}} d \sigma+\left(\omega-\omega^{0}\right)^{m} \int_{\partial D} \eta^{\omega} \cdot \frac{\partial \overline{\mathbf{u}^{\omega^{0}}}}{\partial \widetilde{\nu}} d \sigma
\end{aligned}
$$

Dividing by $\omega^{2}-\left(\omega^{0}\right)^{2}$ and letting $\omega \rightarrow \omega^{0}$, we obtain

$$
\int_{D}\left|\mathbf{u}^{\omega^{0}}\right|^{2}+\frac{1}{|Y \backslash \bar{D}|\left(\omega^{0}\right)^{4}}\left|\int_{\partial D} \frac{\partial \mathbf{u}^{\omega^{0}}}{\partial \widetilde{\nu}} d \sigma\right|^{2}=\lim _{\omega \rightarrow \omega^{0}} \frac{\left(\omega-\omega^{0}\right)^{m}}{\omega^{2}-\left(\omega^{0}\right)^{2}} \int_{\partial D} \eta^{\omega^{0}} \cdot \frac{\partial \overline{\mathbf{u}^{\omega^{0}}}}{\partial \widetilde{\nu}} d \sigma
$$

Since the term on the left is nonzero, we conclude that $m=1$. This completes the proof.

Analogously to Theorem 6.9, the following asymptotic formula for $\alpha=0$ holds.
Theorem 6.12. Suppose $\alpha=0$. Let $\left(\widetilde{\omega}^{0}\right)^{2}$ (with $\left.\widetilde{\omega}^{0}>0\right)$ be a simple eigenvalue of (6.32). Then there exists a unique characteristic value $\omega^{0, \mu}>0$ of $\mathcal{A}^{0}(\omega)$ lying in a small complex neighborhood $V$ of $\widetilde{\omega}^{0}$ and the following asymptotic expansion holds:

$$
\begin{equation*}
\omega^{0, \mu}-\widetilde{\omega}^{0}=\frac{1}{2 \pi \sqrt{-1}} \sum_{p=1}^{+\infty} \frac{1}{p} \sum_{n=p}^{+\infty} \frac{1}{\mu^{n}} \operatorname{tr} \int_{\partial V} \mathcal{B}_{n, p}(\omega) d \omega \tag{6.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{B}_{n, p}(\omega)=(-1)^{p} \sum_{\substack{n_{1}+\cdots+n_{p}=n \\ n_{i} \geq 1}} \mathcal{A}_{0}^{0}(\omega)^{-1} \mathcal{A}_{n_{1}}^{0}(\omega) \ldots \mathcal{A}_{0}^{0}(\omega)^{-1} \mathcal{A}_{n_{p}}^{0}(\omega) \tag{6.37}
\end{equation*}
$$

6.2.3. The case when $|\alpha|$ is of order $1 / \sqrt{\mu}$. In this subsection we derive an asymptotic expansion which is valid for $|\alpha|$ of order $O(1 / \sqrt{\mu})$, not just for fixed $\alpha \neq 0$ or $\alpha=0$, as was considered in the previous subsections. We give the limiting behavior of $\omega^{\alpha, \mu}$ in this case. The argument of this subsection is similar to that of Subsection 5.5.5. The only difference is that while the operators in Subsection 5.5 .5 are scaled by $k$, we deal with unscaled operators here, since there are two parameters $\mu$ and $\lambda$.

For exactly the same reason as in Section 5.5.5 we consider the operator

$$
N^{\alpha, \omega}:=\left(\frac{1}{2} I+\left(\mathcal{K}^{\alpha, \omega}\right)^{*}\right)\left(\mathcal{S}^{\alpha, \omega}\right)^{-1}
$$

which can be extended to the Dirichlet-to-Neumann map on $\partial D$ for $\mathcal{L}^{\lambda, \mu}+\omega^{2}$ in $Y \backslash \bar{D}$ with the Dirichlet boundary condition on $\partial D$ and the quasi-periodicity condition on $\partial Y$. Note that the Dirichlet-to-Neumann map is defined for

$$
\omega^{2}<\min _{\alpha \in]-\pi, \pi]^{2}} \kappa(\alpha)
$$

where $\kappa(\alpha)$ is the smallest eigenvalue of $-\mathcal{L}^{\lambda, \mu}$ with the Dirichlet boundary condition on $\partial D$ and quasi-periodicity on $\partial Y$. It is easy to see that $\kappa(\alpha)$ behaves like $O(\mu)$ as $\mu \rightarrow+\infty$. Furthermore, $N^{\alpha, \omega}$ depends smoothly both on $\omega$ and $\alpha$. In particular, since $(1 / \mu) \mathcal{S}^{\alpha, \omega}$ and $(1 / 2) I+\left(\mathcal{K}^{\alpha, \omega}\right)^{*}$ depends on $\omega^{2} / \mu$, so does $(1 / \mu) N^{\alpha, \omega}$, and hence we have the expansion

$$
\begin{equation*}
N^{\alpha, \omega}=N^{\alpha, 0}+\omega^{2} \dot{N}+O(|\alpha|)+O\left(\frac{1}{\mu}\right) \tag{6.38}
\end{equation*}
$$

where

$$
\dot{N}:=\left.\frac{d}{d\left(\omega^{2}\right)} N^{0, \omega}\right|_{\omega=0}
$$

As for 5.41, we can show that $\dot{N}: H^{1 / 2}(\partial D) \mapsto H^{-1 / 2}(\partial D)$ is bounded. Note that

$$
\begin{equation*}
N^{\alpha, 0}=O(\mu) \tag{6.39}
\end{equation*}
$$

in the operator-norm from $H^{1 / 2}(\partial D)$ into $H^{-1 / 2}(\partial D)$, as $\mu \rightarrow+\infty$.
The following lemma, which is an analogous to Lemma 5.11 for the photonic band gap, will be used later.

Lemma 6.13. Let $\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots$ be the eigenfunctions corresponding to $0 \leq \omega_{1}^{\alpha, \mu} \leq$ $\omega_{2}^{\alpha, \mu} \leq \ldots$. For a given constant $M$ there exists $C$ such that

$$
\begin{equation*}
\left\|\mathbf{u}_{j}-\frac{1}{|\partial D|} \int_{\partial D} \mathbf{u}_{j}\right\|_{H^{1 / 2}(\partial D)^{2}} \leq C\left\|\mathbf{u}_{j}\right\|_{H^{1}(D)^{2}}\left(|\alpha|+\frac{1}{\mu}\right) \tag{6.40}
\end{equation*}
$$

for all $j$ satisfying $\omega_{j}^{\alpha, \mu} \leq M$. Furthermore,

$$
\begin{equation*}
\left|\int_{D} \mathbf{u}_{i} \cdot \overline{\mathbf{u}}_{j}+\int_{\partial D} \dot{N}\left[\left.\mathbf{u}_{i}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}_{j}\right| \leq C\left\|\mathbf{u}_{i}\right\|_{H^{1}(D)^{2}}\left\|\mathbf{u}_{j}\right\|_{H^{1}(D)^{2}}\left(|\alpha|+\frac{1}{\mu}\right) \tag{6.41}
\end{equation*}
$$

provided that $\omega_{i}^{\alpha, \mu} \neq \omega_{j}^{\alpha, \mu}$. If $\omega_{i}^{\alpha, \mu}=\omega_{j}^{\alpha, \mu}$ for some $i \neq j$, then we can choose $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ in such a way that 6.41) holds.

Proof. In view of 6.38, we have

$$
\begin{aligned}
\frac{1}{\mu} N^{0,0}\left[\mathbf{u}_{j}-\frac{1}{|\partial D|} \int_{\partial D} \mathbf{u}_{j}\right]= & \frac{1}{\mu} \frac{\partial \mathbf{u}_{j}}{\partial \widetilde{\nu}}-\frac{1}{\mu}\left(\omega_{j}^{\alpha, \mu}\right)^{2} \dot{N}\left[\left.\mathbf{u}_{j}\right|_{\partial D}\right] \\
& +\frac{1}{\mu}\left(N^{0,0}-N^{\alpha, 0}\right)\left[\left.\mathbf{u}_{j}\right|_{\partial D}\right]+O(|\alpha|)+O\left(\frac{1}{\mu}\right)
\end{aligned}
$$

Since $N^{\alpha, 0}=N^{0,0}+O(\mu|\alpha|)$, we can derive 6.40 in exactly the same way as in Lemma 5.11.

To prove 6.41), let $\widetilde{\mathbf{E}}$ be given by 2.385 with $(\lambda, \mu)$ replaced with $(\widetilde{\lambda}, \widetilde{\mu})$; namely

$$
\begin{equation*}
\widetilde{\mathbf{E}}(\mathbf{u}, \mathbf{v})=\int_{D} \tilde{\lambda}(\nabla \cdot \mathbf{u})(\overline{\nabla \cdot \mathbf{v}})+\frac{\widetilde{\mu}}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{t}\right) \cdot\left(\overline{\nabla \mathbf{v}}+\overline{\nabla \mathbf{v}}^{t}\right) . \tag{6.42}
\end{equation*}
$$

We then obtain from the divergence theorem, as we did in the proof of Lemma 5.11 ,

$$
\begin{aligned}
& \left(\omega_{i}^{\alpha, \mu}\right)^{2}\left(\int_{D} \mathbf{u}_{i} \cdot \overline{\mathbf{u}}_{j}+\int_{\partial D} \dot{N}\left[\left.\mathbf{u}_{i}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}_{j}\right) \\
& \quad=\widetilde{E}\left(\mathbf{u}_{i}, \mathbf{u}_{j}\right)-\int_{\partial D}\left(N^{\alpha, \omega_{i}^{\alpha, \mu}}-\left(\omega_{i}^{\alpha, \mu}\right)^{2} \dot{N}\right)\left[\left.\mathbf{u}_{i}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}_{j}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\omega_{j}^{\alpha, \mu}\right)^{2} & \left(\int_{D} \mathbf{u}_{i} \cdot \overline{\mathbf{u}}_{j}+\int_{\partial D} \dot{N}\left[\left.\mathbf{u}_{i}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}_{j}\right) \\
& =\widetilde{E}\left(\mathbf{u}_{i}, \mathbf{u}_{j}\right)-\int_{\partial D}\left(N^{\alpha, \omega_{j}^{\alpha, \mu}}-\left(\omega_{j}^{\alpha, \mu}\right)^{2} \dot{N}\right)\left[\left.\mathbf{u}_{i}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}_{j}
\end{aligned}
$$

It then follows that

$$
\begin{aligned}
& \left(\left(\omega_{i}^{\alpha, \mu}\right)^{2}-\left(\omega_{j}^{\alpha, \mu}\right)^{2}\right)\left(\int_{D} \mathbf{u}_{i} \cdot \overline{\mathbf{u}}_{j}+\int_{\partial D} \dot{N}\left[\left.\mathbf{u}_{i}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}_{j}\right) \\
& =\int_{\partial D}\left(\left(N^{\alpha, \omega_{j}^{\alpha, \mu}}-\left(\omega_{j}^{\alpha, \mu}\right)^{2} \dot{N}\right)-\left(N^{\alpha, \omega_{i}^{\alpha, \mu}}-\left(\omega_{i}^{\alpha, \mu}\right)^{2} \dot{N}\right)\right)\left[\left.\mathbf{u}_{i}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}_{j} \\
& =\int_{\partial D}\left(\left(N^{\alpha, \omega_{j}^{\alpha, \mu}}-N^{\alpha, 0}-\left(\omega_{j}^{\alpha, \mu}\right)^{2} \dot{N}\right)-\left(N^{\alpha, \omega_{i}^{\alpha, \mu}}-N^{\alpha, 0}-\left(\omega_{i}^{\alpha, \mu}\right)^{2} \dot{N}\right)\right)\left[\left.\mathbf{u}_{i}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}_{j} .
\end{aligned}
$$

Hence, (6.41) holds and the proof is complete.
The estimate 6.40 shows that $\mathbf{u}_{j}$ is almost constant on $\partial D$ and there is a function $\widetilde{\mathbf{u}}_{j}$ with a constant value on $\partial D$ satisfying

$$
\begin{equation*}
\left\|\widetilde{\mathbf{u}}_{j}-\mathbf{u}_{j}\right\|_{H^{1}(D)^{2}} \leq C\left\|\mathbf{u}_{j}\right\|_{H^{1}(D)^{2}}\left(|\alpha|+\frac{1}{\mu}\right) \tag{6.43}
\end{equation*}
$$

In fact, it is quite easy to find such a function. Let $\mathbf{w}_{j}$ be the solution to

$$
\begin{cases}\mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}} \mathbf{w}_{j}=0 & \text { in } D \\ \mathbf{w}_{j}=\mathbf{u}_{j}-\frac{1}{|\partial D|} \int_{\partial D} \mathbf{u}_{j} & \text { on } \partial D\end{cases}
$$

Then, thanks to 6.40, we have

$$
\left\|\mathbf{w}_{j}\right\|_{H^{1}(D)^{2}} \leq C\left\|\mathbf{u}_{j}\right\|_{H^{1}(D)^{2}}\left(|\alpha|+\frac{1}{\mu}\right)
$$

and hence $\widetilde{\mathbf{u}}_{j}=\mathbf{u}_{j}-\mathbf{w}_{j}$ does the job.
6.2.4. Derivation of the Leading-Order Terms. For $\alpha \neq 0$, let us write down explicitly the leading-order term in the expansion of $\omega^{\alpha, \mu}-\omega^{0}$. We first observe that

$$
\mathcal{A}_{0}^{\alpha}(\omega)^{-1}=\left(\begin{array}{cc}
\left(\widetilde{\mathcal{S}}^{\omega}\right)^{-1} & 0 \\
\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)^{-1}\left(\frac{1}{2} I-\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*}\right)\left(\widetilde{\mathcal{S}}^{\omega}\right)^{-1} & \left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)^{-1}
\end{array}\right) .
$$

Next, we prove the following lemma.
Lemma 6.14. Let $\mathbf{u}^{0}$ be an eigenvector associated to the simple eigenvalue $\left(\omega^{0}\right)^{2}$ and let $\varphi:=\partial \mathbf{u}^{0} /\left.\partial \widetilde{\nu}\right|_{-}$on $\partial D$. Then we have, in a neighborhood of $\omega^{0}$,

$$
\begin{equation*}
\left(\widetilde{\mathcal{S}}^{\omega}\right)^{-1}=\frac{1}{\omega-\omega^{0}} T+\mathcal{Q}^{\omega} \tag{6.44}
\end{equation*}
$$

where $\mathcal{Q}^{\omega}$ are operators in $\mathcal{L}\left(H^{2}(\partial D)^{2}, L^{2}(\partial D)^{2}\right)$ holomorphic in $\omega$ and $T$ is defined by

$$
\begin{equation*}
T(f):=-\frac{\langle f, \varphi\rangle \varphi}{2 \omega^{0} \int_{D}\left|\mathbf{u}^{0}\right|^{2}} \tag{6.45}
\end{equation*}
$$

where $\langle$,$\rangle is the inner product on L^{2}(\partial D)^{2}$.
Proof. By Lemma6.7, there are operators $T$ and $Q^{\omega}$ in $\mathcal{L}\left(H^{2}(\partial D)^{2}, L^{2}(\partial D)^{2}\right)$ such that $\left(\widetilde{\mathcal{S}}_{D}^{\omega}\right)^{-1}$ takes the form

$$
\begin{equation*}
\left(\widetilde{\mathcal{S}}^{\omega}\right)^{-1}=\frac{1}{\omega-\omega^{0}} T+\mathcal{Q}^{\omega} \tag{6.46}
\end{equation*}
$$

where $\mathcal{Q}^{\omega}$ is holomorphic in $\omega$. Since

$$
\begin{equation*}
\mathrm{I}=\widetilde{\mathcal{S}}^{\omega}\left(\widetilde{\mathcal{S}}^{\omega}\right)^{-1}=\frac{1}{\omega-\omega^{0}} \widetilde{\mathcal{S}}^{\omega} T+\widetilde{\mathcal{S}}^{\omega} \mathcal{Q}^{\omega} \tag{6.47}
\end{equation*}
$$

by letting $\omega \rightarrow \omega^{0}$, we have

$$
\begin{equation*}
\widetilde{\mathcal{S}}_{D}^{\omega^{0}} T=0 \tag{6.48}
\end{equation*}
$$

Similarly, we can show that

$$
\begin{equation*}
T \widetilde{\mathcal{S}}_{D}^{\omega^{0}}=0 \tag{6.49}
\end{equation*}
$$

It then follows from (6.48) and 6.49 that

$$
\operatorname{Im} A=\operatorname{Ker} \widetilde{\mathcal{S}}^{\omega^{0}}=\operatorname{span}\{\varphi\} \quad \text { and } \quad \operatorname{Ker} A=\operatorname{Im} \widetilde{\mathcal{S}}^{\omega^{0}}=\operatorname{span}\{\varphi\}^{\perp}
$$

Here $\operatorname{span}\{\varphi\}$ denotes the vector space spanned by $\varphi$. Therefore

$$
\begin{equation*}
T=C\langle\cdot, \varphi\rangle \varphi \tag{6.50}
\end{equation*}
$$

for some constant $C$.
By Green's formula, we have for $x \in D$,

$$
\begin{align*}
\widetilde{\mathcal{S}}^{\omega}[\varphi](x) & =\widetilde{\mathcal{S}}^{\omega}\left[\left.\frac{\partial \mathbf{u}^{0}}{\partial \nu}\right|_{-}\right](x)-\widetilde{\mathcal{D}}^{\omega}\left[\mathbf{u}^{0}\right](x) \\
& =\left(\omega^{2}-\left(\omega^{0}\right)^{2}\right) \int_{D} \widetilde{\Gamma}^{\omega}(x-y) \mathbf{u}^{0}(y) d y-\mathbf{u}^{0}(x) \tag{6.51}
\end{align*}
$$

In particular, we get

$$
\begin{equation*}
\widetilde{\mathcal{S}}^{\omega}[\varphi](x)=\left(\omega^{2}-\left(\omega^{0}\right)^{2}\right) \int_{D} \widetilde{\Gamma}^{\omega}(x-y) \mathbf{u}^{0}(y) d y, \quad x \in \partial D \tag{6.52}
\end{equation*}
$$

Expanding $\widetilde{\Gamma}^{\omega}(x-y)$ in $\omega$ gives

$$
\begin{equation*}
\widetilde{\mathcal{S}}^{\omega}[\varphi](x)=2 \omega^{0}\left(\omega-\omega^{0}\right) \int_{D} \widetilde{\Gamma}^{\omega^{0}}(x-y) \mathbf{u}^{0}(y) d y+\left(\omega-\omega^{0}\right)^{2} A^{\omega} \tag{6.53}
\end{equation*}
$$

for some function $A^{\omega}$ holomorphic in $\omega$. Therefore, it follows that

$$
\begin{equation*}
\left(\widetilde{\mathcal{S}}^{\omega}\right)^{-1}\left[2 \omega^{0} \int_{D} \widetilde{\Gamma}^{\omega^{0}}(x-y) \mathbf{u}^{0}(y) d y\right]=\frac{1}{\omega-\omega^{0}} \varphi+B^{\omega} \tag{6.54}
\end{equation*}
$$

where $B^{\omega}$ is holomorphic in $\omega$, which together with 6.46 implies that

$$
\begin{equation*}
T\left[2 \omega^{0} \int_{D} \widetilde{\Gamma}^{\omega^{0}}(\cdot-y) \mathbf{u}^{0}(y) d y\right]=\varphi \tag{6.55}
\end{equation*}
$$

Note that if we take $\omega=\omega^{0}$ in 6.51, then

$$
\begin{equation*}
\mathbf{u}^{0}(x)=-\widetilde{\mathcal{S}}^{\omega^{0}}[\varphi](x), \quad x \in D \tag{6.56}
\end{equation*}
$$

It then follows from 6.50 and 6.55 that

$$
\begin{aligned}
1 & =C\left\langle 2 \omega^{0} \int_{D} \widetilde{\Gamma}^{\omega^{0}}(x-y) \mathbf{u}^{0}(y) d y, \varphi\right\rangle \\
& =2 C \omega^{0}\left\langle\mathbf{u}^{0}, \widetilde{\mathcal{S}}^{\omega}[\varphi]\right\rangle=-2 C \omega^{0} \int_{D}\left|\mathbf{u}^{0}\right|^{2}
\end{aligned}
$$

This completes the proof.

Because of 6.56, we have

$$
\begin{equation*}
\left(\frac{1}{2} I-\left(\widetilde{\mathcal{K}}^{\omega^{0}}\right)^{*}\right)[\varphi]=\varphi \quad \text { on } \partial D \tag{6.57}
\end{equation*}
$$

Observe from 6.23 and 6.24 that the diagonal elements of $\mathcal{A}_{0}^{\alpha}(\omega)^{-1} \mathcal{A}_{1}^{\alpha}(\omega)$ are 0 and
$-\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)^{-1}=\left(\frac{1}{2} I-\left(\widetilde{\mathcal{K}}^{\omega^{0}}\right)^{*}\right)\left(\widetilde{\mathcal{S}}^{\omega}\right)^{-1} \mathcal{S}_{1}^{\alpha, \omega}+$ an operator holomorphic in $\omega$.
Identity 6.20 implies that $\mathcal{S}_{1}^{\alpha, \omega}=\mu \mathcal{S}^{\alpha, 0}$, and hence 6.44 yields
$\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V} \mathcal{A}_{0}^{\alpha}(\omega)^{-1} \mathcal{A}_{1}^{\alpha}(\omega) d \omega=-\mu \operatorname{tr}\left[T \mathcal{S}^{\alpha, 0}\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)^{-1}\left(\frac{1}{2} I-\left(\widetilde{\mathcal{K}}^{\omega^{0}}\right)^{*}\right)\right]$.
Since $\operatorname{Im} T=\operatorname{span}\{\varphi\}$, it follows from 6.57 that

$$
\begin{aligned}
\operatorname{tr}[ & \left.\mathcal{S}^{\alpha, 0}\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)^{-1}\left(\frac{1}{2} I-\left(\widetilde{\mathcal{K}}^{\omega^{0}}\right)^{*}\right)\right] \\
& =\frac{\left\langle\left[T \mathcal{S}^{\alpha, 0}\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)^{-1}\left(\frac{1}{2} I-\left(\widetilde{\mathcal{K}}^{\omega^{0}}\right)^{*}\right)\right][\varphi], \varphi\right\rangle}{\|\varphi\|_{L^{2}(\partial D)}^{2}} \\
& =\frac{\left\langle\left[T \mathcal{S}^{\alpha, 0}\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)^{-1}\right][\varphi], \varphi\right\rangle}{\|\varphi\|_{L^{2}(\partial D)}^{2}}
\end{aligned}
$$

We set

$$
\mathbf{v}^{\alpha}(x):=\mu \mathcal{S}^{\alpha, 0}\left(\frac{1}{2} I+\left(\mathcal{K}^{-\alpha, 0}\right)^{*}\right)^{-1}[\varphi](x), \quad x \in Y \backslash \bar{D}
$$

Then $\mathbf{v}^{\alpha}$ is the unique $\alpha$-quasi-periodic solution to

$$
\begin{cases}\mathcal{L}^{\lambda, \mu} \mathbf{v}^{\alpha}=0 & \text { in } Y \backslash \bar{D} \\ \left.\frac{\partial \mathbf{v}^{\alpha}}{\partial \nu}\right|_{+}=\left.\mu \frac{\partial \mathbf{u}^{0}}{\partial \widetilde{\nu}}\right|_{-} & \\ \text {on } \partial D\end{cases}
$$

and

$$
\begin{aligned}
\frac{1}{2 \pi \sqrt{-1}} \operatorname{tr} \int_{\partial V} \mathcal{A}_{0}^{\alpha}(\omega)^{-1} \mathcal{A}_{1}^{\alpha}(\omega) d \omega & =\frac{1}{\|\varphi\|_{L^{2}}^{2}}\left\langle\varphi, T \mathbf{v}^{\alpha}\right\rangle \\
& =\frac{1}{\mu} \frac{\int_{Y \backslash \bar{D}} \lambda\left|\nabla \cdot \mathbf{v}^{\alpha}\right|^{2}+\frac{\mu}{2}\left|\nabla \mathbf{v}^{\alpha}+\left(\nabla \mathbf{v}^{\alpha}\right)^{t}\right|^{2}}{2 \omega^{0} \int_{D}\left|\mathbf{u}^{0}\right|^{2}} .
\end{aligned}
$$

Thus the following corollary holds.
Corollary 6.15. Suppose $\alpha \neq 0$. Then the following asymptotic formula holds:
as $\mu \rightarrow+\infty$.
The formula 6.58 may be rephrased, like (5.29), as

$$
\left(\omega^{\alpha, \mu}\right)^{2}-\left(\omega^{0}\right)^{2}=-\frac{1}{\mu} \int_{Y \backslash \bar{D}} \frac{\lambda}{\mu}\left|\nabla \cdot \mathbf{v}^{\alpha}\right|^{2}+\frac{1}{2}\left|\nabla \mathbf{v}^{\alpha}+\left(\nabla \mathbf{v}^{\alpha}\right)^{t}\right|^{2}+O\left(\frac{1}{\mu^{2}}\right)
$$

assuming that $\mathbf{u}^{0}$ is normalized.
When $\alpha=0$, it does not seem to be likely that we can explicitly compute the leading-order term in a closed form as in the case $\alpha \neq 0$. However, we can compute the leading-order term in the asymptotic expansion of $\omega^{0, \mu}-\widetilde{\omega}^{0}$.

Let $\mathbf{u}^{0}$ be the (normalized) eigenvector of 6.32 associated with the simple eigenvalue $\widetilde{\omega}_{0}$. Let $\left(\widetilde{\phi}_{0}, \widetilde{\psi}_{0}\right)$ satisfy 6.35 with $\mathbf{u}$ replaced by $\mathbf{u}^{0}$ and $\omega=\widetilde{\omega}^{0}$. Since $\widetilde{\omega}^{0}$ is the only simple pole in $V$ of the mapping $\omega \mapsto \mathcal{A}_{0}^{0}(\omega)^{-1}$, one can prove that

$$
\mathcal{A}_{0}^{0}(\omega)^{-1}=\frac{1}{\omega-\widetilde{\omega}_{0}}\left(\left.\frac{d}{d \omega} \mathcal{A}_{0}^{0}(\omega)\right|_{\omega=\widetilde{\omega}^{0}}\binom{\widetilde{\phi}_{0}}{\widetilde{\psi}_{0}} \cdot\binom{\widetilde{\phi}_{0}}{\widetilde{\psi}_{0}}\right)^{-1}\left(\begin{array}{cc}
\left(\cdot,, \widetilde{\phi}_{0}\right) \widetilde{\phi}_{0} & 0 \\
0 & \left(\cdot, \widetilde{\psi}_{0}\right) \widetilde{\psi}_{0}
\end{array}\right)
$$

$$
+ \text { an operator-valued function holomorphic in } \omega,
$$

which allows us to make explicit the leading-order term in the expansion of $\omega^{0, \mu}-\widetilde{\omega}^{0}$. Similar calculations and expressions in the transition region $(|\alpha|=O(1 / \sqrt{\mu}))$ can be derived as well.

### 6.3. Criterion for Gap Opening

Following Chapter 5 we provide in this subsection a criterion for gap opening in the spectrum of the operator given by 6.1 as $\mu \rightarrow+\infty$.

Let $\omega_{j}$ be the eigenvalues of $-\mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}}$ in $D$ with the Dirichlet boundary condition. Let $\widetilde{\omega}_{j}$ denote the eigenvalues of 6.32 . We first prove the following min-max characterization of $\omega_{j}$ and $\widetilde{\omega}_{j}$.

LEMMA 6.16. The following min-max characterizations of $\omega_{j}^{2}$ and $\widetilde{\omega}_{j}^{2}$ hold:

$$
\begin{equation*}
\omega_{j}^{2}=\min _{N_{j}} \max _{\mathbf{u} \in N_{j},\|\mathbf{u}\|=1} \widetilde{\mathbf{E}}(\mathbf{u}, \mathbf{u}) \tag{6.59}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{\omega}_{j}^{2}=\min _{N_{j}} \max _{\mathbf{u} \in N_{j},\|\mathbf{u}\|=1} \frac{\widetilde{\mathbf{E}}(\mathbf{u}, \mathbf{u})}{1-\left|\int_{D} \mathbf{u}\right|^{2}} \tag{6.60}
\end{equation*}
$$

where the minimum is taken over all $j$-dimensional subspaces $N_{j}$ of $\left(H_{0}^{1}(D)\right)^{2}$. Recall that $H_{0}^{1}(D)$ is the set of all functions in $H^{1}(D)$ with zero-trace on $\partial D$ and $\widetilde{\mathbf{E}}$ is given by (6.42).

Proof. The identity (6.59) is well known 290. Note that if $\mathbf{v}$ satisfies the Dirichlet condition on $\partial D$, then $\widetilde{\mathbf{v}}:=\mathbf{v}-\int_{D} \mathbf{v}$ satisfies the boundary condition

$$
\begin{equation*}
\widetilde{\mathbf{v}}+\frac{1}{|Y \backslash \bar{D}|} \int_{D} \widetilde{\mathbf{v}}=0 \quad \text { on } \partial D \tag{6.61}
\end{equation*}
$$

Conversely, if $\widetilde{\mathbf{v}}$ satisfies (6.61), then

$$
\mathbf{v}:=\widetilde{\mathbf{v}}+\frac{1}{|Y \backslash \bar{D}|} \int_{D} \widetilde{\mathbf{v}}
$$

obviously satisfies the Dirichlet boundary condition.
Observe that the operator with the boundary condition in $\sqrt{6.32}$ is not selfadjoint, and hence Poincaré's min-max principle cannot be applied. So we now introduce an eigenvalue problem whose eigenvalues are exactly those of 6.32). Let $\mathcal{H}=\operatorname{span}\left\{H_{0}^{2}(D), \chi(Y)\right\}$ in $L^{2}(Y)$ where $H_{0}^{2}(D)$ is regarded as a subspace of $L^{2}(Y)$ by extending the functions to be 0 in $Y \backslash \bar{D}$. Let $\mathcal{G}$ be the closure of $\mathcal{H}$ in $L^{2}(Y)$. Define the operator $\mathbf{T}: \mathcal{H} \times \mathcal{H} \rightarrow \mathcal{G} \times \mathcal{G}$ by

$$
\mathbf{T u}= \begin{cases}-\mathcal{L}^{\tilde{\lambda}, \tilde{\mu}} \mathbf{u} & \text { on } D \\ \frac{1}{|Y \backslash \bar{D}|} \int_{D} \mathcal{L}^{\tilde{\lambda}, \tilde{\mu}} \mathbf{u} & \text { on } Y \backslash \bar{D}\end{cases}
$$

The constant value of $\mathbf{T u}$ in $Y \backslash \bar{D}$ was chosen so that $\int_{Y} \mathbf{T u}=0$. Then one can easily see that $\mathbf{T}$ is a densely defined self-adjoint operator on $\mathcal{H} \times \mathcal{H}$ and

$$
\begin{equation*}
\langle\mathbf{T u}, \mathbf{v}\rangle_{Y}=\widetilde{\mathbf{E}}(\mathbf{u}, \mathbf{v}) \quad \text { for } \mathbf{u}, \mathbf{v} \in \mathcal{H} \times \mathcal{H} \tag{6.62}
\end{equation*}
$$

Here $\langle,\rangle_{Y}$ denotes the inner-product on $L^{2}(Y)^{2}$. One can also show that nonzero eigenvalues of $\mathbf{T}$ are eigenvalues of $(6.32)$ and vice versa.

Let $M_{j}$ be a $j$-dimensional subspace of $\mathcal{H} \times \mathcal{H}$ perpendicular to constant vectors which are eigenvectors corresponding to the eigenvalue zero. Then by Poincarés
min-max principle, we have

$$
\begin{aligned}
\widetilde{\omega}_{j}^{2} & =\min _{M_{j}} \max _{\mathbf{u} \in M_{j}} \frac{\langle\mathbf{T u}, \mathbf{u}\rangle_{Y}}{\langle\mathbf{u}, \mathbf{u}\rangle_{Y}} \\
& =\min _{M_{j}} \max _{\mathbf{u} \in M_{j}} \frac{\widetilde{\mathbf{E}}(\mathbf{u}, \mathbf{u})}{\langle\mathbf{u}, \mathbf{u}\rangle_{Y}} \\
& =\min _{N_{j}} \max _{\mathbf{v} \in N_{j}} \frac{\widetilde{\mathbf{E}}\left(\mathbf{v}-\int_{D} \mathbf{v}, \mathbf{v}-\int_{D} \mathbf{v}\right)}{\left\langle\mathbf{v}-\int_{D} \mathbf{v}, \mathbf{v}-\int_{D} \mathbf{v}\right\rangle_{Y}} \\
& =\min _{N_{j}} \max _{\mathbf{v} \in N_{j}} \frac{\widetilde{\mathbf{E}}(\mathbf{v}, \mathbf{v})}{\langle\mathbf{v}, \mathbf{v}\rangle_{D}-\left|\int_{D} \mathbf{v}\right|^{2}}
\end{aligned}
$$

where $\langle,\rangle_{D}$ denotes the inner-product on $L^{2}(D)^{2}$, which completes the proof of the lemma.

Lemma 6.17. The eigenvalues $\omega_{j}$ and $\widetilde{\omega}_{j}$ interlace in the following way:

$$
\begin{equation*}
\omega_{j} \leq \widetilde{\omega}_{j} \leq \omega_{j+2}, \quad j=1,2, \ldots \tag{6.63}
\end{equation*}
$$

Proof. Lemma 6.16 ensures that the first inequality in 6.63) is trivial. Then we only have to prove the second one. Let $\mathbf{u}_{j}$ denote the normalized eigenvector associated with $\omega_{j}$. Let $N_{j+2}$ denote the span of the eigenvectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{j+2}$ and let $\widetilde{N}$ be the subspace of $N_{j+2}$ composed of all the elements in $N_{j+2}$ which have zero integral over $D$. Since the set of constant vectors has dimension $2, \widetilde{N}$ is of dimension greater than $j$. Therefore, we have $\widetilde{\omega}_{j} \leq \omega_{j+2}$, as desired.

We will also need the following lemma.
Lemma 6.18. For any $\epsilon>0$ and $j$, there exist $c_{1}$ and $c_{2}$ sufficiently small such that we have

$$
\begin{equation*}
\widetilde{\omega}_{j}-\epsilon \leq \omega_{j+2}^{\alpha, \mu} \leq \omega_{j+2} \tag{6.64}
\end{equation*}
$$

for $|\alpha| \leq c_{1}$ and $\mu>1 / c_{2}$.
Proof. The second inequality easily follows from the min-max principle for eigenvalues with Dirichlet boundary condition on $\partial D$ and with quasi-periodicity on $\partial Y$.

To prove the first inequality, let $\mathbf{u}_{1}, \ldots, \mathbf{u}_{j}$ be eigenfunctions corresponding to $\left(\omega_{1}^{\alpha, \mu}\right)^{2}, \ldots,\left(\omega_{j}^{\alpha, \mu}\right)^{2}$, respectively, satisfying

$$
\int_{D}\left|\mathbf{u}_{i}\right|^{2}+\int_{\partial D} \dot{N}\left[\left.\mathbf{u}_{i}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}_{i}=1
$$

together with the orthogonality condition $\sqrt[6.41]{ }$. For $\mathbf{u}=\sum_{i=1}^{j} c_{i} \mathbf{u}_{i}$, we have, with the aid of 6.41 and the divergence theorem, that

$$
\begin{aligned}
& \frac{\widetilde{E}(\mathbf{u}, \mathbf{u})-\int_{\partial D} N^{\alpha, 0}\left[\left.\mathbf{u}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}}{\int_{D}|\mathbf{u}|^{2}+\int_{\partial D} \dot{N}\left[\left.\mathbf{u}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}} \\
& \quad=\frac{\sum_{i=1}^{j} c_{i}^{2}\left(\omega_{j}^{\alpha, \mu}\right)^{2}\left(\int_{D}\left|\mathbf{u}_{i}\right|^{2}+\int_{\partial D} \dot{N}\left[\left.\mathbf{u}_{i}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}_{i}\right)}{\sum_{i=1}^{j} c_{i}^{2}\left(\int_{D}\left|\mathbf{u}_{i}\right|^{2}+\int_{\partial D} \dot{N}\left[\left.\mathbf{u}_{i}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}_{i}\right)}+O(|\alpha|)+O\left(\frac{1}{\mu}\right) .
\end{aligned}
$$

Hence, we have

$$
\begin{equation*}
\left(\omega_{j}^{\alpha, \mu}\right)^{2}=\max _{\mathbf{u} \in\left\langle\mathbf{u}_{1}, \ldots, \mathbf{u}_{j}\right\rangle} \frac{\widetilde{E}(\mathbf{u}, \mathbf{u})-\int_{\partial D} N^{\alpha, 0}\left[\left.\mathbf{u}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}}{\int_{D}|\mathbf{u}|^{2}+\int_{\partial D} \dot{N}\left[\left.\mathbf{u}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}}+O(|\alpha|)+O\left(\frac{1}{\mu}\right) \tag{6.65}
\end{equation*}
$$

where $\left\langle\mathbf{u}_{1}, \ldots, \mathbf{u}_{j}\right\rangle$ denotes the span of the eigenvectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{j}\left(i . e ., N_{j}\right)$.
Since

$$
-\int_{\partial D} N^{\alpha, 0}\left[\left.\mathbf{u}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}} \geq 0
$$

we get

$$
\begin{equation*}
\left(\omega_{j}^{\alpha, \mu}\right)^{2} \geq \max _{\mathbf{u} \in\left\langle\mathbf{u}_{1}, \ldots, \mathbf{u}_{j}\right\rangle} \frac{\widetilde{E}(\mathbf{u}, \mathbf{u})}{\int_{D}|\mathbf{u}|^{2}+\int_{\partial D} \dot{N}\left[\left.\mathbf{u}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}}+O(|\alpha|)+O\left(\frac{1}{\mu}\right) \tag{6.66}
\end{equation*}
$$

Let $\widetilde{\mathbf{u}}_{i}, i=1, \ldots, j$, be an approximation of $\mathbf{u}_{j}$ with constant values on $\partial D$ satisfying 6.43. Then, one can see that

$$
\begin{equation*}
\left(\omega_{j}^{\alpha, \mu}\right)^{2} \geq \max _{\mathbf{u} \in\left\langle\widetilde{\mathbf{u}}_{1}, \ldots, \widetilde{\mathbf{u}}_{j}\right\rangle} \frac{\widetilde{E}(\mathbf{u}, \mathbf{u})}{\int_{D}|\mathbf{u}|^{2}+\int_{\partial D} \dot{N}\left[\left.\mathbf{u}\right|_{\partial D}\right] \cdot \overline{\mathbf{u}}}+O(|\alpha|)+O\left(\frac{1}{\mu}\right) \tag{6.67}
\end{equation*}
$$

By the definition of $\dot{N}$, we can easily check that

$$
\int_{\partial D} \dot{N}[\mathbf{U}] \cdot \overline{\mathbf{U}}=|Y \backslash D \| \mathbf{U}|^{2}
$$

for any constant vector $\mathbf{U}$, and hence we obtain

$$
\left(\omega_{j}^{\alpha, \mu}\right)^{2} \geq \max _{\mathbf{u} \in\left\langle\widetilde{\mathbf{v}}_{1}, \ldots, \widetilde{\mathbf{v}}_{j}\right\rangle} \frac{\widetilde{E}(\mathbf{u}, \mathbf{u})}{\int_{D}|\mathbf{u}|^{2}+\left.|Y \backslash D \| \mathbf{u}|_{\partial D}\right|^{2}}+O(|\alpha|)+O\left(\frac{1}{\mu}\right)
$$

Thus we get

$$
\begin{equation*}
\omega_{j}(\alpha)^{2} \geq \min _{\mathcal{N}_{j}} \max _{\mathbf{u} \in \mathcal{N}_{j}} \frac{\widetilde{E}(\mathbf{u}, \mathbf{u})}{\int_{D}|\mathbf{u}|^{2}+\left.|Y \backslash D \| \mathbf{u}|_{\partial D}\right|^{2}}+O(|\alpha|)+O\left(\frac{1}{\mu}\right) \tag{6.68}
\end{equation*}
$$

where $\mathcal{N}_{j}$ is a $j$-dimensional subspace of $H^{1}(D)^{2}$ of elements with constant values a.e. on $\partial D$. Recalling that

$$
\widetilde{\omega}_{j-2}^{2}=\min _{\mathcal{N}_{j}} \max _{\mathbf{u} \in \mathcal{N}_{j}} \frac{\widetilde{\mathbf{E}}(\mathbf{u}, \mathbf{u})}{\int_{D}|\mathbf{u}|^{2}+\left.|Y \backslash D \| \mathbf{u}|_{\partial D}\right|^{2}}
$$

we finally arrive at

$$
\left(\omega_{j}^{\alpha}\right)^{2} \geq \widetilde{\omega}_{j-2}^{2}+O(|\alpha|)+O\left(\frac{1}{\mu}\right)
$$

which gives the desired result.

Since 0 is an eigenvalue of the periodic problem with multiplicity 2 , combining formulas 6.27, 6.36, and Lemma 6.18 shows that the spectral bands converge, as $\mu \rightarrow+\infty$, to

$$
\begin{equation*}
\left[0, \omega_{1}\right] \cup\left[0, \omega_{2}\right] \bigcup_{j \geq 1}\left[\widetilde{\omega}_{j}, \omega_{j+2}\right] \tag{6.69}
\end{equation*}
$$

and hence we have a band gap if and only if the following holds:

$$
\begin{equation*}
\omega_{j+1}<\widetilde{\omega}_{j} \quad \text { for some } j \quad \text { (criterion for gap opening). } \tag{6.70}
\end{equation*}
$$

Observe that by 6.59 and 6.60 the gap opening criterion is equivalent to

$$
\begin{equation*}
\min _{\mathcal{N}_{j+1}} \max _{\mathbf{u} \in \mathcal{N}_{j+1},\|\mathbf{u}\|=1} \widetilde{\mathbf{E}}(\mathbf{u}, \mathbf{u})<\min _{\mathcal{N}_{j}} \max _{\mathbf{u} \in \mathcal{N}_{j},\|\mathbf{u}\|=1} \frac{\widetilde{\mathbf{E}}(\mathbf{u}, \mathbf{u})}{1-\left|\int_{D} \mathbf{u}\right|^{2}} \tag{6.71}
\end{equation*}
$$

where $\mathcal{N}_{j}$ is a $j$-dimensional subspace of $H_{0}^{1}(\partial D)^{2}$.
To find conditions on the inclusion $D$ so that the gap opening criterion is satisfied by rigorous analysis is unlikely. However, finding such conditions by means of numerical computations will be of great importance. It should be emphasized that the criterion 6.70 is for the case when the matrix and the inclusion have the same density, assumed to be equal to 1 .

### 6.4. Gap Opening Criterion When Densities Are Different

We now consider periodic elastic composites such that the matrix and the inclusion have different densities.

Suppose that the density of the matrix is $\rho$ while that of the inclusion is 1 (after normalization). The Lamé parameters are the same as before. In this case, the first equation of the eigenvalue problem 6.5 has to be replaced by

$$
\begin{equation*}
\mathcal{L}^{\lambda, \mu} \mathbf{u}+\rho \omega^{2} \mathbf{u}=0 \quad \text { in } Y \backslash \bar{D} \tag{6.72}
\end{equation*}
$$

Hence we can show by exactly the same analysis that the asymptotic expansions 6.27 and 6.36 hold if we replace the operators 6.30 and 6.24 (and 6.31) with the new operators (depending on the density $\rho$ ) given by

$$
\mathcal{A}_{0}^{0}(\omega)=\left(\begin{array}{cc}
\widetilde{\mathcal{S}}^{\omega} & -\frac{1}{\rho \omega^{2}} \int_{\partial D} \cdot d \sigma  \tag{6.73}\\
\frac{1}{2} I-\left(\widetilde{\mathcal{K}}^{\omega}\right)^{*} & \frac{1}{2} I+\left(\mathcal{K}^{0,0}\right)^{*}
\end{array}\right)
$$

and

$$
\mathcal{A}_{l}^{\alpha}(\omega)=\rho^{l-1}\left(\begin{array}{cc}
0 & -\mathcal{S}_{l}^{\alpha, \omega}  \tag{6.74}\\
0 & \frac{\rho}{\mu}\left(\mathcal{K}_{l+1}^{-\alpha, \omega}\right)^{*}
\end{array}\right), \quad l \geq 1
$$

respectively, and the eigenvalue problem 6.32 with the eigenvalue problem

$$
\begin{cases}\left(\mathcal{L}^{\tilde{\lambda}, \widetilde{\mu}}+\omega^{2}\right) \mathbf{u}=0 & \text { in } D  \tag{6.75}\\ \mathbf{u}+\frac{1}{\rho|Y \backslash \bar{D}|} \int_{D} \mathbf{u}=0 & \text { on } \partial D\end{cases}
$$

Let $\left\{\widetilde{\omega}_{j}\right\}$ be the set of eigenvalues of 6.75). In order to express $\widetilde{\omega}_{j}$ using the min-max principle, we define $\langle,\rangle_{Y}$ by

$$
\begin{equation*}
\langle\mathbf{u}, \mathbf{v}\rangle_{Y}=\int_{D} \mathbf{u} \cdot \mathbf{v}+\rho \int_{Y \backslash \bar{D}} \mathbf{u} \cdot \mathbf{v} . \tag{6.76}
\end{equation*}
$$

We also define $\mathbf{T}$, as before, by

$$
\mathbf{T u}= \begin{cases}-\mathcal{L}^{\tilde{\lambda}, \widetilde{\mu}} \mathbf{u} & \text { on } D  \tag{6.77}\\ \frac{1}{\rho|Y \backslash \bar{D}|} \int_{D} \mathcal{L}^{\widetilde{\lambda}, \widetilde{\mu}} \mathbf{u} & \text { on } Y \backslash \bar{D}\end{cases}
$$

Then $\mathbf{T}$ is self-adjoint with respect to $\langle,\rangle_{Y}$. By Poincaré's min-max principle again, we have

$$
\begin{aligned}
\widetilde{\omega}_{j}^{2} & =\min _{M_{j}} \max _{\mathbf{u} \in M_{j}} \frac{\langle\mathbf{T u}, \mathbf{u}\rangle_{Y}}{\langle\mathbf{u}, \mathbf{u}\rangle_{Y}} \\
& =\min _{M_{j}} \max _{\mathbf{u} \in M_{j}} \frac{\widetilde{\mathbf{E}}(\mathbf{u}, \mathbf{u})}{\langle\mathbf{u}, \mathbf{u}\rangle_{Y}} \\
& =\min _{N_{j}} \max _{\mathbf{v} \in N_{j}} \frac{\widetilde{\mathbf{E}}(\mathbf{v}, \mathbf{v})}{\left\langle\mathbf{v}-\frac{1}{|D|+\rho|Y \backslash \bar{D}|} \int_{D} \mathbf{v}, \mathbf{v}-\frac{1}{|D|+\rho|Y \backslash \bar{D}|} \int_{D} \mathbf{v}\right\rangle_{Y}} \\
& =\min _{N_{j}} \max _{\mathbf{v} \in N_{j}} \frac{\widetilde{\mathbf{E}}(\mathbf{v}, \mathbf{v})}{\langle\mathbf{v}, \mathbf{v}\rangle_{D}-\frac{1}{|D|+\rho|Y \backslash \bar{D}|}\left|\int_{D} \mathbf{v}\right|^{2}}
\end{aligned}
$$

where $M_{j}$ and $N_{j}$ are the same as in the proof of Lemma 6.16. Therefore, we have the following min-max characterization of the eigenvalues of problem 6.75):

$$
\begin{equation*}
\widetilde{\omega}_{j}^{2}=\min _{N_{j}} \max _{\mathbf{u} \in N_{j}} \frac{\widetilde{\mathbf{E}}(\mathbf{u}, \mathbf{u})}{\langle\mathbf{u}, \mathbf{u}\rangle_{D}-\frac{1}{|D|+\rho|Y \backslash \bar{D}|}\left|\int_{D} \mathbf{u}\right|^{2}} . \tag{6.78}
\end{equation*}
$$

We then get a band gap criterion for the different density case which is equivalent to 6.70):

$$
\begin{equation*}
\min _{N_{j+1}} \max _{\mathbf{u} \in N_{j+1},\|\mathbf{u}\|=1} \widetilde{\mathbf{E}}(\mathbf{u}, \mathbf{u})<\min _{N_{j}} \max _{\mathbf{u} \in N_{j},\|\mathbf{u}\|=1} \frac{\widetilde{\mathbf{E}}(\mathbf{u}, \mathbf{u})}{1-\frac{1}{|D|+\rho|Y \backslash \bar{D}|}\left|\int_{D} \mathbf{u}\right|^{2}} \tag{6.79}
\end{equation*}
$$

It is quite interesting to compare 6.79 with 6.71. If $\rho<1$, then

$$
\begin{equation*}
\min _{N_{j}} \max _{\mathbf{u} \in N_{j},\|\mathbf{u}\|=1} \frac{\widetilde{\mathbf{E}}(\mathbf{u}, \mathbf{u})}{1-\left|\int_{D} \mathbf{u}\right|^{2}}<\min _{N_{j}} \max _{\mathbf{u} \in N_{j},\|\mathbf{u}\|=1} \frac{\widetilde{\mathbf{E}}(\mathbf{u}, \mathbf{u})}{1-\frac{1}{|D|+\rho|Y \backslash \bar{D}|}\left|\int_{D} \mathbf{u}\right|^{2}}, \tag{6.80}
\end{equation*}
$$

which shows that the smaller the density $\rho$, the wider the band gap, provided that 6.70 is fulfilled. This phenomenon was reported by Economou and Sigalas 202 who observed that periodic elastic composites whose matrix has lower density and higher shear modulus compared to those of inclusions yield better open gaps. The analysis of this chapter agrees with these experimental findings.

### 6.5. Concluding Remarks

In this chapter we have reduced band structure calculations for phononic crystals to the problem of finding the characteristic values of a family of meromorphic integral operators. We have also provided complete asymptotic expansions of these characteristic values as the shear modulus goes to infinity, established a connection between the band gap structure and the Dirichlet eigenvalue problem for the Lamé operator, and given a criterion for gap opening as the shear modulus becomes large. The leading-order terms in the expansions of the characteristic values were explicitly computed. An asymptotic analysis for the band gap structure in three-dimensions can be provided with only minor modifications of the techniques presented here. Our results in this chapter open the road to numerous numerical and analytical investigations on phononic crystals and could, in particular, be used for systematic optimal design of phononic structures as well as for efficient computations of the band structure problem.

## Part 3

## Subwavelength Resonant Structures and Super-resolution

## CHAPTER 7

## Plasmonic Resonances for Nanoparticles

### 7.1. Introduction

Driven by the search for new materials with interesting and unique properties, the field of nanoparticle research has grown immensely in recent decades [329. Plasmon resonant nanoparticles have unique capabilities such as enhancing the brightness and directivity of light, confining strong electromagnetic fields, and the outcoupling of light into advantageous directions [418. Recent advances in nanofabrication techniques have made it possible to construct complex nanostructures such as arrays using plasmonic nanoparticles as components. A reason for the thriving interest in optical studies of plasmon resonant nanoparticles is due to their recently proposed use as labels in molecular biology $\mathbf{2 7 2}$. New types of cancer diagnostic nanoparticles are constantly being developed. Nanoparticles are also being used in thermotherapy as nanometric heat-generators that can be activated remotely by external electromagnetic fields 99 .

The optical response of plasmon resonant nanoparticles is dominated by the appearance of plasmon resonances over a wide range of wavelengths [329. For individual particles or very low concentrations of non-interacting nanoparticles in a solvent, separated from one another by distances larger than the wavelength, these resonances depend on the electromagnetic parameters of the nanoparticle, those of the surrounding material, and the particle shape and size. High scattering and absorption cross sections and strong near-fields are unique effects of plasmonic resonant nanoparticles. In order to profit from them, a rigorous understanding of the interactive effects between the particle size and shape and the contrasts in the electromagnetic parameters is required. One of the most important parameters in the context of applications is the position of the resonances in terms of wavelength or frequency. A longstanding problem is to tune this position by changing the particle size or the concentration of the nanoparticles in a solvent [235, 329]. It was experimentally observed, for instance, in [235, 419] that the scaling behavior of nanoparticles is critical. The question of how the resonant properties of plasmonic nanoparticles develops with increasing size or/and concentration is therefore fundamental.

In this chapter we use the full Maxwell equations for light propagation in order to analyze plasmonic resonances for nanoparticles. We mathematically define the notion of plasmonic resonance. At the quasi-static limit, we show that plasmon resonances in nanoparticles can be treated as an eigenvalue problem for the NeumannPoincaré integral operator and unfortunately, they are size-independent. Then we analyze the plasmon resonance shift and broadening with respect to changes in size and shape, using the layer potential techniques associated with the full Maxwell
equations. We give a rigorous detailed description of the scaling behavior of plasmonic resonances to improve our understanding of light scattering by plasmonic nanoparticles beyond the quasi-static regime. On the other hand, we present an effective medium theory for resonant plasmonic systems. We treat a composite material in which plasmonic nanoparticles are embedded and isolated from each other. The particle dimension and interparticle distances are considered to be infinitely small compared with the wavelength of the interacting light. We extend the validity of the Maxwell-Garnett effective medium theory in order to describe the behavior of a system of plasmonic resonant nanoparticles. We show that by homogenizing plasmonic nanoparticles one can obtain high-contrast or negative parameter materials, depending on how the frequencies used correspond to the plasmonic resonant frequency.

### 7.2. Quasi-Static Plasmonic Resonances

7.2.1. Uniform Validity of Small-Volume Expansions. We consider the scattering problem of a time-harmonic electromagnetic wave incident on a particle $D$. The homogeneous medium is characterized by electric permittivity $\varepsilon_{m}$ and magnetic permeability $\mu_{m}$, while $D$ is characterized by electric permittivity $\varepsilon_{c}$ and magnetic permeability $\mu_{c}$, both of which depend on the frequency. Define

$$
k_{m}=\omega \sqrt{\varepsilon_{m} \mu_{m}}, \quad k_{c}=\omega \sqrt{\varepsilon_{c} \mu_{c}},
$$

and

$$
\varepsilon_{D}=\varepsilon_{m} \chi\left(\mathbb{R}^{3} \backslash \bar{D}\right)+\varepsilon_{c} \chi(D), \quad \mu_{D}=\varepsilon_{m} \chi\left(\mathbb{R}^{3} \backslash \bar{D}\right)+\varepsilon_{c} \chi(D)
$$

For a given incident plane wave $\left(E^{i}, H^{i}\right)$, solution to the Maxwell equations in free space (2.316), the scattering problem can be modeled by the system of equations (2.317) subject to the Silver-Müller radiation condition (2.318).

Let $D=z+\delta B$ where $B$ contains the origin and $|B|=O(1)$. For any $x \in \partial D$, let $\widetilde{x}=\frac{x-z}{\delta} \in \partial B$ and define for each function $f$ defined on $\partial D$, a corresponding function defined on $B$ as follows

$$
\begin{equation*}
\eta(f)(\widetilde{x})=f(z+\delta \widetilde{x}) \tag{7.1}
\end{equation*}
$$

The following result follows from [34. It is a refinement of Theorem 2.122. Its proof is sketched at the end of this chapter.

Theorem 7.1. Let

$$
d_{\sigma}=\min \left\{\operatorname{dist}\left(\lambda_{\mu}, \sigma\left(\left(\mathcal{K}_{D}^{0}\right)^{*}\right) \cup-\sigma\left(\left(\mathcal{K}_{D}^{0}\right)^{*}\right)\right), \operatorname{dist}\left(\lambda_{\varepsilon}, \sigma\left(\left(\mathcal{K}_{D}^{0}\right)^{*}\right) \cup-\sigma\left(\left(\mathcal{K}_{D}^{0}\right)^{*}\right)\right)\right\}
$$

Then, for $D=z+\delta B \Subset \mathbb{R}^{3}$ of class $\mathcal{C}^{1, \alpha}$ for $\alpha>0$, the following uniform far-field expansion holds

$$
\begin{align*}
E^{s}(x)= & -\frac{\sqrt{-1} \omega \mu_{m}}{\varepsilon_{m}} \nabla \times \mathbf{G}_{k_{m}}(x-z) M\left(\lambda_{\mu}, D\right) H^{i}(z)-\omega^{2} \mu_{m} \mathbf{G}_{k_{m}}(x-z) M\left(\lambda_{\varepsilon}, D\right) E^{i}(z)  \tag{7.2}\\
& +O\left(\frac{\delta^{4}}{d_{\sigma}}\right)
\end{align*}
$$

where $\mathbf{G}_{k_{m}}(x-z)$ is the Dyadic Green (matrix valued) function for the full Maxwell equations defined by (2.364) and $M\left(\lambda_{\mu}, D\right)$ and $M\left(\lambda_{\varepsilon}, D\right)$ are the polarization tensors associated with $D$ and the contrasts $\lambda_{\mu}$ and $\lambda_{\varepsilon}$ given by (2.72) with $k=\mu_{c} / \mu_{c}$ and $k=\varepsilon_{c} / \varepsilon_{m}$, respectively.

Suppose that $\varepsilon_{c}$ and $\mu_{c}$ are changing with respect to the angular frequency $\omega$ while $\varepsilon_{m}$ and $\mu_{m}$ are independent of $\omega$. Because of causality, the real and imaginary parts of $\varepsilon_{c}$ and $\mu_{c}$ obey Kramers-Kronig relations

$$
\begin{align*}
& \Re F(\omega)=-\frac{1}{\pi} \text { p.v. } \int_{-\infty}^{+\infty} \frac{\Im F\left(\omega^{\prime}\right)}{\omega-\omega^{\prime}} d \omega^{\prime} \\
& \Im F(\omega)=\frac{1}{\pi} \text { p.v. } \int_{-\infty}^{+\infty} \frac{\Re F\left(\omega^{\prime}\right)}{\omega-\omega^{\prime}} d \omega^{\prime} \tag{7.3}
\end{align*}
$$

$F(\omega)=\varepsilon_{c}(\omega)$ or $\mu_{c}(\omega)$. The permittivity and permeability of plasmonic nanoparticles in the infrared spectral regime can be described by the Drude model given by

$$
\varepsilon_{c}(\omega)=\varepsilon_{m}\left(1-\frac{\omega_{p}^{2}}{\omega\left(\omega+\sqrt{-1} \tau^{-1}\right)}\right), \quad \mu_{c}(\omega)=\mu_{m}\left(1-F \frac{\omega^{2}}{\omega^{2}-\omega_{0}^{2}+\sqrt{-1} \tau^{-1}}\right)
$$

where $\omega_{p}$ is the plasma frequency of the bulk material, $\tau^{-1}$ is the damping coefficient, $F$ is a filling factor, and $\omega_{0}$ is a localized plasmon frequency.

Definition 7.2. We call $\omega$ a quasi-static plasmonic resonance if $d_{\sigma}(\omega) \ll 1$.
Notice that, in view of 2.72, if $\omega$ is a quasi-static plasmonic resonance, then at least one of the polarization tensors $M\left(\lambda_{\varepsilon}, D\right)$ and $M\left(\lambda_{\mu}, D\right)$ blows up.

Assume that the incident fields are plane waves given by

$$
\begin{aligned}
E^{i}(x) & =p e^{\sqrt{-1} k_{m} d \cdot x} \\
H^{i}(x) & =d \times p e^{\sqrt{-1} k_{m} d \cdot x}
\end{aligned}
$$

where $p \in \mathbb{R}^{3}$ and $d \in \mathbb{R}^{3}$ with $|d|=1$ are such that $p \cdot d=0$.
From Taylor expansions on the formula of Theorem 7.1, it follows that the following far-field asymptotic expansion holds:

$$
\begin{aligned}
E^{s}(x)= & -\frac{e^{\sqrt{-1} k_{m}|x|}}{4 \pi|x|}\left(\omega \mu_{m} k_{m} e^{\sqrt{-1} k_{m}(d-\hat{x}) \cdot z}(\hat{x} \times I) M\left(\lambda_{\mu}, D\right)(d \times p)\right. \\
& \left.-k_{m}^{2} e^{\sqrt{-1} k_{m}(d-\hat{x}) \cdot z}\left(I-\hat{x} \hat{x}^{t}\right) M\left(\lambda_{\varepsilon}, D\right) p\right)+O\left(\frac{1}{|x|^{2}}\right)+O\left(\frac{\delta^{4}}{d_{\sigma}}\right)
\end{aligned}
$$

as $|x| \rightarrow+\infty$, where $\hat{x}=x /|x|$ and $t$ denotes the transpose. Therefore, up to an error term of order $O\left(\frac{\delta^{4}}{d_{\sigma}}\right)$, the scattering amplitude $A_{\infty}$ defined by 2.342 is given by

$$
\begin{equation*}
A_{\infty}(\hat{x})=\omega \mu_{m} k_{m} e^{\sqrt{-1} k_{m}(d-\hat{x}) \cdot z}(\hat{x} \times I) M\left(\lambda_{\mu}, D\right)(d \times p)-k_{m}^{2} e^{\sqrt{-1} k_{m}(d-\hat{x}) \cdot z}\left(I-\hat{x} \hat{x}^{t}\right) M\left(\lambda_{\varepsilon}, D\right) p \tag{7.5}
\end{equation*}
$$

Formula 7.5 allows us to compute the extinction cross-section $Q^{e x t}$ in terms of the polarization tensors associated with the particle $D$ and the material parameter contrasts. Moreover, an estimate for the blow up of the extinction cross-section $Q^{e x t}$ at the plasmonic resonances follows immediately from 2.72 .

Theorem 7.3. We have

$$
Q^{e x t}=\frac{4 \pi}{k_{m}|p|^{2}} \Im\left[p \cdot\left[\omega \mu_{m} k_{m}(d \times I) M\left(\lambda_{\mu}, D\right)(d \times p)-k_{m}^{2}\left(I-d d^{t}\right) M\left(\lambda_{\varepsilon}, D\right) p\right]\right] .
$$

7.2.1.1. Shape Derivative of Quasi-Static Plasmonic Resonances. In order to compute the shape derivative of quasi-static plasmonic resonances, it suffices to compute the shape derivative of eigenvalues of the Neumann-Poincaré operator $\left(\mathcal{K}_{D}^{0}\right)^{*}$.

Let $D_{\epsilon}$ be given by

$$
\partial D_{\epsilon}=\{\tilde{x}: \tilde{x}=x+\epsilon h(x) \nu(x), x \in \partial D\}
$$

where $h \in \mathcal{C}^{1}(\partial D)$ and $0<\epsilon \ll 1$. From Lemma 2.44, we have

$$
\left(\left(\mathcal{K}_{D_{\epsilon}}^{0}\right)^{*}[\cdot]\right) \circ \Psi_{\epsilon}=\left(\mathcal{K}_{D}^{0}\right)^{*}[\cdot]+\epsilon \mathcal{K}_{D}^{(1)}[\cdot]+O\left(\epsilon^{2}\right),
$$

where $\mathcal{K}_{D}^{(1)}: L^{2}(\partial D) \rightarrow L^{2}(\partial D)$ is defined by 2.144 .
Assume that $\lambda_{j}$ is a simple eigenvalue of $\left(\mathcal{K}_{D}^{0}\right)^{*}$ associated to the eigenfunction $\varphi_{j}$. Then, there exists an eigenvalue $\lambda_{j}^{\epsilon}$ of $\left(\mathcal{K}_{D_{\epsilon}}^{0}\right)^{*}$ in a small neighborhood of $\lambda_{j}$ and the following asymptotic formula for $\lambda_{j}^{\epsilon}$ as $\epsilon \rightarrow 0$ holds:

$$
\lambda_{j}^{\epsilon}=\lambda_{j}+\epsilon\left\langle\mathcal{K}_{D}^{(1)}\left[\phi_{j}\right], \phi_{j}\right\rangle_{L^{2}(\partial D)}+O\left(\epsilon^{2}\right)
$$

The shape derivative of $\lambda_{j}$ is therefore given by $\left\langle\mathcal{K}_{D}^{(1)}\left[\phi_{j}\right], \phi_{j}\right\rangle_{L^{2}(\partial D)}$.

### 7.3. Effective Medium Theory for Suspensions of Plasmonic Nanoparticles

In this section we derive effective properties of a system of plasmonic nanoparticles. To begin with, we consider a bounded and simply connected domain $\Omega \Subset \mathbb{R}^{3}$ of class $\mathcal{C}^{1, \alpha}$ for $\alpha>0$, filled with a composite material that consists of a matrix of constant electric permittivity $\varepsilon_{m}$ and a set of periodically distributed plasmonic nanoparticles with (small) period $\eta$ and electric permittivity $\varepsilon_{c}$.

Let $Y=(-1 / 2,1 / 2)^{3}$ be the unit cell and denote $\delta=\eta^{\beta}$ for $\beta>0$. We set the (rescaled) periodic function

$$
\gamma=\varepsilon_{m} \chi(Y \backslash \bar{D})+\varepsilon_{c} \chi(D)
$$

where $D=\delta B$ with $B \Subset \mathbb{R}^{3}$ being of class $\mathcal{C}^{1, \alpha}$ and the volume of $B,|B|$, is assumed to be equal to 1 . Thus, the electric permittivity of the composite is given by the periodic function

$$
\gamma_{\eta}(x)=\gamma(x / \eta)
$$

which has period $\eta$. Now, consider the problem

$$
\begin{equation*}
\nabla \cdot \gamma_{\eta} \nabla u_{\eta}=0 \quad \text { in } \Omega \tag{7.6}
\end{equation*}
$$

with an appropriate boundary condition on $\partial \Omega$. Then, there exists a homogeneous, generally anisotropic, permittivity $\gamma^{*}$, such that the replacement, as $\eta \rightarrow 0$, of the original equation 7.6 by

$$
\nabla \cdot \gamma^{*} \nabla u_{0}=0 \quad \text { in } \Omega
$$

is a valid approximation in a certain sense. The coefficient $\gamma^{*}$ is called an effective permittivity. It represents the overall macroscopic material property of the periodic composite made of plasmonic nanoparticles embedded in an isotropic matrix.

The (effective) matrix $\gamma^{*}=\left(\gamma_{p q}^{*}\right)_{p, q=1,2,3}$ is defined by 45

$$
\gamma_{p q}^{*}=\int_{Y} \gamma(x) \nabla u_{p}(x) \cdot \nabla u_{q}(x) d x
$$

where $u_{p}$, for $p=1,2,3$, is the unique solution to the cell problem

$$
\left\{\begin{array}{l}
\nabla \cdot \gamma \nabla u_{p}=0 \quad \text { in } Y  \tag{7.7}\\
u_{p}-x_{p} \quad \text { periodic (in each direction) with period } 1, \\
\int_{Y} u_{p}(x) d x=0 .
\end{array}\right.
$$

Using Green's formula, we can rewrite $\gamma^{*}$ in the following form:

$$
\begin{equation*}
\gamma_{p q}^{*}=\varepsilon_{m} \int_{\partial Y} u_{q}(x) \frac{\partial u_{p}}{\partial \nu}(x) d \sigma(x) \tag{7.8}
\end{equation*}
$$

The matrix $\gamma^{*}$ depends on $\eta$ as a parameter and cannot be written explicitly.
Let $\mathcal{S}_{D, \sharp}^{0}$ and $\left(\mathcal{K}_{D, \sharp}^{0}\right)^{*}$ be the single layer potential and the Neumann-Poincaré operator, respectively, associated with the periodic Green's function $G_{\sharp}$ defined in (2.115) for $d=3$.

From Theorem 2.40, we get

$$
\gamma_{p q}^{*}=\varepsilon_{m} \int_{\partial Y}\left(y_{q}+C_{q}+\mathcal{S}_{D, \sharp}^{0}\left[\phi_{q}\right](y)\right) \frac{\partial\left(y_{p}+\mathcal{S}_{D, \sharp}^{0}\left[\phi_{p}\right](y)\right)}{\partial \nu} d \sigma(y),
$$

where

$$
\begin{equation*}
\phi_{p}(y)=\left(\lambda_{\varepsilon} I-\left(\mathcal{K}_{D, \sharp}^{0}\right)^{*}\right)^{-1}\left[\nu_{p}\right](y) \quad \text { for } y \text { in } \partial D, \tag{7.9}
\end{equation*}
$$

and $p=1,2,3$.
Because of the periodicity of $\mathcal{S}_{D, \sharp}^{0}\left[\phi_{p}\right]$, we get

$$
\begin{equation*}
\gamma_{p q}^{*}=\varepsilon_{m}\left(\delta_{p q}+\int_{\partial Y} y_{q} \frac{\partial \mathcal{S}_{D, \sharp}^{0}\left[\phi_{p}\right]}{\partial \nu}(y) d \sigma(y)\right) . \tag{7.10}
\end{equation*}
$$

In view of the periodicity of $\mathcal{S}_{D, \sharp}^{0}\left[\phi_{p}\right]$, the divergence theorem applied on $Y \backslash \bar{D}$ and Lemma 2.39 yields

$$
\int_{\partial Y} y_{q} \frac{\partial \mathcal{S}_{D, \sharp}^{0}\left[\phi_{p}\right]}{\partial \nu}(y)=\int_{\partial D} y_{q} \phi_{p}(y) d \sigma(y)
$$

Let

$$
\psi_{p}(y)=\phi_{p}(\delta y) \quad \text { for } y \in \partial B
$$

Then, by 7.10 , we obtain

$$
\begin{equation*}
\gamma^{*}=\varepsilon_{m}(I+f P) \tag{7.11}
\end{equation*}
$$

where $f=|D|=\delta^{3}\left(=\eta^{3 \beta}\right)$ is the volume fraction of $D$ and $P=\left(P_{p q}\right)_{p, q=1,2,3}$ is given by

$$
\begin{equation*}
P_{p q}=\int_{\partial B} y_{q} \psi_{p}(y) d \sigma(y) \tag{7.12}
\end{equation*}
$$

Now we proceed with the computation of $P$ and prove the main result of this section, which shows the validity of the Maxwell-Garnett theory uniformly with respect to the frequency under the assumptions that

$$
\begin{equation*}
f \ll \operatorname{dist}\left(\lambda_{\varepsilon}(\omega), \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right)^{3 / 5} \quad \text { and }\left(I-\delta^{3} R_{\lambda_{\varepsilon}(\omega)}^{-1} T_{0}\right)^{-1}=O(1) \tag{7.13}
\end{equation*}
$$

where $R_{\lambda_{\varepsilon}(\omega)}^{-1}$ and $T_{0}$ are to be defined and $\operatorname{dist}\left(\lambda_{\varepsilon}(\omega), \sigma\left(\left(\mathcal{K}_{D}^{0}\right)^{*}\right)\right)$ is the distance between $\lambda_{\varepsilon}(\omega)$ and the spectrum of $\left(\mathcal{K}_{B}^{0}\right)^{*}$.

Theorem 7.4. Assume that (7.13) holds. Then we have

$$
\begin{equation*}
\gamma^{*}=\varepsilon_{m}\left(I+f M\left(I-\frac{f}{3} M\right)^{-1}\right)+O\left(\frac{f^{8 / 3}}{\operatorname{dist}\left(\lambda_{\varepsilon}(\omega), \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right)^{2}}\right) \tag{7.14}
\end{equation*}
$$

uniformly in $\omega$. Here, $M=M\left(\lambda_{\varepsilon}(\omega), B\right)$ is the polarization tensor 2.71 associated with $B$ and $\lambda_{\varepsilon}(\omega)$.

Proof. In view of Lemma 2.38 and 7.9 , we can write, for $x \in \partial D$,

$$
\left(\lambda_{\varepsilon}(\omega) I-\left(\mathcal{K}_{D}^{0}\right)^{*}\right)\left[\phi_{p}\right](x)-\int_{\partial D} \frac{\partial R(x-y)}{\partial \nu(x)} \phi_{p}(y) d \sigma(y)=\nu_{p}(x)
$$

which yields, for $x \in \partial B$,

$$
\left(\lambda_{\varepsilon}(\omega) I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\left[\psi_{p}\right](x)-\delta^{2} \int_{\partial B} \frac{\partial R(\delta(x-y))}{\partial \nu(x)} \psi_{p}(y) d \sigma(y)=\nu_{p}(x)
$$

By virtue of Lemma 2.38, we get

$$
\nabla R(\delta(x-y))=-\frac{\delta}{3}(x-y)+O\left(\delta^{3}\right)
$$

uniformly in $x, y \in \partial B$. Since $\int_{\partial B} \psi_{p}(y) d \sigma(y)=0$, we now have

$$
\left(R_{\lambda_{\varepsilon}(\omega)}-\delta^{3} T_{0}+\delta^{5} T_{1}\right)\left[\psi_{p}\right](x)=\nu_{p}(x)
$$

and so

$$
\begin{equation*}
\left(I-\delta^{3} R_{\lambda_{\varepsilon}(\omega)}^{-1} T_{0}+\delta^{5} R_{\lambda_{\varepsilon}(\omega)}^{-1} T_{1}\right)\left[\psi_{p}\right](x)=R_{\lambda_{\varepsilon}(\omega)}^{-1}\left[\nu_{p}\right](x) \tag{7.15}
\end{equation*}
$$

where

$$
\begin{aligned}
R_{\lambda_{\varepsilon}(\omega)}\left[\psi_{p}\right](x) & =\left(\lambda_{\varepsilon}(\omega) I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\left[\psi_{p}\right](x), \\
T_{0}\left[\psi_{p}\right](x) & =\frac{\nu(x)}{3} \cdot \int_{\partial B} y \psi_{p}(y) d \sigma(y), \\
\left\|T_{1}\right\|_{\mathcal{L}\left(\mathcal{H}^{*}(\partial B), \mathcal{H}^{*}(\partial B)\right)} & =O(1) .
\end{aligned}
$$

Here, $\mathcal{H}^{*}(\partial B)$ is defined by 2.18 with $\Omega$ replaced with $B$. Since $\left(\mathcal{K}_{B}^{0}\right)^{*}: \mathcal{H}^{*}(\partial B) \rightarrow$ $\mathcal{H}^{*}(\partial B)$ is a self-adjoint, compact operator (see Theorem 2.8), it follows that

$$
\begin{equation*}
\left\|\left(\lambda_{\varepsilon}(\omega) I-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{-1}\right\|_{\mathcal{L}\left(\mathcal{H}^{*}(\partial B), \mathcal{H}^{*}(\partial B)\right)} \leq \frac{c}{\operatorname{dist}\left(\lambda_{\varepsilon}(\omega), \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right)} \tag{7.16}
\end{equation*}
$$

for a constant $c$.
It is clear that $T_{0}$ is a compact operator. From the fact that the imaginary part of $R_{\lambda_{\varepsilon}(\omega)}$ is nonzero, it follows that $I-\delta^{3} R_{\lambda_{\varepsilon}(\omega)}^{-1} T_{0}$ is invertible.

Under the assumption that

$$
\begin{aligned}
& \left(I-\delta^{3} R_{\lambda_{\varepsilon}(\omega)}^{-1} T_{0}\right)^{-1}=O(1), \\
& \delta^{5} \ll \operatorname{dist}\left(\lambda_{\varepsilon}(\omega), \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right),
\end{aligned}
$$

we get from 7.15 and 7.16

$$
\begin{aligned}
\psi_{p}(x) & =\left(I-\delta^{3} R_{\lambda_{\varepsilon}(\omega)}^{-1} T_{0}+\delta^{5} R_{\lambda_{\varepsilon}(\omega)}^{-1} T_{1}\right)^{-1} R_{\lambda_{\varepsilon}(\omega)}^{-1}\left[\nu_{p}\right](x) \\
& =\left(I-\delta^{3} R_{\lambda_{\varepsilon}(\omega)}^{-1} T_{0}\right)^{-1} R_{\lambda_{\varepsilon}(\omega)}^{-1}\left[\nu_{p}\right](x)+O\left(\frac{\delta^{5}}{\operatorname{dist}\left(\lambda_{\varepsilon}(\omega), \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right)}\right)
\end{aligned}
$$

Therefore, we obtain the estimate for $\psi_{p}$

$$
\psi_{p}=O\left(\frac{1}{\operatorname{dist}\left(\lambda_{\varepsilon}(\omega), \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right)}\right) .
$$

Now, we multiply 7.15 by $y_{q}$ and integrate over $\partial B$. We can derive from the estimate of $\psi_{p}$ that

$$
P\left(I-\frac{f}{3} M\right)=M+O\left(\frac{\delta^{5}}{\operatorname{dist}\left(\lambda_{\varepsilon}(\omega), \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right)^{2}}\right)
$$

and therefore,

$$
P=M\left(I+\frac{f}{3} M\right)^{-1}+O\left(\frac{\delta^{5}}{\operatorname{dist}\left(\lambda_{\varepsilon}(\omega), \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)^{2}\right.}\right)
$$

with $P$ being defined by 7.12 . Since $f=\delta^{3}$ and

$$
M=O\left(\frac{\delta^{3}}{\operatorname{dist}\left(\lambda_{\varepsilon}(\omega), \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right)}\right)
$$

it follows from (7.11) that the Maxwell-Garnett formula (7.14) holds (uniformly in the frequency $\omega$ ) under the assumption $\sqrt{7.13}$ on the volume fraction $f$.

REMARK 7.5. As a corollary of Theorem 7.4, we see that in the case when $f M=O(1)$, which is equivalent to the scale $f=O\left(\operatorname{dist}\left(\lambda_{\varepsilon}(\omega), \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right)\right)$, the matrix $f M\left(I-\frac{f}{3} M\right)^{-1}$ may have a negative-definite symmetric real part. On the other hand, if $\operatorname{dist}\left(\lambda_{\varepsilon}(\omega), \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right)=O\left(f^{1+\beta}\right)$ for $0<\beta<2 / 3$, then the effective matrix $\gamma^{*}$ may be very large. This provides evidence of the possibility of constructing negative and high-contrast materials using plasmonic nanoparticles in appropriate regimes.

### 7.4. Shift in Plasmonic Resonances Due to the Particle Size

In this section we analyze the shift of the plasmon resonance with changes in size of the nanoparticle.

Let $\widetilde{\mathcal{M}}_{B}$ be defined by 2.309 with $D$ replaced with $B$ and let $\sigma_{j}, j=1,2,3$, be given by 2.314 . For simplicity we assume that Conditions 2.105 and 2.107 hold.

We consider the original system of integral equations 2.321 for a given incident plane wave $\left(E^{i}, H^{i}\right)$. With the same notation as in Section 2.14, the following result holds by using Lemmas 2.112 and 2.113

Lemma 7.6. Let $\eta$ be defined by (7.1). The system of equations 2.321. can be rewritten as follows:

$$
\begin{equation*}
\mathcal{W}_{B}(\delta)\binom{\eta(\psi)}{\omega \eta(\phi)}=\left.\binom{\frac{\eta\left(\nu \times E^{i}\right)}{\mu_{m}-\mu_{c}}}{\frac{\eta\left(\sqrt{-1} \nu \times H^{i}\right)}{\varepsilon_{m}-\varepsilon_{c}}}\right|_{\partial B} \tag{7.17}
\end{equation*}
$$

where
$\mathcal{W}_{B}(\delta)=\left(\begin{array}{cc}\lambda_{\mu} I-\mathcal{M}_{B}+\delta^{2} \frac{\mu_{m} \mathcal{M}_{B, 2}^{k_{m}}-\mu_{c} \mathcal{M}_{B, 2}^{k_{c}}}{\mu_{m}-\mu_{c}}+O\left(\delta^{3}\right) & \frac{1}{\mu_{m}-\mu_{c}}\left(\delta \mathcal{L}_{B, 1}+\delta^{2} \mathcal{L}_{B, 2}\right)+O\left(\delta^{3}\right) \\ \frac{1}{\varepsilon_{m}-\varepsilon_{c}}\left(\delta \mathcal{L}_{B, 1}+\delta^{2} \mathcal{L}_{B, 2}\right)+O\left(\delta^{3}\right) & \lambda_{\varepsilon} I-\mathcal{M}_{B}+\delta^{2} \frac{\varepsilon_{m} \mathcal{M}_{B, 2}^{k_{m}}-\varepsilon_{c} \mathcal{M}_{B, 2}^{k_{c}}}{\varepsilon_{m}-\varepsilon_{c}}+O\left(\delta^{3}\right)\end{array}\right)$,
and the material parameter contrasts $\lambda_{\mu}$ and $\lambda_{\varepsilon}$ are given by

$$
\begin{equation*}
\lambda_{\mu}=\frac{\mu_{c}+\mu_{m}}{2\left(\mu_{m}-\mu_{c}\right)}, \quad \lambda_{\varepsilon}=\frac{\varepsilon_{c}+\varepsilon_{m}}{2\left(\varepsilon_{m}-\varepsilon_{c}\right)} \tag{7.19}
\end{equation*}
$$

It is clear that

$$
\mathcal{W}_{B}(0)=\mathcal{W}_{B, 0}=\left(\begin{array}{cc}
\lambda_{\mu} I-\mathcal{M}_{B} & 0 \\
0 & \lambda_{\varepsilon} I-\mathcal{M}_{B}
\end{array}\right)
$$

Moreover,

$$
\mathcal{W}_{B}(\delta)=\mathcal{W}_{B, 0}+\delta \mathcal{W}_{B, 1}+\delta^{2} \mathcal{W}_{B, 2}+O\left(\delta^{3}\right)
$$

in the sense that

$$
\left\|\mathcal{W}_{B}(\delta)-\mathcal{W}_{B, 0}-\delta \mathcal{W}_{B, 1}-\delta^{2} \mathcal{W}_{B, 2}\right\| \leq C \delta^{3}
$$

for a constant $C$ independent of $\delta$. Here $\|A\|=\sup _{i, j}\left\|A_{i, j}\right\|_{H_{T}^{-\frac{1}{2}}(\operatorname{div}, \partial B)}$ for any operator-valued matrix $A$ with entries $A_{i, j}$.

We are now interested in finding $\mathcal{W}_{B}^{-1}(\delta)$. The following result holds.
Lemma 7.7. The system of equations 2.321 is equivalent to

$$
W_{B}(\delta)\left(\begin{array}{c}
\eta(\psi)^{(1)}  \tag{7.20}\\
\eta(\psi)^{(2)} \\
\omega \eta(\phi)^{(1)} \\
\omega \eta(\phi)^{(2)}
\end{array}\right)=\left.\left(\begin{array}{c}
\frac{\eta\left(\nu \times E^{i}\right)^{(1)}}{\mu_{m}-\mu_{c}} \\
\frac{\eta\left(\nu \times E^{i}\right)^{(2)}}{\mu_{m}-\mu_{c}} \\
\frac{\eta\left(\sqrt{\left.-1 \nu \times H^{i}\right)^{(1)}}\right.}{\varepsilon_{m}-\varepsilon_{c}} \\
\frac{\eta\left(\sqrt{\left.-1 \nu \times H^{i}\right)^{(2)}}\right.}{\varepsilon_{m}-\varepsilon_{c}}
\end{array}\right)\right|_{\partial B}
$$

where

$$
W_{B}(\delta)=W_{B, 0}+\delta W_{B, 1}+\delta^{2} W_{B, 2}+O\left(\delta^{3}\right)
$$

with

$$
\begin{aligned}
& W_{B, 0}=\left(\begin{array}{cc}
\lambda_{\mu} I-\widetilde{\mathcal{M}}_{B} & O \\
O & \lambda_{\varepsilon} I-\widetilde{\mathcal{M}}_{B}
\end{array}\right) \\
& W_{B, 1}=\left(\begin{array}{cc}
O & \frac{1}{\mu_{m}-\mu_{c}} \widetilde{\mathcal{L}}_{B, 1} \\
\frac{1}{\varepsilon_{m}-\varepsilon_{c}} \widetilde{\mathcal{L}}_{B, 1} & O
\end{array}\right), \\
& W_{B, 2}=\left(\begin{array}{cc}
\frac{1}{\mu_{m}-\mu_{c}} \widetilde{\mathcal{M}}_{B, 2}^{\mu} & \frac{1}{\mu_{m}-\mu_{c}} \widetilde{\mathcal{L}}_{B, 2} \\
\frac{1}{\varepsilon_{m}-\varepsilon_{c}} \widetilde{\mathcal{L}}_{B, 2} & \frac{1}{\varepsilon_{m}-\varepsilon_{c}} \widetilde{\mathcal{M}}_{B, 2}^{\varepsilon}
\end{array}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\widetilde{\mathcal{M}}_{B} & =\left(\begin{array}{cc}
-\Delta_{\partial B}^{-1}\left(\mathcal{K}_{B}^{0}\right)^{*} \Delta_{\partial B} & 0 \\
\mathcal{R}_{B} & \mathcal{K}_{B}^{0}
\end{array}\right), \\
\widetilde{\mathcal{M}}_{B, 2}^{\mu} & =\left(\begin{array}{cc}
\Delta_{\partial B}^{-1} \nabla_{\partial B} \cdot\left(\mu_{m} \mathcal{M}_{B, 2}^{k_{m}}-\mu_{c} \mathcal{M}_{B, 2}^{k_{c}}\right) \nabla_{\partial B} & \Delta_{\partial B}^{-1} \nabla_{\partial B} \cdot\left(\mu_{m} \mathcal{M}_{B, 2}^{k_{m}-\mu_{c}} \mathcal{M}_{B, 2}^{k_{c}}\right) \operatorname{curl}_{\partial B} \\
-\Delta_{\partial B}^{-1} \operatorname{curl}_{\partial B}\left(\mu_{m} \mathcal{M}_{B, 2}^{k_{m}}-\mu_{c} \mathcal{M}_{B, 2}^{k_{c}}\right) \nabla_{\partial B} & -\Delta_{\partial B}^{-1} \operatorname{curl}_{\partial B}\left(\mu_{m} \mathcal{M}_{B, 2}^{\left.k_{m}-\mu_{c} \mathcal{M}_{B, 2}^{k_{c}}\right) \operatorname{curl}}{ }_{\partial B}\right.
\end{array}\right), \\
\widetilde{\mathcal{M}}_{B, 2}^{\varepsilon} & =\left(\begin{array}{cc}
\Delta_{\partial B}^{-1} \nabla_{\partial B} \cdot\left(\varepsilon_{m} \mathcal{M}_{B, 2}^{k_{m}}-\varepsilon_{c} \mathcal{M}_{B, 2}^{k_{c}}\right) \nabla_{\partial B} & \Delta_{\partial B}^{-1} \nabla_{\partial B} \cdot\left(\varepsilon_{m} \mathcal{M}_{B, 2}^{k_{m}}-\varepsilon_{c} \mathcal{M}_{B, 2}^{k_{c}}\right) \overrightarrow{u r l}_{\partial B} \\
-\Delta_{\partial B}^{-1} \operatorname{curl}_{\partial B}\left(\varepsilon_{m} \mathcal{M}_{B, 2}^{k_{m}}-\varepsilon_{c} \mathcal{M}_{B, 2}^{k_{c}}\right) \nabla_{\partial B} & -\Delta_{\partial B}^{-1} \operatorname{curl}_{\partial B}\left(\varepsilon_{m} \mathcal{M}_{B, 2}^{\left.k_{m}-\varepsilon_{c} \mathcal{M}_{B, 2}^{k_{c}}\right) \operatorname{curl}_{\partial B}}\right.
\end{array}\right), \\
\widetilde{\mathcal{L}}_{B, s} & =\left(\begin{array}{cc}
\Delta_{\partial B}^{-1} \nabla_{\partial B} \cdot \mathcal{L}_{B, s} \nabla_{\partial B} & \Delta_{\partial B}^{-1} \nabla_{\partial B} \cdot \mathcal{L}_{B, s} \operatorname{curl}_{\partial B} \\
-\Delta_{\partial B}^{-1} \operatorname{curl}_{\partial B} \mathcal{L}_{B, s} \nabla_{\partial B} & -\Delta_{\partial B}^{-1} \operatorname{curl}_{\partial B} \mathcal{L}_{B, s} \operatorname{curl}_{\partial B}
\end{array}\right)
\end{aligned}
$$

for $s=1,2$.
Moreover, the eigenfunctions of $W_{B, 0}$ in $H(\partial B)^{2}$ are given by

$$
\begin{aligned}
\Psi_{1, j, i} & =\binom{\psi_{j, i}}{O}, \quad j=0,1,2, \ldots ; i=1,2,3 \\
\Psi_{2, j, i} & =\binom{O}{\psi_{j, i}}, \quad j=0,1,2, \ldots ; i=1,2,3
\end{aligned}
$$

associated to the eigenvalues $\lambda_{\mu}-\lambda_{j, i}$ and $\lambda_{\varepsilon}-\lambda_{j, i}$, respectively, and generalized eigenfunctions of order one

$$
\begin{aligned}
& \Psi_{1, j, 3, g}=\binom{\psi_{j, 3, g}}{O}, \\
& \Psi_{2, j, 3, g}=\binom{O}{\psi_{j, 3, g}},
\end{aligned}
$$

associated to eigenvalues $\lambda_{\mu}-\lambda_{j, 3}$ and $\lambda_{\varepsilon}-\lambda_{j, 3}$, respectively, all of which form $a$ non-orthogonal basis of $H(\partial B)^{2}$. Here, $H(\partial B)$ is defined by (2.313) with $D$ replaced with $B$.

Proof. The proof follows directly from Lemmas 2.104 and 2.106.
We regard the operator $W_{B}(\delta)$ as a perturbation of the operator $W_{B, 0}$ for small $\delta$. Using perturbation theory, we can derive the perturbed eigenvalues and their associated eigenfunctions in $H(\partial B)^{2}$.
We denote by $\Gamma=\{(k, j, i): k=1,2 ; j=1,2, \ldots ; i=1,2,3\}$ the set of indices for the eigenfunctions of $W_{B, 0}$ and by $\Gamma_{g}=\{(k, j, 3, g): k=1,2 ; j=1,2, \ldots\}$ the set of indices for the generalized eigenfunctions. We denote by $\gamma_{g}$ the generalized eigenfunction index corresponding to eigenfunction index $\gamma$ and vice-versa. We also denote by

$$
\tau_{\gamma}= \begin{cases}\lambda_{\mu}-\lambda_{j, i}, & k=1  \tag{7.21}\\ \lambda_{\varepsilon}-\lambda_{j, i}, & k=2\end{cases}
$$

Condition 7.8. $\lambda_{\mu} \neq \lambda_{\varepsilon}$.
In the following we will only consider $\gamma \in \Gamma$ for which there is no generalized eigenfunction index associated. In other words, we only consider $\gamma=(k, i, j) \in \Gamma$ such that $\lambda_{j, i} \in \sigma_{1} \cup \sigma_{2}$ (see 2.314 for the definitons). We call this subset $\Gamma_{\text {sim }}$. Note that Conditions 2.105 and 7.8 imply that the eigenvalues of $W_{B, 0}$ indexed by $\gamma \in \Gamma_{\text {sim }}$ are simple.

Theorem 7.9. As $\delta \rightarrow 0$, the perturbed eigenvalues and eigenfunctions indexed by $\gamma \in \Gamma_{\text {sim }}$ have the following asymptotic expansions:

$$
\begin{align*}
\tau_{\gamma}(\delta) & =\tau_{\gamma}+\delta \tau_{\gamma, 1}+\delta^{2} \tau_{\gamma, 2}+O\left(\delta^{3}\right)  \tag{7.22}\\
\Psi_{\gamma}(\delta) & =\Psi_{\gamma}+\delta \Psi_{\gamma, 1}+O\left(\delta^{2}\right)
\end{align*}
$$

where

$$
\begin{align*}
\tau_{\gamma, 1} & =\frac{\left\langle W_{B, 1} \Psi_{\gamma}, \widetilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}}}{\left\langle\Psi_{\gamma}, \widetilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}}}=0 \\
\tau_{\gamma, 2} & =\frac{\left\langle W_{B, 2} \Psi_{\gamma}, \widetilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}}-\left\langle W_{B, 1} \Psi_{\gamma, 1}, \widetilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}}}{\left\langle\Psi_{\gamma}, \widetilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}}}  \tag{7.23}\\
\left(\tau_{\gamma}-W_{B, 0}\right) \Psi_{\gamma, 1} & =-W_{B, 1} \Psi_{\gamma} .
\end{align*}
$$

Here, $\widetilde{\Psi}_{\gamma^{\prime}} \in \operatorname{Ker}\left(\bar{\tau}_{\gamma^{\prime}}-W_{B, 0}^{*}\right)$ and $W_{B, 0}^{*}$ is the $H(\partial B)^{2}$ adjoint of $W_{B, 0}$.
Using Lemma 2.109 and Remark 2.111 we can solve $\Psi_{\gamma, 1}$. Indeed,
$\Psi_{\gamma, 1}=\sum_{\substack{\gamma^{\prime} \in \Gamma \\ \gamma^{\prime} \neq \gamma}} \frac{\alpha\left(-W_{B, 1} \Psi_{\gamma}, \Psi_{\gamma^{\prime}}\right) \Psi_{\gamma^{\prime}}}{\tau_{\gamma}-\tau_{\gamma^{\prime}}}+\sum_{\substack{\gamma_{g}^{\prime} \in \Gamma_{g} \\ \gamma^{\prime} \neq \gamma}} \alpha\left(-W_{B, 1} \Psi_{\gamma}, \Psi_{\gamma_{g}^{\prime}}\right)\left(\frac{\Psi_{\gamma_{g}^{\prime}}}{\tau_{\gamma}-\tau_{\gamma^{\prime}}}+\frac{\Psi_{\gamma^{\prime}}}{\left(\tau_{\gamma}-\tau_{\gamma^{\prime}}\right)^{2}}\right)$

$$
+\alpha\left(-W_{B, 1} \Psi_{\gamma}, \Psi_{\gamma}\right) \Psi_{\gamma}
$$

By abuse of notation,

$$
\alpha\left(x, \Psi_{\gamma}\right)= \begin{cases}\alpha\left(x_{1}, \psi_{\kappa}\right) & \gamma=(1, j, i), \kappa=(j, i),  \tag{7.24}\\ \alpha\left(x_{2}, \psi_{\kappa}\right) & \gamma=(2, j, i), \kappa=(j, i),\end{cases}
$$

for

$$
x=\binom{x_{1}}{x_{2}} \in H(\partial B)^{2}
$$

with $\alpha$ being introduced in Definition 2.108 .
Consider now the degenerate case $\gamma \in \Gamma \backslash \Gamma_{\text {sim }}=: \Gamma_{\text {deg }}=\{\gamma=(k, i, j) \in \Gamma$ s.t $\left.\lambda_{j, i} \in \sigma_{3}\right\}$. It is clear that, for $\gamma \in \Gamma_{\text {deg }}$, the algebraic multiplicity of the eigenvalue $\tau_{\gamma}$ is 2 while the geometric multiplicity is 1 . In this case every eigenvalue $\tau_{\gamma}$ and associated eigenfunction $\Psi_{\gamma}$ will split into two branches, as $\delta$ goes to zero, represented by a convergent Puiseux series as

$$
\begin{aligned}
\left(7.25 \digamma_{\gamma, h}(\delta)\right. & =\tau_{\gamma}+(-1)^{h} \delta^{1 / 2} \tau_{\gamma, 1}+(-1)^{2 h} \delta^{2 / 2} \tau_{\gamma, 2}+O\left(\delta^{3 / 2}\right), \quad h=0,1 \\
\Psi_{\gamma, h}(\delta) & =\Psi_{\gamma}+(-1)^{h} \delta^{1 / 2} \Psi_{\gamma, 1}+(-1)^{2 h} \delta^{2 / 2} \Psi_{\gamma, 2}+O\left(\delta^{3 / 2}\right), \quad h=0,1
\end{aligned}
$$

where $\tau_{\gamma, j}$ and $\Psi_{\gamma, j}$ can be recovered by recurrence formulas; see Section 2.9.6.
Recall that the electric and magnetic parameters, $\varepsilon_{c}$ and $\mu_{c}$, depend on the frequency of the incident field, $\omega$, following a Drude model. Therefore, the eigenvalues of the operator $W_{B, 0}$ and the perturbation in the eigenvalues depend on the frequency as well, that is,

$$
\begin{aligned}
\tau_{\gamma}(\delta, \omega) & =\tau_{\gamma}(\omega)+\delta^{2} \tau_{\gamma, 2}(\omega)+O\left(\delta^{3}\right), \quad \gamma \in \Gamma_{\operatorname{sim}} \\
\tau_{\gamma, h}(\delta, \omega) & =\tau_{\gamma}+\delta^{1 / 2}(-1)^{h} \tau_{\gamma, 1}(\omega)+\delta^{2 / 2}(-1)^{2 h} \tau_{\gamma, 2}(\omega)+O\left(\delta^{3 / 2}\right), \quad \gamma \in \Gamma_{\mathrm{deg}}, \quad h=0,1
\end{aligned}
$$

In the sequel, we will omit frequency dependence to simplify the notation. However, we will keep in mind that all these quantities are frequency dependent.

We first state the following result.

Proposition 7.10. If $\omega$ is a quasi-static plasmonic resonance (as stated in Definition 7.2), then $\left|\tau_{\gamma}\right| \ll 1$ and is locally minimized for some $\gamma \in \Gamma$ with $\tau_{\gamma}$ being defined by 7.21.

Then we recall two different notions of plasmonic resonance [70].
DEFINITION 7.11. (i) We say that $\omega$ is a plasmonic resonance if $\left|\tau_{\gamma}(\delta)\right| \ll$ 1 and is locally minimized for some $\gamma \in \Gamma_{\text {sim }}$ or $\left|\tau_{\gamma, h}(\delta)\right| \ll 1$ and is locally minimized for some $\gamma \in \Gamma_{\mathrm{deg}}, h=0,1$.
(ii) We say that $\omega$ is a first-order corrected quasi-static plasmonic resonance if $\left|\tau_{\gamma}+\delta^{2} \tau_{\gamma, 2}\right| \ll 1$ and is locally minimized for some $\gamma \in \Gamma_{\text {sim }}$ or $\mid \tau_{\gamma}+$ $\delta^{1 / 2}(-1)^{h} \tau_{\gamma, 1} \mid \ll 1$ and is locally minimized for some $\gamma \in \Gamma_{\operatorname{deg}}, h=0,1$. Here, the correction terms $\tau_{\gamma, 2}$ and $\tau_{\gamma, 1}$ are defined by 7.23) and 7.25.
Note that quasi-static resonance is size independent and is therefore a zeroorder approximation of the plasmonic resonance in terms of the particle size while the first-order corrected quasi-static plasmonic resonance depends on the size of the nanoparticle.

We are interested in solving equation 7.20

$$
W_{B}(\delta)[\Psi]=f
$$

where

$$
\Psi=\left(\begin{array}{c}
\eta(\psi)^{(1)} \\
\eta(\psi)^{(2)} \\
\omega \eta(\phi)^{(1)} \\
\omega \eta(\phi)^{(2)}
\end{array}\right), f=\left.\left(\begin{array}{c}
\frac{\eta\left(\nu \times E^{i}\right)^{(1)}}{\mu_{m}-\mu_{c}} \\
\frac{\eta\left(\nu \times E^{i}\right)^{(2)}}{\mu_{m}-\mu_{c}} \\
\frac{\eta\left(\sqrt{-1 \nu} \times H^{i}\right)^{(1)}}{\varepsilon_{m}-\varepsilon_{c}} \\
\frac{\eta\left(\sqrt{-1 \nu} \times H^{i}\right)^{(2)}}{\varepsilon_{m}-\varepsilon_{c}}
\end{array}\right)\right|_{\partial B}
$$

for $\omega$ close to the resonance frequencies, i.e., when $\tau_{\gamma}(\delta)$ is very small for some $\gamma$ 's $\in \Gamma_{\text {sim }}$ or $\tau_{\gamma, h}(\delta)$ is very small for some $\gamma$ 's $\in \Gamma_{\text {deg }}, h=0,1$. In this case, the major part of the solution would be the contributions of the excited resonance modes $\Psi_{\gamma}(\delta)$ and $\Psi_{\gamma, h}(\delta)$.
It is important to remark that problem (2.321) could be ill-posed if either $\Re\left(\varepsilon_{c}\right) \leq 0$ or $\Re\left(\mu_{c}\right) \leq 0$ (the imaginary part being very small), and these are precisely the cases for which we will find the resonances described above. In fact, what we do is solve the problem for the cases $\Re\left(\varepsilon_{c}\right)>0$ or $\Re\left(\mu_{c}\right)>0$ and then, analytically continue the solution to the general case. The resonances are the values of $\omega$ for which this analytic continuation "almost" ceases to be valid.
We introduce the following definition.
Definition 7.12. We call $J \subset \Gamma$ an index set of resonances if the $\tau_{\gamma}$ 's are close to zero when $\gamma \in \Gamma$ and are bounded from below when $\gamma \in \Gamma^{c}$. More precisely, we choose a threshold number $\eta_{0}>0$ independent of $\omega$ such that

$$
\left|\tau_{\gamma}\right| \geq \eta_{0}>0 \quad \text { for } \gamma \in J^{c}
$$

From now on, we shall use $J$ as our index set of resonances. For simplicity, we assume throughout this paper that the following condition holds.

Condition 7.13. We assume that $\lambda_{\mu} \neq 0, \lambda_{\varepsilon} \neq 0$ or equivalently, $\mu_{c} \neq-\mu_{m}$, $\varepsilon_{c} \neq-\varepsilon_{m}$.

It follows that the set $J$ is finite.
Consider the space $\mathcal{E}_{J}=\operatorname{span}\left\{\Psi_{\gamma}(\delta), \Psi_{\gamma, h}(\delta) ; \gamma \in J, h=0,1\right\}$. Note that, under Condition 7.13, $\mathcal{E}_{J}$ is finite dimensional. Similarly, we define $\mathcal{E}_{J^{c}}$ as the spanned by $\Psi_{\gamma}(\delta), \Psi_{\gamma, h}(\delta) ; \gamma \in J^{c}, h=0,1$ and eventually other vectors to complete the base. We have $H(\partial B)^{2}=\mathcal{E}_{J} \oplus \mathcal{E}_{J^{c}}$.

We define $P_{J}(\delta)$ and $P_{J^{c}}(\delta)$ as the (non-orthogonal) projection into the finitedimensional space $\mathcal{E}_{J}$ and infinite-dimensional space $\mathcal{E}_{J^{c}}$, respectively. It is clear that, for any $f \in H(\partial B)^{2}$

$$
f=P_{J}(\delta)[f]+P_{J^{c}}(\delta)[f]
$$

Moreover, we have an explicit representation for $P_{J}(\delta)$

$$
\begin{equation*}
P_{J}(\delta)[f]=\sum_{\gamma \in J \cap \Gamma_{\mathrm{sim}}} \alpha_{\delta}\left(f, \Psi_{\gamma}(\delta)\right) \Psi_{\gamma}(\delta)+\sum_{\substack{\gamma \in J \cap \Gamma_{\mathrm{deg}} \\ h=0,1}} \alpha_{\delta}\left(f, \Psi_{\gamma, h}(\delta)\right) \Psi_{\gamma, h}(\delta) \tag{7.26}
\end{equation*}
$$

Here, as in Lemma 2.109

$$
\begin{aligned}
\alpha_{\delta}\left(f, \Psi_{\gamma}(\delta)\right) & =\frac{\left\langle f, \tilde{\Psi}_{\gamma}(\delta)\right\rangle_{H(\partial B)^{2}}}{\left\langle\Psi_{\gamma}(\delta), \tilde{\Psi}_{\gamma}(\delta)\right\rangle_{H(\partial B)^{2}}}, \quad \gamma \in J \cap \Gamma_{\mathrm{sim}} \\
\alpha_{\delta}\left(f, \Psi_{\gamma, h}(\delta)\right) & =\frac{\left\langle f, \tilde{\Psi}_{\gamma, h}(\delta)\right\rangle_{H(\partial B)^{2}}}{\left\langle\Psi_{\gamma, h}(\delta), \tilde{\Psi}_{\gamma, h}(\delta)\right\rangle_{H(\partial B)^{2}}}, \quad \gamma \in J \cap \Gamma_{\mathrm{deg}}, h=0,1
\end{aligned}
$$

where $\widetilde{\Psi}_{\gamma} \in \operatorname{Ker}\left(\bar{\tau}_{\gamma, h}(\delta)-W_{B}^{*}(\delta)\right), \widetilde{\Psi}_{\gamma, h} \in \operatorname{Ker}\left(\bar{\tau}_{\gamma, h}(\delta)-W_{B}^{*}(\delta)\right)$ and $W_{B}^{*}(\delta)$ is the $H(\partial B)^{2}$-adjoint of $W_{B}(\delta)$.

We are now ready to solve the equation $W_{B}(\delta) \Psi=f$. In view of Remark 2.111, (7.27)

$$
\Psi=W_{B}^{-1}(\delta)[f]=\sum_{\gamma \in J \cap \Gamma_{\mathrm{sim}}} \frac{\alpha_{\delta}\left(f, \Psi_{\gamma}(\delta)\right) \Psi_{\gamma}(\delta)}{\tau_{\gamma}(\delta)}+\sum_{\substack{\gamma \in J \cap \Gamma_{\operatorname{deg}} \\ h=0,1}} \frac{\alpha_{\delta}\left(f, \Psi_{\gamma, h}(\delta)\right) \Psi_{\gamma, h}(\delta)}{\tau_{\gamma, h}(\delta)}+W_{B}^{-1}(\delta) P_{J^{c}}(\delta)[f]
$$

The following lemma holds.
Lemma 7.14. The norm $\left\|W_{B}^{-1}(\delta) P_{J^{c}}(\delta)\right\|_{\mathcal{L}\left(H(\partial B)^{2}, H(\partial B)^{2}\right)}$ is uniformly bounded in $\omega$ and $\delta$.

Proof. Consider the operator

$$
\left.W_{B}(\delta)\right|_{J^{c}}: P_{J^{c}}(\delta) H(\partial B)^{2} \rightarrow P_{J^{c}}(\delta) H(\partial B)^{2}
$$

We can show that for every $\omega$ and $\delta, \operatorname{dist}\left(\sigma\left(\left.W_{B}(\delta)\right|_{J^{c}}\right), 0\right) \geq \frac{\eta_{0}}{2}$, where $\sigma\left(\left.W_{B}(\delta)\right|_{J^{c}}\right)$ is the discrete spectrum of $\left.W_{B}(\delta)\right|_{J^{c}}$. Here and throughout the paper, dist denotes the distance. Then, it follows that
$\left\|W_{B}^{-1}(\delta) P_{J^{c}}(\delta)[f]\right\|=\left\|\left.W_{B}^{-1}(\delta)\right|_{J^{c}} P_{J^{c}}(\delta)[f]\right\| \lesssim \frac{1}{\eta_{0}} \exp \left(\frac{C_{1}}{\eta_{0}^{2}}\right)\left\|P_{J^{c}}(\delta)[f]\right\| \lesssim \frac{1}{\eta_{0}} \exp \left(\frac{C_{1}}{\eta_{0}^{2}}\right)\|f\|$,
where the notation $A \lesssim B$ means that $A \leq C B$ for some constant $C$ independent of $A$ and $B$.

Finally, we are ready to state our main result in this section.

Theorem 7.15. Let $\eta$ be defined by (7.1). Under Conditions 2.105, 2.107, 7.8 and 7.13, the scattered field $E^{s}=E-E^{i}$ due to a single plasmonic particle has the following representation:

$$
E^{s}=\mu_{m} \nabla \times \overrightarrow{\mathcal{S}}_{D}^{k_{m}}[\psi](x)+\nabla \times \nabla \times \overrightarrow{\mathcal{S}}_{D}^{k_{m}}[\phi](x) \quad x \in \mathbb{R}^{3} \backslash \bar{D}
$$

where

$$
\begin{aligned}
\psi & =\eta^{-1}\left(\nabla_{\partial B} \widetilde{\psi}^{(1)}+\operatorname{curl}_{\partial B} \widetilde{\psi}^{(2)}\right) \\
\phi & =\frac{1}{\omega} \eta^{-1}\left(\nabla_{\partial B} \widetilde{\phi}^{(1)}+\overrightarrow{\operatorname{cur}}_{\partial B} \widetilde{\phi}^{(2)}\right)
\end{aligned}
$$

$\Psi=\left(\begin{array}{c}\widetilde{\psi}^{(1)} \\ \widetilde{\psi}^{(2)} \\ \widetilde{\phi}^{(1)} \\ \widetilde{\phi}^{(2)}\end{array}\right)=\sum_{\gamma \in J \cap \Gamma_{\mathrm{sim}}} \frac{\alpha\left(f, \Psi_{\gamma}\right) \Psi_{\gamma}+O(\delta)}{\tau_{\gamma}(\delta)}+\sum_{\gamma \in J \cap \Gamma_{\mathrm{deg}}} \frac{\zeta_{1}(f) \Psi_{\gamma}+\zeta_{2}(f) \Psi_{\gamma, 1}+O\left(\delta^{1 / 2}\right)}{\tau_{\gamma, 0}(\delta) \tau_{\gamma, 1}(\delta)}+O(1)$,
and

$$
\begin{aligned}
\zeta_{1}(f) & =\frac{\left\langle f, \tilde{\Psi}_{\gamma, 1}\right\rangle_{H(\partial B)^{2}} \tau_{\gamma}-\left\langle f, \tilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}}\left(\tau_{\gamma, 1}+\tau_{\gamma} \frac{a_{2}}{a_{1}}\right)}{a_{1}} \\
\zeta_{2}(f) & =\frac{\left\langle f, \tilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}}}{a_{1}} \\
a_{1} & =\left\langle\Psi_{\gamma}, \tilde{\Psi}_{\gamma, 1}\right\rangle_{H(\partial B)^{2}}+\left\langle\Psi_{\gamma, 1}, \tilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}} \\
a_{2} & =\left\langle\Psi_{\gamma}, \tilde{\Psi}_{\gamma, 2}\right\rangle_{H(\partial B)^{2}}+\left\langle\Psi_{\gamma, 2}, \tilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}}+\left\langle\Psi_{\gamma, 1}, \tilde{\Psi}_{\gamma, 1}\right\rangle_{H(\partial B)^{2}}
\end{aligned}
$$

Proof. Recall that
$\Psi=\sum_{\gamma \in J \cap \Gamma_{\operatorname{sim}}} \frac{\alpha_{\delta}\left(f, \Psi_{\gamma}(\delta)\right) \Psi_{\gamma}(\delta)}{\tau_{\gamma}(\delta)}+\sum_{\substack{\gamma \in J \cap \Gamma_{\operatorname{deg}} \\ h=0,1}} \frac{\alpha_{\delta}\left(f, \Psi_{\gamma, h}(\delta)\right) \Psi_{\gamma, h}(\delta)}{\tau_{\gamma, h}(\delta)}+W_{B}^{-1}(\delta) P_{J^{c}}(\delta)[f]$.
By Lemma 7.14 , we have $W_{B}^{-1}(\delta) P_{J^{c}}(\delta)[f]=O(1)$. If $\gamma \in J \cap \Gamma_{\text {sim }}$, an asymptotic expansion on $\delta$ yields

$$
\alpha_{\delta}\left(f, \Psi_{\gamma}(\delta)\right) \Psi_{\gamma}(\delta)=\alpha\left(f, \Psi_{\gamma}\right) \Psi_{\gamma}+O(\delta)
$$

If $\gamma \in J \cap \Gamma_{\operatorname{deg}}$ then $\left\langle\Psi_{\gamma}, \tilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}}=0$. Therefore, an asymptotic expansion on $\delta$ yields

$$
\begin{aligned}
\alpha_{\delta}\left(f, \Psi_{\gamma, h}(\delta)\right) \Psi_{\gamma, h}(\delta)= & \frac{(-1)^{h}\left\langle f, \tilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}} \Psi_{\gamma}}{\delta^{-1 / 2} a_{1}}+ \\
& \frac{1}{a_{1}}\left(\left(\left\langle f, \tilde{\Psi}_{\gamma, 1}\right\rangle_{H(\partial B)^{2}}-\left\langle f, \tilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}} \frac{a_{2}}{a_{1}}\right) \Psi_{\gamma}+\left\langle f, \tilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}} \Psi_{\gamma, 1}\right) \\
& +O\left(\delta^{1 / 2}\right)
\end{aligned}
$$

with

$$
\begin{aligned}
& a_{1}=\left\langle\Psi_{\gamma}, \tilde{\Psi}_{\gamma, 1}\right\rangle_{H(\partial B)^{2}}+\left\langle\Psi_{\gamma, 1}, \tilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}} \\
& a_{2}=\left\langle\Psi_{\gamma}, \tilde{\Psi}_{\gamma, 2}\right\rangle_{H(\partial B)^{2}}+\left\langle\Psi_{\gamma, 2}, \tilde{\Psi}_{\gamma}\right\rangle_{H(\partial B)^{2}}+\left\langle\Psi_{\gamma, 1}, \tilde{\Psi}_{\gamma, 1}\right\rangle_{H(\partial B)^{2}}
\end{aligned}
$$

Since $\tau_{\gamma, h}(\delta)=\tau_{\gamma}+\delta^{1 / 2}(-1)^{h} \tau_{\gamma, 1}+O(\delta)$, the result follows by adding the terms

$$
\frac{\alpha_{\delta}\left(f, \Psi_{\gamma, 0}(\delta)\right) \Psi_{\gamma, 0}(\delta)}{\tau_{\gamma, 0}(\delta)} \quad \text { and } \frac{\alpha_{\delta}\left(f, \Psi_{\gamma, 1}(\delta)\right) \Psi_{\gamma, 1}(\delta)}{\tau_{\gamma, 1}(\delta)}
$$

The proof is then complete.
Corollary 7.16. Assume the same conditions as in Theorem 7.15. Under the additional condition that

$$
\begin{equation*}
\min _{\gamma \in J \cap \Gamma_{\mathrm{sim}}}\left|\tau_{\gamma}(\delta)\right| \gg \delta^{3}, \min _{\gamma \in J \cap \Gamma_{\mathrm{deg}}}\left|\tau_{\gamma}(\delta)\right| \gg \delta \tag{7.28}
\end{equation*}
$$

we have
$\Psi=\sum_{\gamma \in J \cap \Gamma_{\mathrm{sim}}} \frac{\alpha\left(f, \Psi_{\gamma}\right) \Psi_{\gamma}+O(\delta)}{\tau_{\gamma}+\delta^{2} \tau_{\gamma, 2}}+\sum_{\gamma \in J \cap \Gamma_{\mathrm{deg}}} \frac{\zeta_{1}(f) \Psi_{\gamma}+\zeta_{2}(f) \Psi_{\gamma, 1}+O\left(\delta^{1 / 2}\right)}{\tau_{\gamma}^{2}-\delta \tau_{\gamma, 1}^{2}}+O(1)$.
Corollary 7.17. Assume the same conditions as in Theorem 7.15. Under the additional condition that

$$
\begin{equation*}
\min _{\gamma \in J \cap \Gamma_{\text {sim }}}\left|\tau_{\gamma}(\delta)\right| \gg \delta^{2}, \quad \min _{\gamma \in J \cap \Gamma_{\operatorname{deg}}}\left|\tau_{\gamma}(\delta)\right| \gg \delta^{1 / 2} \tag{7.29}
\end{equation*}
$$

we have

$$
\Psi=\sum_{\gamma \in J \cap \Gamma_{\mathrm{sim}}} \frac{\alpha\left(f, \Psi_{\gamma}\right) \Psi_{\gamma}+O(\delta)}{\tau_{\gamma}}+\sum_{\gamma \in J \cap \Gamma_{\mathrm{deg}}} \frac{\alpha\left(f, \Psi_{\gamma}\right) \Psi_{\gamma}}{\tau_{\gamma}}+\alpha\left(f, \Psi_{\gamma, g}\right)\left(\frac{\Psi_{\gamma, g}}{\tau_{\gamma}}+\frac{\Psi_{\gamma}}{\tau_{\gamma}^{2}}\right)+O(1)
$$

Proof. We have

$$
\begin{aligned}
\lim _{\delta \rightarrow 0} W_{B}^{-1}(\delta) P_{\operatorname{span}\left\{\Psi_{\gamma, 0}(\delta), \Psi_{\gamma, 1}(\delta)\right\}}[f] & =\lim _{\delta \rightarrow 0} \frac{\alpha_{\delta}\left(f, \Psi_{\gamma, 0}(\delta)\right) \Psi_{\gamma, 0}(\delta)}{\tau_{\gamma, 0}(\delta)}+\frac{\alpha_{\delta}\left(f, \Psi_{\gamma, 1}(\delta)\right) \Psi_{\gamma, 1}(\delta)}{\tau_{\gamma, 1}(\delta)} \\
& =W_{B, 0}^{-1}(\delta) P_{\operatorname{span}\left\{\Psi_{\gamma}, \Psi_{\gamma_{g} g}\right\}}[f] \\
& =\frac{\alpha\left(f, \Psi_{\gamma}\right) \Psi_{\gamma}}{\tau_{\gamma}}+\alpha\left(f, \Psi_{\gamma, g}\right)\left(\frac{\Psi_{\gamma, g}}{\tau_{\gamma}}+\frac{\Psi_{\gamma}}{\tau_{\gamma}^{2}}\right),
\end{aligned}
$$

where $\gamma \in J \cap \Gamma_{\text {deg }}, f \in H(\partial B)^{2}$ and $P_{\text {span } E}$ is the projection into the linear space generated by the elements in the set $E$.

Remark 7.18. Note that for $\gamma \in J$, $\tau_{\gamma} \approx \min \left\{\operatorname{dist}\left(\lambda_{\mu}, \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right) \cup-\sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right), \operatorname{dist}\left(\lambda_{\varepsilon}, \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right) \cup-\sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)\right)\right\}$.

It is clear, from Remark 7.18 that resonances can occur when exciting the spectrum of $\left(\mathcal{K}_{B}^{0}\right)^{*}$ or/and that of $-\left(\mathcal{K}_{B}^{0}\right)^{*}$. We substantiate in the following that only the spectrum of $\left(\mathcal{K}_{B}^{0}\right)^{*}$ can be excited to create the plasmonic resonances in the quasi-static regime.
Recall that

$$
f=\left.\left(\begin{array}{c}
\frac{\eta\left(\nu \times E^{i}\right)^{(1)}}{\mu_{m}-\mu_{c}} \\
\frac{\eta\left(\nu \times E^{i}\right)^{(2)}}{\mu_{m}-\mu_{c}} \\
\frac{\eta\left(\sqrt{-1} \nu \times H^{i}\right)^{(1)}}{\varepsilon_{m}-\varepsilon_{c}} \\
\frac{\eta\left(\sqrt{-1} \nu \times H^{i}\right)^{(2)}}{\varepsilon_{m}-\varepsilon_{c}}
\end{array}\right)\right|_{\partial B}
$$

and therefore,

$$
f_{1}:=\frac{\eta\left(\nu \times E^{i}\right)^{(1)}}{\mu_{m}-\mu_{c}}=\frac{\Delta_{\partial B}^{-1} \nabla_{\partial B} \cdot \eta\left(\nu \times E^{i}\right)}{\mu_{m}-\mu_{c}}
$$

Now, suppose $\gamma=(1, j, 1) \in J$ (recall that $J$ is the index set of resonances). Then $\tau_{\gamma}=\lambda_{\mu}-\lambda_{1, j}$, where $\lambda_{1, j} \in \sigma_{1}=\sigma\left(-\left(\mathcal{K}_{B}^{0}\right)^{*}\right) \backslash \sigma\left(\left(\mathcal{K}_{B}^{0}\right)^{*}\right)$. From Remark 2.110,
$\alpha\left(f, \Psi_{\gamma}\right)=\left\langle\Delta_{\partial B} f_{1}, \varphi_{j, 1}\right\rangle_{\mathcal{H}^{*}}=\alpha\left(f, \Psi_{\gamma}\right)=\frac{1}{\mu_{m}-\mu_{c}}\left\langle\nabla_{\partial B} \cdot \eta\left(\nu \times E^{i}\right), \varphi_{j, 1}\right\rangle_{\mathcal{H}^{*}}$,
where $\varphi_{j, 1} \in \mathcal{H}_{0}^{*}(\partial B)$ is a normalized eigenfunction of $\left(\mathcal{K}_{B}^{0}\right)^{*}(\partial B)$.
A Taylor expansion of $E^{i}$ gives, for $x \in \partial D$,

$$
E^{i}(x)=\sum_{\beta \in \mathbb{N}^{3}}^{\infty} \frac{(x-z)^{\beta} \partial^{\beta} E^{i}(z)}{|\beta|!}
$$

Thus,

$$
\eta\left(\nu \times E^{i}\right)(\tilde{x})=\eta(\nu)(\tilde{x}) \times E^{i}(z)+O(\delta),
$$

and

$$
\begin{aligned}
\nabla_{\partial B} \cdot \eta\left(\nu \times E^{i}\right)(\tilde{x}) & =-\eta(\nu)(\tilde{x}) \cdot \nabla \times E^{i}(z)+O(\delta) \\
& =O(\delta)
\end{aligned}
$$

Therefore, the zeroth-order term of the expansion of $\nabla_{\partial B} \cdot \eta\left(\nu \times E^{i}\right)$ in $\delta$ is zero. Hence,

$$
\alpha\left(f, \Psi_{\gamma}\right)=0 .
$$

In the same way, we have

$$
\begin{aligned}
\alpha\left(f, \Psi_{\gamma}\right) & =0 \\
\alpha\left(f, \Psi_{\gamma_{g}}\right) & =0
\end{aligned}
$$

for $\gamma=(2, j, 1) \in J$ and $\gamma_{g}$ such that $\gamma \in J$.
As a result we see that the spectrum of $-\left(\mathcal{K}_{B}^{0}\right)^{*}$ is not excited in the zeroth-order term. However, we note that $\sigma\left(-\left(\mathcal{K}_{B}^{0}\right)^{*}\right)$ can be excited in higher-order terms.

Finally, we sketch a proof of Theorem 7.1 . From $(2.319)$, we have

$$
E^{s}(x)=\mu_{m} \nabla \times \overrightarrow{\mathcal{S}}_{D}^{k_{m}}[\psi](x)+\nabla \times \nabla \times \overrightarrow{\mathcal{S}}_{D}^{k_{m}}[\phi](x), \quad x \in \mathbb{R}^{3} \backslash \bar{D}
$$

where $\psi$ and $\phi$ are determined by (7.17). Since $\mathcal{W}_{B}(\delta)=\mathcal{W}_{B, 0}+O(\delta)$, formula (7.2) follows by using the identities stated in Lemma 2.102 .
7.4.1. Numerical Examples. Here we present numerical examples to demonstrate the shift of the plasmonic resonance. The first example involves a spherical nanoparticle of radius $R$ with permittivity $\epsilon_{c}$. For the permittivity $\epsilon_{c}$, we use Drude's model as follows: $\epsilon_{c}(\omega)=1-\omega_{p}^{2} /(\omega(\omega+\sqrt{-1} \gamma))$ where $\omega_{p}=5.8(e V)$ and $\gamma=0.2$. We compute the extinction cross-section $Q^{e x t}$ as a function of the operating wavelength $\lambda=2 \pi c / \omega$. Due to spherical symmetry, it can be shown that $Q^{e x t}$ has the following simple representation

$$
Q^{e x t}=\frac{2}{\left(k_{m} R\right)^{2}} \sum_{n=1}^{\infty}(2 n+1) \Re\left\{\frac{\sqrt{-1} k_{m}}{n(n+1)}\left(W_{n}^{T E}+W_{n}^{T M}\right)\right\}
$$

where $W_{n}^{T E}$ and $W_{n}^{T M}$ are the scattering coefficients of a spherical structure. We have already seen in section 2.14 how to compute $W_{n}^{T E}$ and $W_{n}^{T M}$ using Code Scattering Coefficients for Maxwell's Equations. We use Code Plasmonic Resonance Shift to repeatedly plot $Q^{e x t}$ while changing the radius $R$ from 5 nm to 30 nm in Figure 7.1. The shift of the plasmonic resonance is clearly shown.

We also present numerical example of a spherical shell with outer radius $R$ and inner radius $R / 2$. We also assume the outer sphere has the permittivity $\epsilon_{c}$ and the inner sphere has the same permittivity as background. In Figure 7.1. we plot $Q^{e x t}$ for the shell for various values of radius $R$. Again, the shift of plasmon resonance is clearly shown.

### 7.5. Plasmonic Resonance for a System of Spheres

Confining light at the nanoscale is challenging due to the diffraction limit. Strongly localized surface plasmon modes in singular metallic structures, such as sharp tips and two nearly touching surfaces, offer a promising route to overcome this difficulty. Recently, transformation optics has been applied to analyze various structural singularities and then provides novel physical insights for a broadband nanofocusing of light.

Among three-dimensional singular structures, the system of nearly touching spheres is of fundamental importance. In the narrow gap regions, a large field enhancement occurs. The significant spectral shift of resonance mode also occurs due to the plasmon hybridization. A cluster of plasmonic spheres such as a heptamer and a octamer can support collective resonance modes such as Fano resonances. For theoretical investigations of these phenomena, the numerical computation plays a important role. Unfortunately, in the nearly touching case, it is quite challenging to compute the field distribution in the gap accurately. In fact, the required computational cost dramatically increases as the spheres get closer. The multipole expansion method requires a large number of spherical harmonics and the finite element method (or boundary element method) requires very fine mesh in the gap. Moreover, the linear systems to be solved are ill-conditioned. So conventional numerical methods are time consuming or inaccurate for this extreme case.

Here we present a hybrid numerical scheme that overcomes difficulty. The key idea of our hybrid scheme is to clarify the connection between Transformation Optics and the image charge method. The developed code is Code Plasmonic Resonance for Nearly Touching Spheres
7.5.1. Two Metallic Spheres. We consider the two metallic spheres which are shown in Figure 7.2. The permittivity $\epsilon$ of each individual sphere is modeled as $\epsilon=1-\omega_{p}^{2} /(\omega(\omega+\sqrt{-1} \gamma))$ where $\omega$ is the operating frequency, $\omega_{p}$ is the plasma frequency and $\gamma$ is the damping parameter. We fit Palik's data 390 for silver by adding a few Lorentz terms. We shall assume that the plasmonic spheres are small compared to optical wavelengths so that the quasi-static approximation can be adopted.
7.5.2. Transformation Optics. Let us briefly review the transformation optics approach by Pendry et al. [397]. To transform two spheres into a concentric shell, Pendry et al. introduced the inversion transformation $\Phi$ defined as

$$
\begin{equation*}
\mathbf{r}^{\prime}=\Phi(\mathbf{r})=R_{T}^{2}\left(\mathbf{r}-\mathbf{R}_{0}\right) /\left|\mathbf{r}-\mathbf{R}_{0}\right|^{2}+\mathbf{R}_{0}^{\prime} \tag{7.30}
\end{equation*}
$$

where $\mathbf{R}_{0}, \mathbf{R}_{0}^{\prime}$ and $R_{T}$ are given parameters. This inversion mapping induces the inhomogeneous permittivity $\epsilon^{\prime}\left(\mathbf{r}^{\prime}\right)=R_{T}^{2}\left|\mathbf{r}^{\prime}-\mathbf{R}_{0}^{\prime}\right| \epsilon$ in the transformed space. Then, by taking advantage of the symmetry of the shell, the electric potential can be represented in terms of the following basis functions:

$$
\begin{equation*}
\mathcal{M}_{n, \pm}^{m}(\mathbf{r})=\left|\mathbf{r}^{\prime}-\mathbf{R}_{0}^{\prime}\right|\left(r^{\prime}\right)^{ \pm\left(n+\frac{1}{2}\right)-\frac{1}{2}} Y_{n}^{m}\left(\theta^{\prime}, \phi^{\prime}\right) \tag{7.31}
\end{equation*}
$$



Figure 7.1. Extinction cross-section $Q^{e x t}$ for a spherical nanoparticle and a shell of radius $R$. We change the radius $R$ from $5(\mathrm{~nm})$ to $30(\mathrm{~nm})$. The inner radius of the shell is set to be $R / 2$. The shift of plasmon resonance is clearly shown.


Figure 7.2. Two spheres and the transformation optics inversion mapping. (a) Two identical spheres, each of radius $R$ and permittivity $\epsilon$, are separated by a distance $\delta$. The distance between their centers is $2 d$. The background permittivity is $\epsilon_{0}=1$. (b) The transformation optics inversion mapping transforms the lower sphere $B_{-}$(or the upper sphere $B_{+}$) into a sphere of radius $R^{\prime}$ (or a hollow sphere of radius $R^{\prime \prime}$ ) centered at the origin, respectively.


Figure 7.3. Image charges for two spheres. Red and green circles represent image charges placed along the $z$-axis.
where, $\left\{Y_{n}^{m}\right\}$ are the spherical harmonics. We will call $\mathcal{M}_{n, \pm}^{m}$ a transformation optics basis.

Let us assume that two plasmonic spheres $B_{+} \cup B_{-}$are placed in a uniform incident field ( $0,0, E_{0} \Re\left\{e^{\sqrt{-1} \omega t}\right\}$ ). Then the (quasi-static) electrical potential $V$ outside the two spheres can be represented in the following form:

$$
\begin{equation*}
V(\mathbf{r})=-E_{0} z+\sum_{n=0}^{\infty} A_{n}\left(\mathcal{M}_{n,+}^{0}(\mathbf{r})-\mathcal{M}_{n,-}^{0}(\mathbf{r})\right) \tag{7.32}
\end{equation*}
$$

Here, the coefficients $A_{n}$ can be determined by solving some tridiagonal system. Unfortunately, it cannot be solved analytically.
7.5.3. Method of Image Charges. Now we discuss the method of images. Since the imaging rule for a pair of cylinders is simple, an exact image series solution and its properties can be easily derived. However, for two dielectric spheres, an exact solution cannot be obtained due to the appearance of a continuous line image source. Poladian observed in 401 that the continuous source can be well approximated by a point charge and then derived an approximate but analytic image series solution. Let us briefly review Poladian's solution for two dielectric spheres. Let $\tau=(\epsilon-1) /(\epsilon+1), s=\cosh ^{-1}(d / R)$ and $\alpha=R \sinh s$. Suppose that two point charges of strength $\pm 1$ are located at $\left(0,0, \pm z_{0}\right) \in B_{ \pm}$, respectively. By Poladian's imaging rule, they produce an infinite series of image charges of strength $\pm u_{k}$ at $\left(0,0, \pm z_{k}\right)$ for $k=0,1,2, \ldots$, where $z_{k}$ and $u_{k}$ are given by

$$
\begin{equation*}
z_{k}=\alpha \operatorname{coth}\left(k s+s+t_{0}\right), \quad u_{k}=\tau^{k} \frac{\sinh \left(s+t_{0}\right)}{\sinh \left(k s+s+t_{0}\right)} \tag{7.33}
\end{equation*}
$$

Here, the parameter $t_{0}$ is such that $z_{0}=\alpha \operatorname{coth}\left(s+t_{0}\right)$. See Figure 7.3. The potential $U(\mathbf{r})$ generated by all the above image charges is given by

$$
\begin{equation*}
U(\mathbf{r})=\sum_{k=0}^{\infty} u_{k}\left(\Gamma\left(\mathbf{r}-\mathbf{z}_{k}\right)-\Gamma\left(\mathbf{r}+\mathbf{z}_{k}\right)\right) \tag{7.34}
\end{equation*}
$$

where $\mathbf{z}_{k}=\left(0,0, z_{k}\right)$ and $\Gamma(\mathbf{r})=1 /(4 \pi|\mathbf{r}|)$.
Let us consider the potential $V$ outside the two spheres when a uniform incident field $\left(0,0, E_{0} \Re\left\{e^{\sqrt{-1} \omega t}\right\}\right)$ is applied. Let $p_{0}$ be the induced polarizability when a single sphere is subjected to the uniform incident field, that is, $p_{0}=E_{0} R^{3} 2 \tau /(3-\tau)$. Using the potential $U(\mathbf{r})$, we can derive an approximate solution for $V(\mathbf{r})$. For $|\tau| \approx 1$, we have

$$
\begin{equation*}
V(\mathbf{r}) \approx-E_{0} z+\left.4 \pi p_{0} \frac{\partial(U(\mathbf{r}))}{\partial z_{0}}\right|_{z_{0}=d}+\left.Q U(\mathbf{r})\right|_{z_{0}=d} \tag{7.35}
\end{equation*}
$$

where $Q$ is a constant chosen so that the right-hand side in equation 7.35 has no net flux on the surface of each sphere. The accuracy of the approximate formula, equation (7.35), improves as $|\epsilon|$ increases and it becomes exact when $|\epsilon|=\infty$. Moreover, its accuracy is pretty good even if the value of $|\epsilon|$ is moderate.

We now explain the difficulty involved in applying the the image series solution, equation $\sqrt{7.35}$ ), to the case of plasmonic spheres. In view of the expressions for $u_{k}$, equation (7.33), we can see that equation 7.35 is not convergent when $|\tau|>e^{s}$. For plasmonic materials such as gold and silver, the real part of the permittivity $\epsilon$ is negative over the optical frequencies and this means that the corresponding parameter $|\tau|$ can attain any value in the interval $\left(e^{s}, \infty\right)$. Moreover, it turns out that all the plasmonic resonant values for $\tau$ are contained in the set $\{\tau \in \mathbb{C}:|\tau|>$ $\left.e^{s}\right\}$. So, equation 7.35 cannot describe the plasmonic interaction between the spheres due to the non-convergence.
7.5.4. Analytical Solution for Two Plasmonic Spheres. Here we present an analytic approximate solution for two plasmonic spheres in a uniform incident field $\left(0,0, E_{0} \Re\left\{e^{\sqrt{-1} \omega t}\right\}\right)$. More importantly, we shall see that our analytical approximation completely captures the singular behavior of the exact solution. This feature is essential in developing our hybrid numerical scheme.

The solution which is valid for two plasmonic spheres can be derived by establishing the explicit connection between transformation optics and the method


Figure 7.4. Exact solution vs Analytic approximation. a, Field enhancement plot as a function of frequency $\omega$ for various separation distances $\delta$. The solid lines represent the approximate analytical solution and the dashed lines represent the exact solution. Two identical silver spheres of radius 30 nm are considered. b, Same as a but for the absorption cross section.
of image charges. We can convert the image series into a transformation opticstype solution by using the explicit connection formula. The result is shown in the following theorem.

ThEOREM 7.19. If $|\tau| \approx 1$, the following approximation for the electric potential $V(\mathbf{r})$ holds: for $\mathbf{r} \in \mathbb{R}^{3} \backslash\left(B_{+} \cup B_{-}\right)$,

$$
\begin{equation*}
V(\mathbf{r}) \approx-E_{0} z+\sum_{n=0}^{\infty} \widetilde{A}_{n}\left(\mathcal{M}_{n,+}^{0}(\mathbf{r})-\mathcal{M}_{n,-}^{0}(\mathbf{r})\right) \tag{7.36}
\end{equation*}
$$

where the coefficient $\widetilde{A}_{n}$ is given by

$$
\begin{align*}
& \widetilde{A}_{n}=E_{0} \frac{2 \tau \alpha}{3-\tau} \cdot \frac{2 n+1-\gamma_{0}}{e^{(2 n+1) s}-\tau} \\
& \gamma_{0}=\sum_{n=0}^{\infty} \frac{2 n+1}{e^{(2 n+1) s}-\tau} / \sum_{n=0}^{\infty} \frac{1}{e^{(2 n+1) s}-\tau} \tag{7.37}
\end{align*}
$$

As expected, the above approximate expression is valid even if $|\tau|>e^{s}$. Therefore, it can furnish useful information about the plasmonic interaction between the two spheres. As a first demonstration, let us investigate the (approximate) resonance condition, that is, the condition for $\tau$ at which the coefficients $\widetilde{A}_{n}$ diverge. One might conclude that the resonance condition is given by $\tau=e^{(2 n+1) s}$. However, one can see that $\widetilde{A}_{n}$ has a removable singularity at each $\tau=e^{(2 n+1) s}$. In fact, the (approximate) resonance condition turns out to be

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{1}{e^{(2 n+1) s}-\tau}=0 \tag{7.38}
\end{equation*}
$$

In other words, the plasmonic resonance happens when $\tau$ is one of the zeros of equation 7.38 . It turns out that the zeros $\left\{\tau_{n}\right\}_{n=0}^{\infty}$ lie on the positive real axis and satisfy, for $n=0,1,2, \ldots$,

$$
\begin{equation*}
e^{(2 n+1) s}<\tau_{n}<e^{(2 n+3) s} \tag{7.39}
\end{equation*}
$$

The above estimate helps us understand the asymptotic behavior of the resonance when two spheres get closer. As the separation distance $\delta$ goes to zero, the parameter $s$ also goes to zero (in fact, $s=O\left(\delta^{1 / 2}\right)$ ). Then, in view of equation 7.39, $\tau_{n}$ will converge to 1 and the corresponding permittivity $\epsilon_{n}$ goes to infinity. This means that a red-shift of the (bright) resonance modes occurs. Since the approximate analytical formula for $V$ becomes more accurate as $|\epsilon|$ increases, we can expect that accuracy improves as the separation distance goes to zero. It also indicates that our formula captures the singular nature of the field distribution completely. Furthermore, the difference between $\tau_{n}$ and $\tau_{n+1}$ decreases, which means that the spectrum becomes almost continuous.

We now derive approximate formulas for the field at the gap and for the absorption cross section. From Theorem 7.19 , we obtain the following:

$$
\begin{align*}
E(0,0,0) \approx & E_{0}-E_{0} \frac{8 \tau}{3-\tau}\left[\sum_{n=0}^{\infty} \frac{(2 n+1)^{2}}{e^{(2 n+1) s}-\tau}(-1)^{n}\right. \\
& \left.-\gamma_{0} \sum_{n=0}^{\infty} \frac{2 n+1}{e^{(2 n+1) s}-\tau}(-1)^{n}\right] \tag{7.40}
\end{align*}
$$

In the quasi-static approximation, the absorption cross section $\sigma_{a}$ is defined by $\sigma_{a}=\omega \Im\{p\}$, where $p$ is the polarizability of the system of two spheres. From Theorem 7.19, $\sigma_{a}$ is approximated as follows:

$$
\begin{align*}
\sigma_{a} \approx \omega E_{0} & \frac{8 \tau \alpha^{3}}{3-\tau}\left[\sum_{n=0}^{\infty} \frac{(2 n+1)^{2}}{e^{(2 n+1) s}-\tau}\right. \\
& \left.-\left(\sum_{n=0}^{\infty} \frac{2 n+1}{e^{(2 n+1) s}-\tau}\right)^{2} / \sum_{n=0}^{\infty} \frac{1}{e^{(2 n+1) s}-\tau}\right] \tag{7.41}
\end{align*}
$$

We compare the above approximate formulas with the exact ones. Figure 7.4 represents respectively the field enhancement and the absorption cross section $\sigma_{a}$ as functions of the frequency $\omega$ for various distances ranging from 0.001 nm to 10 nm . The strong accuracy of our approximate formulas over broad ranges of frequencies and gap distances is clearly shown. As mentioned previously, the accuracy improves as the spheres get closer. It is also worth highlighting the red-shift of the plasmonic resonance modes as the separation distance $\delta$ goes to zero.
7.5.5. Hybrid Numerical Scheme for a Many-Spheres System. Now we consider a system involving an arbitrary number of plasmonic spheres. If all the spheres are well separated, then the multipole expansion method is efficient and accurate for computing the field distribution. However, when the spheres are close to each other, the problem becomes very challenging since the charge densities on each sphere are nearly singular. To overcome this difficulty, Cheng and Greengard [171, 173] developed a hybrid numerical scheme combining the multipole expansion method and the method of images.

Let us briefly explain the main idea of Cheng and Greengard's method. In the standard multipole expansion method, the potential is represented as a sum of general multipole sources $\mathcal{Y}_{l m}(\mathbf{r})=Y_{l}^{m}(\theta, \phi) / r^{l+1}$ located at the center of each of the spheres. Suppose that a pair of spheres is close to touching. For convenience, let us identify the pair as $B_{+} \cup B_{-}$. A multipole source $\mathcal{Y}_{l m}$ located at the center of $B_{+}$ generates an infinite sequence of image multipole sources by Poladian's imaging rule. Let us denote the resulting image multipole potential by $U_{l m}^{+}$. We also define $U_{l m}^{-}$


Figure 7.5. Multipole expansion method versus Hybrid scheme. a) d) Two examples of three spheres configuration. (b) and (c) The field enhancement at point $A$ as a function of frequency for the configuration (a) using the multipole expansion method and the hybrid method, respectively. The parameters are given as $R=$ $30 \mathrm{~nm}, \delta=0.25 \mathrm{~nm}$ and $\beta=80^{\circ}$. The uniform incident field ( $0,0, \Re\left\{e^{\sqrt{-1} \omega t}\right\}$ ) is applied. (e) (f) Same as (b) and (c) but for the configuration (d).
in a similar way. Roughly speaking, Cheng and Greengard modified the multipole expansion method by replacing a multipole source $\mathcal{Y}_{l m}$ with its corresponding image multipole series $U_{l m}^{ \pm}$.

Since the image series $U_{l m}^{ \pm}$captures the close-to-touching interactions analytically, their scheme is very efficient and highly accurate even if the distance between the spheres is extremely small. However, the image multipole series $U_{l m}^{ \pm}$are not convergent for $|\tau|>e^{s}$. Hence it cannot be applied to cluster of plasmonic spheres. Therefore, in order to extend Cheng and Greengard's method to the plasmonic case, it is essential to establish an explicit connection between the image multipole series $U_{l m}^{ \pm}$and transformation optics. We develop a hybrid numerical scheme valid for plasmonics spheres by replacing the image multipole series with its transformation optics version.

Next, we present numerical examples to illustrate the hybrid method. We consider two examples of the three-spheres configuration. We provide a comparison between multipole expansion method and the hybrid method by plotting the field enhancement at the gap center $A$. For the numerical implementation, only a finite number of the multipoles $\mathcal{Y}_{l m}$ or hybrid multipoles $U_{l m}^{ \pm}$should be used. Let $L$ be the truncation number for the order $l$. In Figures 7.5 b) and 7.5 e), the field enhancement is computed using the standard multipole expansion method. The
computations give inaccurate results even if we include a large number of multipole sources with $L=50$. On the contrary, the hybrid method gives pretty accurate results even for small values of $L$ such as $L=2$ and 5 (Figures 7.5 c) and 7.5 f)). Furthermore, $99 \%$ accuracy can be achieved using only $L=20$. For each hybrid multipole $U_{l m}^{ \pm}$, the transformation optics harmonics are included up to order $n=300$ to ensure convergence and we note that the multipole can be evaluated very efficiently.

To achieve $99.9 \%$ accuracy at the first resonant peak, it is necessary to set $L=150$ in the multipole expansion method which means a $68,400 \times 68,400$ linear system needs to be solved. However, the same accuracy can be achieved with only $L=23$ in the hybrid method. The corresponding linear system has size $1,725 \times 1,725$ and it can be solved 2,000 times faster than the multipole expansion method.

### 7.6. Concluding Remarks

In this chapter we have analyzed plasmonic resonances for nanoparticles. We have estimated the plasmon resonance shift due to changes in size and shape of the nanoparticles. We have derived effective electromagnetic parameters of a composite material in which plasmonic nanoparticles are embedded. We have shown that by homogenizing plasmonic nanoparticles one can obtain high-contrast or negative material parameters, depending on how the frequencies used correspond to the plasmonic resonant frequency. These results will play a key role in later chapters in the analysis of super-resolution imaging mechanisms and sub-wavelength bandgap crystals.

## CHAPTER 8

## Imaging of Small Particles

### 8.1. Introduction

In this chapter we consider, in the presence of noise, the detection and localization of small particles from multi-static measurements. Multistatic imaging usually involves two steps. The first consists in recording the waves generated by the particles on an array of receivers. The second step consists in processing the recorded data in order to estimate some relevant features of the particles. We apply the asymptotic formulas derived in Theorems $2.88,2.122$, and 2.149 for the purpose of identifying the locations and certain properties of small particles. We introduce direct (non-iterative) reconstruction algorithms that take advantage of the smallness of the particles, in particular, the MUltiple Signal Classification algorithm (MUSIC), reverse-time migration, and Kirchhoff migration. We analyze their resolution and stability with respect to noise in the measurements. Resolution analysis is to estimate the size of the finest detail that can be reconstructed from the data while stability analysis is to quantify the localization error in the presence of noise. We refer the reader to 37 for more details on these direct imaging algorithms.

Taking into account the sparsity of the problem of imaging small particles, we show that it can be recast to a joint sparse recovery problem and outline the algorithm proposed in $\mathbf{3 1 4}$. In $\mathbf{1 6 8}$, other $l_{1}$ minimization-based imaging methods are designed for locating small particles. In particular, a hybrid approach combining the use of singular value decomposition with $l_{1}$ norm minimization is introduced.

### 8.2. Scalar Wave Imaging of Small Particles

8.2.1. MUSIC-type Method. Let $B_{R}:=\{|x|<R\}$. Let $D$ be a small particle with location at $z \in B_{R}$ and electromagnetic parameters $\varepsilon_{c}$ and $\mu_{c}$. Let $x_{i}, i=1, \ldots, N$ be equi-distributed points along the boundary $\partial B_{R}$ for $N \gg 1$. The array of $N$ elements $\left\{x_{1}, \ldots, x_{N}\right\}$ is used to detect the particle. The array of elements $\left\{x_{1}, \ldots, x_{N}\right\}$ is operating both in transmission and in reception. Let $u_{j}^{s}$ be the scattered wave by $D$ corresponding to the incident wave $\Gamma_{k_{m}}\left(x-x_{j}\right)$. From Theorem 2.88 it follows that

$$
\begin{aligned}
u_{j}^{s}(x) & =\delta^{d}\left(\nabla_{z} \Gamma_{k_{m}}\left(z-x_{j}\right) M \nabla_{z} \Gamma_{k_{m}}(x-z)+k_{m}^{2}\left(\frac{\varepsilon_{c}}{\varepsilon_{m}}-1\right)|B| \Gamma_{k_{m}}\left(z-x_{j}\right) \Gamma_{k_{m}}(x-z)\right) \\
& +O\left(\delta^{d+1}\right)
\end{aligned}
$$

where $M$ is the polarization tensor defined in (2.71) with $\lambda$ given by (2.264).
Suppose for the sake of simplicity that $D$ is a disk. Define the $N \times N$ data matrix by

$$
\begin{equation*}
A^{\omega}:=\left(u_{j}^{s}\left(x_{i}\right)\right)_{i, j} \tag{8.1}
\end{equation*}
$$

and introduce the $N$-dimensional vector fields $g^{(j)}\left(z^{S}\right)$, for $z^{S} \in B_{R}$ and $j=$ $1, \ldots, d+1$, by
$g^{(j)}\left(z^{S}\right)=\frac{1}{\sqrt{\sum_{i=1}^{N}\left|e_{j} \cdot \nabla_{z} \Gamma_{k_{m}}\left(z^{S}-x_{i}\right)\right|^{2}}}\left(e_{j} \cdot \nabla_{z} \Gamma_{k_{m}}\left(z^{S}-x_{1}\right), \ldots, e_{j} \cdot \nabla_{z} \Gamma_{k_{m}}\left(z-x_{N}\right)\right)^{t}$,
for $j=1, \ldots, d$, and

$$
\begin{equation*}
g^{(d+1)}\left(z^{S}\right)=\frac{1}{\sqrt{\sum_{i=1}^{N}\left|\Gamma_{k_{m}}\left(z^{S}-x_{i}\right)\right|^{2}}}\left(\Gamma_{k_{m}}\left(z^{S}-x_{1}\right), \ldots, \Gamma_{k_{m}}\left(z^{S}-x_{N}\right)\right)^{t} \tag{8.3}
\end{equation*}
$$

where $\left\{e_{1}, \ldots, e_{d}\right\}$ is an orthonormal basis of $\mathbb{R}^{d}$.
Let $g\left(z^{S}\right)$ be the $N \times d$ matrix whose columns are $g^{(1)}\left(z^{S}\right), \ldots, g^{(d)}\left(z^{S}\right)$. Then, from 2.82, 8.1 can be written as

$$
A^{\omega} \approx \tau_{\mu} g(z) \overline{g(z)}^{t}+\tau_{\varepsilon} g^{(d+1)}(z){\overline{g^{(d+1)}(z)}}^{t}
$$

where

$$
\begin{aligned}
& \tau_{\mu}:=2|D| \frac{\mu_{m}-\mu_{c}}{\mu_{m}+\mu_{c}}\left(\sum_{i=1}^{N}\left|\nabla_{z} \Gamma_{k_{m}}\left(z-x_{i}\right)\right|^{2}\right), \\
& \tau_{\varepsilon}:=|D| k_{m}^{2}\left(\frac{\varepsilon_{c}}{\varepsilon_{m}}-1\right)\left(\sum_{i=1}^{N}\left|\Gamma_{k_{m}}\left(z-x_{i}\right)\right|^{2}\right) .
\end{aligned}
$$

Let $P$ be the orthogonal projection onto the range of $A^{\omega}$. The MUSIC-type imaging functional is defined by

$$
\begin{equation*}
\mathcal{I}_{\mathrm{MU}}\left(z^{S}, \omega\right):=\left(\sum_{j=1}^{d+1}\left\|(I-P)\left[g^{(j)}\right]\left(z^{S}\right)\right\|^{2}\right)^{-1 / 2} \tag{8.4}
\end{equation*}
$$

This functional has large peaks only at the locations of the particles 37.
8.2.2. Reverse-Time Migration and Kirchhoff Imaging. A backpropagationtype imaging functional at a single frequency $\omega$ for the particle $D$ is given for $z^{S} \in B_{R}$ by

$$
\begin{equation*}
\mathcal{I}_{\mathrm{BP}}\left(z^{S}, \omega\right):=\sum_{j=1}^{d+1} u_{j}^{s}\left(x_{j}\right) \overline{g^{(j)}\left(z^{S}\right)} \cdot g^{(j)}\left(z^{S}\right), \tag{8.5}
\end{equation*}
$$

where $g^{(j)}$ are defined by 8.2 and 8.3).
For sufficiently large $N$, we have

$$
\frac{1}{N} \sum_{j=1}^{N} \overline{\Gamma_{k_{m}}}\left(x_{j}-z^{S}\right) \Gamma_{k_{m}}\left(x_{j}-z^{S}\right) \sim \Im \Gamma_{k_{m}}\left(z-z^{S}\right)
$$

and

$$
\frac{1}{N} \sum_{j=1}^{N} \nabla_{z} \overline{\Gamma_{k_{m}}}\left(x_{j}-z^{S}\right) \cdot \nabla_{z} \Gamma_{k_{m}}\left(x_{j}-z^{S}\right)^{t} \sim \Im \Gamma_{k_{m}}\left(z-z^{S}\right) \frac{z-z^{S}}{\left|z-z^{S}\right|}\left(\frac{z-z^{S}}{\left|z-z^{S}\right|}\right)^{t}
$$

where $A \sim B$ means $A \approx C B$ for some constant $C$.

Therefore,

$$
\mathcal{I}_{\mathrm{BP}}\left(z^{S}, \omega\right) \sim\left\{\begin{array}{l}
\operatorname{sinc}\left(k_{m}\left|z-z^{S}\right|\right) \quad \text { for } d=3 \\
J_{0}\left(k_{m}\left|z-z^{S}\right|\right) \quad \text { for } d=2
\end{array}\right.
$$

where $\operatorname{sinc}(s)=\sin (s) / s$ is the sinc function and $J_{0}$ is the Bessel function of the first kind and of order zero.

These formulas show that the resolution of the imaging functional is the standard diffraction limit. It is of the order of half the wavelength $2 \pi / k_{m}$.

Note that $\mathcal{I}_{\mathrm{BP}}$ uses only the diagonal terms of the response matrix $A^{\omega}$, defined by 8.1. Using the whole matrix, we arrive at the Kirchhoff migration functional:

$$
\begin{equation*}
\mathcal{I}_{\mathrm{KM}}\left(z^{S}, \omega\right)=\sum_{j=1}^{d+1} \overline{g^{(j)}\left(z^{S}\right)} \cdot A^{\omega} g^{(j)}\left(z^{S}\right) \tag{8.6}
\end{equation*}
$$

REmark 8.1. Suppose for the sake of simplicity that $\mu_{c}=\mu_{m}$. In this case the response matrix is

$$
A^{\omega}=\tau_{\varepsilon} g^{(d+1)}(z){\overline{g^{(d+1)}(z)}}^{t}
$$

and we can prove that $\mathcal{I}_{\mathrm{MU}}$ is a nonlinear function of $\mathcal{I}_{\mathrm{KM}}$ 40. In fact, we have

$$
\mathcal{I}_{\mathrm{KM}}\left(z^{S}, \omega\right)=\tau_{\varepsilon}\left(1-\mathcal{I}_{\mathrm{MU}}^{-2}\left(z^{S}, \omega\right)\right)
$$

It is worth pointing out that this transformation improves neither the stability nor the resolution.

Moreover, in the presence of additive measurement noise with variance $k_{m}^{2} \sigma_{\text {noise }}^{2}$, the response matrix can be written as

$$
A^{\omega}=\tau_{\varepsilon} g^{(d+1)}(z){\overline{g^{(d+1)}(z)}}^{t}+\sigma_{\text {noise }} k_{m} W
$$

where $W$ is a complex symmetric Gaussian matrix with mean zero and variance 1.
Let $\mathbb{E}$ and Var denote the mean and the variance, respectively. According to 40], the Signal-to-Noise Ratio (SNR) of the imaging functional $\mathcal{I}_{\mathrm{KM}}$, defined by

$$
\operatorname{SNR}\left(\mathcal{I}_{\mathrm{KM}}\right)=\frac{\mathbb{E}\left[\mathcal{I}_{\mathrm{KM}}(z, \omega)\right]}{\operatorname{Var}\left(\mathcal{I}_{\mathrm{KM}}(z, \omega)\right)^{1 / 2}}
$$

is then equal to

$$
\begin{equation*}
\operatorname{SNR}\left(\mathcal{I}_{\mathrm{KM}}\right)=\frac{\tau_{\varepsilon}}{k_{m} \sigma_{\text {noise }}} \tag{8.7}
\end{equation*}
$$

For the MUSIC algorithm, the peak of $\mathcal{I}_{\mathrm{MU}}$ is affected by measurement noise. We have

$$
\mathcal{I}_{\mathrm{MU}}(z, \omega)= \begin{cases}\frac{\left|\tau_{\varepsilon}\right|}{\sigma_{\text {noise }}} & \text { if } \tau_{\varepsilon} \gg \sigma_{\text {noise }} \\ 1 & \text { if }\left|\tau_{\varepsilon}\right| \ll k_{m} \sigma_{\text {noise }}\end{cases}
$$

Remark 8.2. Consider $m$ closely spaced particles $\cup_{s=1}^{m}\left(\delta B_{s}+z\right)$ and let the magnetic permeability and electric permittivity of the particle $\delta B_{s}+z$, for $s=$ $1, \ldots, m$, be given by $\mu_{c}^{(s)}$ and $\varepsilon_{c}^{(s)}$. In view of Theorem 2.90, only the position $z$, the overall polarization tensor $M$ defined by 2.276), and $\sum_{s=1}^{m}\left(\left(\frac{\varepsilon_{\varepsilon}^{(s)}}{\varepsilon_{m}}-1\right)\left|B_{s}\right|\right)$ can be reconstructed from measured far-field data.
8.2.3. Joint Sparse Recovery. In this subsection we show that the problem of imaging small particles can be recast to a joint sparse recovery problem. The following algorithm was proposed in [314].

Let us first recall the Lippmann-Schwinger representation of $u_{j}^{s}$. We have (8.8)
$u_{j}^{s}(x)=\int_{D}\left(\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right) \nabla_{y} \Gamma_{k_{m}}(x-y) \cdot \nabla_{z} u_{j}^{s}(y)+k_{m}^{2}\left(\frac{\varepsilon_{c}}{\varepsilon_{m}}-1\right) \Gamma_{k_{m}}(x-y) u_{j}^{s}(y)\right) d y, \quad x \in \mathbb{R}^{d}$.
Then we approximate $\nabla u_{j}^{s}$ and $u_{j}^{s}$ in the search domain $\Omega^{S}$ by either piecewise constant functions or splines as

$$
\nabla u_{j}^{s}(y)=\left[\begin{array}{c}
\sum_{l=1}^{L} \alpha_{l, j}^{(1)} \phi^{(1)}\left(y, y_{l}\right) \\
\vdots \\
\sum_{l=1}^{L} \alpha_{l, j}^{(d)} \phi^{(d)}\left(y, y_{l}\right)
\end{array}\right],
$$

and

$$
u_{j}^{s}(y)=\sum_{l=1}^{L} \alpha_{l, j}^{(d+1)} \phi^{(d+1)}\left(y, y_{l}\right)
$$

where $\left\{y_{l}\right\}_{l=1}^{L}$, for some $L \in \mathbb{N}$, are finite sampling points of $\Omega^{S}$ and $\phi^{(n)}\left(y, y_{l}\right)$ is the basis function of the $n$th coordinate with $n \in\{1, \ldots, d+1\}$.

With these definitions at hand, we obtain from (8.8) the following matrix equation:

$$
A^{\omega}=\left[S^{(1)}, \ldots, S^{(d+1)}\right]\left[\begin{array}{c}
\left(\alpha_{l, j}^{(1)}\right)_{l, j}  \tag{8.9}\\
\vdots \\
\left(\alpha_{l, j}^{(d+1)}\right)_{l, j}
\end{array}\right]
$$

where $A^{\omega}$ is the data matrix and $S=\left[S^{(1)}, \ldots, S^{(d+1)}\right]$ is the sensing matrix with

$$
\left(S^{(n)}\right)_{i, l}=\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right) \int_{\Omega^{s}}\left(\nabla_{y} \Gamma_{k_{m}}\left(x_{i}-y\right) \cdot e_{n}\right) \phi^{(n)}\left(y, y_{l}\right) d y
$$

for $n=1, \ldots, d$, and

$$
\left(S^{(d+1)}\right)_{i, l}=k_{m}^{2}\left(\frac{\varepsilon_{c}}{\varepsilon_{m}}-1\right) \int_{\Omega^{S}} \Gamma_{k_{m}}\left(x_{i}-y\right) \phi^{(d+1)}\left(y, y_{l}\right) d y
$$

Here, $\left(e_{1}, \ldots, e_{d}\right)$ is an orthonormal basis of $\mathbb{R}^{d}$. Let $X=\left[\begin{array}{c}\left(\alpha_{l, j}^{(1)}\right)_{l, j} \\ \vdots \\ \left(\alpha_{l, j}^{(d+1)}\right)_{l, j}\end{array}\right]$. The
solution $X$ to 8.9 has a pairwise joint sparsity meaning that $\left(\alpha_{l, j}^{(1)}\right), \ldots,\left(\alpha_{l, j}^{(d+1)}\right)$ are nonzero at the rows corresponding to the particle's location. Based on 8.9), we can formulate in the presence of measurement noise the following joint sparse recovery problem:

$$
\min _{X}\|X\|_{0} \quad \text { subject to }\left\|A^{\omega}-S X\right\|_{F}^{2} \leq \eta
$$

where $\|X\|_{0}$ denotes the number of rows that have nonzero elements in the matrix $X, \eta$ is a small (regularization) parameter, and $\left\|\|_{F}\right.$ denotes the Frobenius norm. We refer to $\mathbf{3 1 4}$ for an implementation of this algorithm.

### 8.3. Electromagnetic Imaging

Let $B_{R}:=\{|x|<R\}$. With the notation of Subsection 2.14.9, we denote by $D$ a small elastic particle (with location at $z \in B_{R}$ and electromagnetic parameters $\varepsilon_{c}$ and $\varepsilon_{c}$ ). Let $x_{i}, i=1, \ldots, N$ be equi-distributed points along the boundary $\partial B_{R}$ for $N \gg 1$. The array of $N$ elements $\left\{x_{1}, \ldots, x_{N}\right\}$ is used to detect the particle. Let $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{N}$ be the corresponding unit directions of the incident fields/observation directions. For the sake of simplicity, we suppose that $D$ is a ball and $\mu_{c}=\mu_{m}$. We choose the incident electric field to be such that

$$
\begin{equation*}
E^{i}(x)=\mathbf{G}_{k_{m}}\left(x-x_{j}\right) \boldsymbol{\theta}_{j}, \quad x \in \mathbb{R}^{3} \tag{8.10}
\end{equation*}
$$

where $\mathbf{G}_{k_{m}}(x-z)$ is the Dyadic Green (matrix valued) function for the full Maxwell equations defined by $(2.364)$. Let $E_{j}^{s}$ denote the solution to 2.317 corresponding to the incident field $E^{2}$ given by 8.10 .

The asymptotic expansion 2.122 yields

$$
\begin{align*}
E_{j}^{s}(x)= & 3 k_{m}^{2} \frac{\varepsilon_{m}-\varepsilon_{c}}{2 \varepsilon_{m}+\varepsilon_{c}}|D| \mathbf{G}_{k_{m}}(x-z) \mathbf{G}_{k_{m}}\left(z-x_{j}\right) \boldsymbol{\theta}_{j}  \tag{8.11}\\
& +O\left(\delta^{4}\right)
\end{align*}
$$

Here we have used the explicit formula 2.84 of the polarization tensor for a ball in three dimensions.

The measured data is the $N \times N$ matrix given by

$$
\begin{equation*}
\mathbf{A}^{\omega}:=\left(E_{j}^{s}\left(x_{i}\right) \cdot \boldsymbol{\theta}_{i}\right)_{i, j} \tag{8.12}
\end{equation*}
$$

Introduce the $N$-dimensional vector fields $g^{(j)}\left(z^{S}\right)$, for $z^{S} \in B_{R}$ and $j=1,2,3$, by (8.13)

$$
g^{(j)}\left(z^{S}\right)=\frac{1}{\sqrt{\sum_{i=1}^{N}\left|e_{j} \cdot \mathbf{G}_{k_{m}}\left(z^{S}-x_{i}\right) \boldsymbol{\theta}_{i}\right|^{2}}}\left(e_{j} \cdot \mathbf{G}_{k_{m}}\left(z^{S}-x_{1}\right) \boldsymbol{\theta}_{1}, \ldots, e_{j} \cdot \mathbf{G}_{k_{m}}\left(z^{S}-x_{N}\right) \boldsymbol{\theta}_{N}\right)^{t}
$$

With this at hand, the MUSIC, reverse-time migration, Kirchhoff, and joint sparse recovery algorithms described in the previous subsection can be easily extended to the electromagnetic case [43]. The performance of reverse-time migration and Kirchhoff algorithms in the presence of measurement noise is investigated in 136.

### 8.4. Elasticity Imaging

8.4.1. MUSIC-type Method. Let $d=2$ and let $B_{R}:=\{|x|<R\}$. Let $D$ be a small elastic particle (with location at $z \in B_{R}$ and Lamé parameters $\widetilde{\lambda}$ and $\widetilde{\mu}$ ). Let $x_{i}, i=1, \ldots, N$ be equi-distributed points along the boundary $\partial B_{R}$ for $N \gg 1$. The array of $N$ elements $\left\{x_{1}, \ldots, x_{N}\right\}$ is used to detect the particle. Let $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{N}$ be the corresponding unit directions of incident fields/observation directions. The array of elements $\left\{x_{1}, \ldots, x_{N}\right\}$ is operating both in transmission and in reception. For the sake of simplicity, we take $d=2$. We choose the incident displacement field to be such that

$$
\begin{equation*}
\mathbf{u}_{0}^{(j)}(x)=\boldsymbol{\Gamma}^{\omega}\left(x, x_{j}\right) \boldsymbol{\theta}_{j}, \quad x \in \mathbb{R}^{2} \tag{8.14}
\end{equation*}
$$

and denote by $\mathbf{u}_{\delta}^{(j)}$ the solution to 2.513 corresponding to the incident field $\mathbf{u}_{0}^{(j)}$.

From the asymptotic expansion 2.520 , we have

$$
\begin{array}{r}
\left(\mathbf{u}_{\delta}^{(j)}-\mathbf{u}_{0}^{(j)}\right)(x)=-\delta^{2}\left(\nabla_{z} \boldsymbol{\Gamma}^{\omega}(x, z): \mathbb{M} \nabla_{z}\left(\boldsymbol{\Gamma}^{\omega}\left(z, x_{j}\right) \boldsymbol{\theta}_{j}\right)\right. \\
\left.+\omega^{2}(\rho-\widetilde{\rho})|B| \boldsymbol{\Gamma}^{\omega}(x, z) \boldsymbol{\Gamma}^{\omega}\left(z, x_{j}\right) \boldsymbol{\theta}_{j}\right)+O\left(\delta^{3}\right) \tag{8.15}
\end{array}
$$

The measured data is the $N \times N$ matrix given by

$$
\begin{equation*}
\mathbf{A}^{\omega}:=\left(\left(\mathbf{u}_{\delta}^{(j)}-\mathbf{u}_{0}^{(j)}\right)\left(x_{i}\right) \cdot \boldsymbol{\theta}_{i}\right)_{i, j} \tag{8.16}
\end{equation*}
$$

For any point $x \in \mathbb{R}^{2}$, let us introduce the $N \times 2$ matrix of the incident field emitted by the array of $N$ transmitters $\mathbf{G}(x, \omega)$, which will be called the Green matrix, and the $N \times 3$ matrix of the corresponding independent components of the stress tensors $\mathbf{S}(x, \omega)$, which will be called the stress matrix:

$$
\begin{align*}
& \mathbf{G}(x, \omega)=\left(\boldsymbol{\Gamma}^{\omega}\left(x, x_{1}\right) \boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\Gamma}^{\omega}\left(x, x_{N}\right) \boldsymbol{\theta}_{N}\right)^{t}  \tag{8.17}\\
& \mathbf{S}(x, \omega)=\left(\boldsymbol{s}_{1}(x), \ldots, \boldsymbol{s}_{N}(x)\right)^{t} \tag{8.18}
\end{align*}
$$

where

$$
\boldsymbol{s}_{j}(x)=\left[\sigma_{11}^{(j)}(x), \sigma_{22}^{(j)}(x), \sigma_{12}^{(j)}(x)\right]^{t}, \quad \boldsymbol{\sigma}^{(j)}(x)=\mathbb{C} \nabla^{s}\left(\boldsymbol{\Gamma}^{\omega}\left(x, x_{j}\right) \boldsymbol{\theta}_{j}\right)
$$

where $\mathbb{C}$ is the elasticity tensor defined by 2.371 .
One can see from $\sqrt{8.15}$ and $(8.16)$ that the data matrix $\mathbf{A}^{\omega}$ is factorized as follows:

$$
\begin{equation*}
\mathbf{A}^{\omega}=-\delta^{2} \mathbf{H}(z, \omega) \mathbf{D}(\omega) \mathbf{H}^{t}(z, \omega) \tag{8.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{H}(x, \omega)=[\mathbf{S}(x, \omega), \mathbf{G}(x, \omega)] \tag{8.20}
\end{equation*}
$$

and $\mathbf{D}(\omega)$ is a symmetric $5 \times 5$ matrix given by

$$
\mathbf{D}(\omega)=\left(\begin{array}{cc}
\mathcal{L}[\mathbb{M}] & 0  \tag{8.21}\\
0 & \omega^{2}(\rho-\widetilde{\rho})|B| \mathbf{I}
\end{array}\right)
$$

for some linear operator $\mathcal{L}$.
Consequently, the data matrix $\mathbf{A}^{\omega}$ is the product of three matrices $\mathbf{H}^{t}(z, \omega)$, $\mathbf{D}(\omega)$ and $\mathbf{H}(z, \omega)$. The physical meaning of the above factorization is the following: the matrix $\mathbf{H}^{t}(z, \omega)$ is the propagation matrix from the transmitter points toward the particle located at the point $z$, the matrix $\mathbf{D}(\omega)$ is the scattering matrix and $\mathbf{H}(z, \omega)$ is the propagation matrix from the particle toward the receiver points.

Recall that MUSIC is essentially based on characterizing the range of the data matrix $\mathbf{A}^{\omega}$, which is the so-called signal space, forming projections onto its null (noise) spaces, and computing its singular value decomposition.

From the factorization 8.19) of $\mathbf{A}^{\omega}$ and the fact that the scattering matrix $\mathbf{D}$ is nonsingular (so, it has rank 5), the standard argument from linear algebra yields that, if $N \geq 5$ and if the propagation matrix $\mathbf{H}(z, \omega)$ has maximal rank 5 then the ranges Range $(\mathbf{H}(z, \omega))$ and Range $(\mathbf{A})$ coincide.

The following is a MUSIC characterization of the location of the elastic particle and is valid if $N$ is sufficiently large.

Proposition 8.3. Suppose that $N \geq 5$. Let $\boldsymbol{a} \in \mathbb{C}^{5} \backslash\{0\}$, then

$$
\mathbf{H}\left(z^{S}\right) \boldsymbol{a} \in \operatorname{Range}\left(\mathbf{A}^{\omega}\right) \quad \text { if and only if } \quad z^{S}=z
$$

In other words, any linear combination of the column vectors of the propagation matrix $\mathbf{H}\left(z^{S}, \omega\right)$ defined by 8.20 belongs to the range of $\mathbf{A}^{\omega}$ (signal space) if and only if the points $z^{S}$ and $z$ coincide.

If the dimension of the signal space, $s(\leq 5)$, is known or is estimated from the singular value decomposition of $\mathbf{A}^{\omega}$, defined by $\mathbf{A}^{\omega}=\mathbf{V} \boldsymbol{\Sigma} \overline{\mathbf{U}}^{t}$, then the MUSIC algorithm applies. Furthermore, if $\boldsymbol{v}_{i}$ denote the column vectors of the matrix $\mathbf{V}$ then for any vector $\boldsymbol{a} \in \mathbb{C}^{5} \backslash\{0\}$ and for any space point $z^{S}$ within the search domain, a map of the estimator $\mathcal{I}_{\mathrm{MU}}\left(z^{S}, \omega\right)$ defined as the inverse of the Euclidean distance from the vector $\mathbf{H}\left(z^{S}, \omega\right) \boldsymbol{a}$ to the signal space by

$$
\begin{equation*}
\mathcal{I}_{\mathrm{MU}}\left(z^{S}, \omega\right)=\left(\sqrt{\sum_{i=s+1}^{N}\left|\boldsymbol{v}_{i} \cdot \mathbf{H}\left(z^{S}, \omega\right) \boldsymbol{a}\right|^{2}}\right)^{-1 / 2} \tag{8.22}
\end{equation*}
$$

peaks (to infinity, in theory) at the center $z$ of the particle. The visual aspect of the peak of $\mathcal{I}_{\mathrm{MU}}$ at $z$ depends upon the choice of the vector $\boldsymbol{a}$. A common choice which means that we are working with all the significant singular vectors is $\boldsymbol{a}=(1,1, \ldots, 1)^{t}$. However, we emphasize the fact that a choice of the vector $\boldsymbol{a}$ in 8.22 with dimension (number of nonzero components) much lower than 5 still permits one to image the elastic particle with our MUSIC-type algorithm. See the numerical results below. It is worth mentioning that the estimator $\mathcal{I}_{\mathrm{MU}}\left(z^{S}, \omega\right)$ is obtained via the projection of the linear combination of the column vectors of the Green matrix $\mathbf{G}\left(z^{S}\right)$ onto the noise subspace of the $\mathbf{A}^{\omega}$ for a signal space of dimension $l$ if the dimension of $\boldsymbol{a}$ is $l$.

Let us also point out here that the function $\mathcal{I}_{\mathrm{MU}}\left(z^{S}, \omega\right)$ does not contain any information about the shape and the orientation of the particle. Yet, if the position of the particle is found (approximately at least) via observation of the map of $\mathcal{I}_{\mathrm{MU}}\left(z^{S}, \omega\right)$, then one could attempt, using the decomposition 8.19 ), to retrieve the elastic moment tensor of the particle (which is of order $\delta^{2}$ ).

Finally, it is worth emphasizing that in dimension 3 , the matrix $\mathbf{D}$ is $9 \times 9$ and is of rank 9. For locating the particle, the number $N$ then has to be larger than 9. We also mention that the MUSIC algorithm developed here applies to the crack location problem in the time-harmonic regime.
8.4.2. Reverse-Time Migration and Kirchhoff Imaging. Suppose for simplicity that a small elastic particle (with location at $z \in B_{R}$ ) has only a density contrast and set $\boldsymbol{\theta}_{j}=\boldsymbol{\theta}$ for all $j$. Formula 8.15 simplifies to

$$
\left(\mathbf{u}_{\delta}^{(j)}-\mathbf{u}_{0}^{(j)}\right)(x)=-\delta^{2} \omega^{2}(\rho-\widetilde{\rho})|B| \boldsymbol{\Gamma}^{\omega}(x, z) \boldsymbol{\Gamma}^{\omega}\left(z, x_{j}\right) \boldsymbol{\theta}+O\left(\delta^{3}\right)
$$

Thus, for a search point $z^{S} \in B_{R}$, it follows by using 2.475 that

$$
\begin{aligned}
\frac{1}{N} \sum_{i=1}^{N} \overline{\boldsymbol{\Gamma}_{\alpha}^{\omega}}\left(z^{S},\right. & \left.x_{i}\right)\left(\mathbf{u}_{\delta}^{(j)}-\mathbf{u}_{0}^{(j)}\right)\left(x_{i}\right) \\
& \simeq \frac{\delta^{2}}{c_{\alpha}} \omega(\rho-\widetilde{\rho})|B|\left(\Im \boldsymbol{\Gamma}_{\alpha}^{\omega}\left(z^{S}, z\right)\right) \boldsymbol{\Gamma}^{\omega}\left(z, x_{j}\right) \boldsymbol{\theta}
\end{aligned}
$$

We introduce the reverse-time migration imaging functional $\mathcal{I}_{\mathrm{RM}, \alpha}\left(z^{S}, \omega\right)$ for $\alpha=p$ or $s$ given by

$$
\begin{equation*}
\frac{1}{N^{2}} \sum_{i, j=1}^{N} \overline{\boldsymbol{\Gamma}_{\alpha}^{\omega}}\left(z^{S}, x_{j}\right) \boldsymbol{\theta} \cdot \sum_{i=1}^{N} \overline{\boldsymbol{\Gamma}_{\alpha}^{\omega}}\left(z^{S}, x_{i}\right)\left(\mathbf{u}_{\delta}^{(j)}-\mathbf{u}_{0}^{(j)}\right)\left(x_{i}\right) \tag{8.23}
\end{equation*}
$$



Figure 8.1. From left to right: The magnetic particle with coefficient $\mu$, the electrical particle with coefficient $\varepsilon$, and the reconstructed fields using MUSIC algorithm.
$\mathcal{I}_{\mathrm{RM}, \alpha}\left(z^{S}, \omega\right)$ consists in backpropagating with the $\alpha$-Green function the data set $\left\{\left(\mathbf{u}_{\delta}^{(j)}-\mathbf{u}_{0}^{(j)}\right)\left(x_{i}\right)\right\}$ both from the source point $x_{j}$ and the receiver point $x_{i}$.

Using (2.475) and the reciprocity property $(2.463)$ we obtain that

$$
\mathcal{I}_{\mathrm{RM}, \alpha}\left(z^{S}, \omega\right) \simeq-\frac{\delta^{2}}{c_{\alpha}^{2}}(\rho-\widetilde{\rho})\left|B \| \Im \boldsymbol{\Gamma}_{\alpha}^{\omega}\left(z^{S}, z\right) \boldsymbol{\theta}\right|^{2} .
$$

The imaging functional $\mathcal{I}_{\mathrm{RM}, \alpha}\left(z^{S}, \omega\right)$ attains then its maximum (if $\rho<\widetilde{\rho}$ ) or minimum (if $\rho>\widetilde{\rho}$ ) at $z^{S}=z$.

The imaging functional $\mathcal{I}_{\mathrm{RM}, \alpha}\left(z^{S}, \omega\right)$ can be simplified as follows to yield the so-called Kirchhoff migration imaging functional $\mathcal{I}_{\mathrm{KM}, \alpha}\left(z^{S}, \omega\right)$ given by

$$
\begin{equation*}
\frac{1}{N^{2}} \sum_{i, j=1}^{N} e^{-\sqrt{-1} \kappa_{\alpha}\left(\left|x_{j}-z^{s}\right|+\left|z^{S}-x_{i}\right|\right)} \boldsymbol{\theta} \cdot\left(\mathbf{u}_{\delta}^{(j)}-\mathbf{u}_{0}^{(j)}\right)\left(x_{i}\right) \tag{8.24}
\end{equation*}
$$

The function $\mathcal{I}_{\mathrm{KM}, \alpha}$ also attains its maximum at $z^{S}=z$. In this simplified version, backpropagation is approximated by travel time migration.

Remark 8.4. The joint sparse recovery framework in Subsection 8.2.3 was extended to allow for the accurate reconstruction of elastic particles in 457.

### 8.5. Numerical Illustrations

In this section we present a numerical example for direct imaging of small particles with MUSIC. We use Code Direct Imaging With MUSIC. We consider two particles: one magnetic and the second dielectric, as shown in Figures 8.1 (a) and 8.1(b). We give in Figure 8.1 (c) a map of $\mathcal{I}_{\mathrm{MU}}\left(z^{S}, \omega\right)$ obtained via the projection of the linear combination of the matrix $g\left(z^{S}\right)$ onto the noise space of $A^{\omega}$.

### 8.6. Concluding Remarks

In this chapter we have introduced direct algorithms for small particle detection. We have seen that the MUSIC algorithm is based on characterizing the range of the data while reverse-time migration and Kirchhoff imaging are based on extracting phase information from the data in order to locate the particles. Based
on Lippmann-Schwinger integral formulations, we have also provided a joint sparse recovery framework for small particles.

As a direct consequence of Helmholtz-Kirchhoff identities, we have also shown that the resolution limit, defined as the minimum distance required between two small particles to distinguish between them, is of the order of half the the operating wavelength. The purpose of the next chapter is to investigate super-resolution imaging mechanisms.

## CHAPTER 9

## Super-Resolution Imaging

### 9.1. Introduction

Super-resolution has many applications in nanophotonics. It is being intensively investigated as a technique that can potentially focus electromagnetic radiation in a region of the order of a few nanometers beyond the diffraction limit of light and thereby cause an extraordinary enhancement of the electromagnetic fields [272].

As shown in the previous chapter, the resolution in the homogeneous space for far-field imaging systems is limited by half the operating wavelength, which is a direct consequence of Helmholtz-Kirchhoff identities. In order to differentiate point sources or small particles which are located less than half the wavelength apart, super-resolution techniques have to be used.

While many techniques exist in practice, here we are only interested in the one using resonant media. The resolution enhancement in resonant media has been demonstrated in various recent experiments $91,316,317,318,319$. The basic idea is the following: suppose that we have sources or particles that are placed inside a domain of typical size of order of the wavelength of the wave the sources can emit, and we want to differentiate them by making measurements in the far-field. While this is impossible in the homogeneous space, it is possible if the medium around these sources or particles is changed so that the point spread function, which is the imaginary part of the Green function in the new medium, displays a much sharper peak than the homogeneous one and thus can resolve sub-wavelength details. The key issue in such an approach is to design the surrounding medium so that the corresponding Green function has the tailored property.

### 9.2. Super-Resolution Imaging in High-Contrast Media

In this section, we present the mathematical theory for realizing this approach by using high-contrast media. We show that in high-contrast media, the superresolution is due to the propagating sub-wavelength resonant modes excited in the media and is limited by the finest structure in these modes. For the sake of simplicity, we consider inverse source problems. The problem of imaging small particles can be handled by a similar approach.
9.2.1. Inverse Source Problems. We consider the following inverse source problem in a general medium characterized by refractive index $n(x)$ :

$$
\Delta u+k^{2} n(x) u=f
$$

$u$ satisfies the Sommerfeld radiation condition.
We assume that $n-1$ is compactly supported in a bounded domain $D \Subset \mathbb{R}^{d}$ for $d=2,3$, and is assumed to be known. We are interested in imaging $f$, which can be either a function in $L^{2}(D)$ or consists of a finite number of point sources
supported in $D$, from the scattered field $u$ in the far-field. Denote by $\Phi_{k}(x, y)$ the corresponding Green function for the media, that is, the solution to

$$
\Delta_{x} \Phi_{k}(x, y)+k^{2} n(x) \Phi_{k}(x, y)=\delta_{y}(x)
$$

$\Phi_{k}$ satisfies the Sommerfeld radiation condition
with $\delta_{y}$ being the Dirac mass at $y$, we have

$$
u(x)=\mathrm{K}_{D}[f](x):=\int_{D} \Phi_{k}(x, y) f(y) d y
$$

The inverse source problem of reconstructing $f$ from $u$ for fixed frequency is well-known to be ill-posed for general sources; see, for instance, [17, 45, 116 . While there are many methods of reconstructing $f$ from $u$, we concentrate on the following three most common ones in the literature:
(i) Time reversal based method;
(ii) Minimum $L^{2}$-norm solution; and
(iii) Minimum $L^{1}$-norm solution.
9.2.2. Time Reversal Based Method. We first present some basics about the time-reversal-based method. The imaging functional is given as follows:

$$
\begin{equation*}
I(x)=\int_{\Gamma} \overline{\Phi_{k}(x, z)} u(z) d s(z)=\mathrm{K}_{D}^{*} \mathrm{~K}_{D}[f](x) \tag{9.1}
\end{equation*}
$$

where $\Gamma$ is a closed surface in the far-field where the measurements are taken, and $\mathrm{K}_{D}^{*}$ is the adjoint of $\mathrm{K}_{D}$ viewed as a linear operator from the space $L^{2}(D)$ to $L^{2}(\Gamma)$. Physically, the operator $\mathrm{K}_{D}^{*}$ corresponds to time-reversing the observed field. This imaging method is the simplest and perhaps the mostly used one in practice.

The resolution of this imaging method can be derived from the HelmholtzKirchhoff identity. As a corollary of Theorem 2.76, the following result holds.

Corollary 9.1. We have

$$
I(x)=K_{D}^{*} K_{D}[f](x) \approx-\frac{1}{k} \int_{D} \Im \Phi_{k}(x, y) f(y) d y
$$

If we take $f$ to be a point source, we obtain the point spread function of the imaging functional, which shows that the time-reversal based method has resolution limited by $\Im \Phi_{k}(x, y)$.
9.2.3. Minimum $L^{2}$-Norm Solution. We now consider the second method which is based on $L^{2}$-minimization. We assume that the source $f \in L^{2}(D)$. The method is given as follows:

$$
\begin{equation*}
\min \|g\|_{L^{2}(D)} \text { subject to } \quad K_{D}[g]=u \tag{9.2}
\end{equation*}
$$

which can be relaxed in the presence of noise as follows:

$$
\begin{equation*}
\min \|g\|_{L^{2}(D)} \text { subject to } \quad\left\|\mathrm{K}_{D}[g]-u\right\|_{L^{2}(\Gamma)}^{2}<\delta \tag{9.3}
\end{equation*}
$$

with $\delta>0$ being a given small parameter.
In order to obtain an explicit formula for this method, we consider the singular value decomposition for the operator

$$
\mathrm{K}_{D}: L^{2}(D) \rightarrow L^{2}(\Gamma)
$$

We have

$$
\mathrm{K}_{D}=\sum_{l \geq 0} \sigma_{l} P_{l}
$$

where $\sigma_{l}$ is the $l$ th singular value and $P_{l}$ is the associated projection. The illposedness of the inverse source problem is due to the fast decay of the singular values to zero; see, for instance, 45, 432 .

By a direct calculation, one can show that the minimum $L^{2}$-norm solution to (9.2) is given by

$$
\begin{equation*}
I(x)=\sum_{l \geq 0} \frac{P_{l}^{*} P_{l}}{\sigma_{l}^{2}} \mathrm{~K}_{D}^{*} \mathrm{~K}_{D}[f](x), \tag{9.4}
\end{equation*}
$$

while the regularized one, which is the solution to 9.3 is given by

$$
\begin{equation*}
I_{\alpha}(x)=\sum_{l \geq 0} \frac{P_{l}^{*} P_{l}}{\sigma_{l}^{2}+\alpha} \mathrm{K}_{D}^{*} \mathrm{~K}_{D}[f](x), \tag{9.5}
\end{equation*}
$$

with $\alpha$ as a function of $\delta$ introduced in 9.3 being chosen by Morozov's discrepancy principle; see, for instance, $\mathbf{2 4 0}$.
9.2.4. Minimum $L^{1}$-Norm Solution. The method of minimum $L^{1}$-norm solution is proposed in 162, 163. Assume that $f$ is equal to a superposition of separate point sources. The method of minimum $L^{1}$-norm solution is to solve the minimization problem

$$
\min \|g\|_{L^{1}(D)} \text { subject to } \mathrm{K}_{D}^{*} \mathrm{~K}_{D}[g]=\mathrm{K}_{D}^{*}[u]
$$

or its relaxed version, which reads as

$$
\min \|g\|_{L^{1}(D)} \text { subject to }\left\|\mathrm{K}_{D}^{*} \mathrm{~K}_{D}[g]-\mathrm{K}_{D}^{*}[u]\right\|_{L^{2}(\Gamma)}^{2}<\delta .
$$

In [162, 163, it is shown that under a minimum separation condition for the point sources, the inverse source problem is well posed. A main feature of their approach is that the $L^{1}$-minimization can pull out small spikes even though they may be completely buried in the side lobes of large ones.

It is worth emphasizing that without any a priori information, the resolution of the raw image, which is obtained by time-reversal method, is determined by the imaginary part of the Green function in the associated media.
9.2.5. The Special Case of Homogeneous Medium. In a homogeneous medium, we have $n \equiv 1$. For simplicity, we consider the case $d=3$ and recall that

$$
\Phi_{k}(x, y)=\Gamma_{k}(x-y)=-\frac{e^{\sqrt{-1} k|x-y|}}{4 \pi|x-y|} .
$$

In the far-field, where $k|y|=O(1)$ and $k|x| \gg 1$, we have $|x-y| \approx|x|-\hat{x} \cdot y$, where $\hat{x}=\frac{x}{|x|}$. Thus,

$$
u(x)=-\int_{D} \frac{e^{\sqrt{-1} k|x-y|}}{4 \pi|x-y|} f(y) d y \approx-\frac{e^{\sqrt{-1} k|x|}}{4 \pi|x|} \hat{f}(k \hat{x})
$$

where $\hat{f}$ is the Fourier transform of $f$.
If we make measurements on the surface $\partial B_{R}$, the sphere of radius $R$ and center the origin, then we have

$$
u(x)=-\frac{e^{\sqrt{-1} k R}}{4 \pi R} \hat{f}(k \hat{x})
$$

Using the time-reversal method, we have for $R$ large enough

$$
I(z) \approx \frac{1}{16 \pi^{2} R^{2}} \int_{\partial B_{R}} \int_{D} e^{\sqrt{-1} k \hat{x} \cdot(y-z)} f(y) d y d s(x)=\frac{1}{4 \pi} \int_{D} f(y) \frac{\sin k|z-y|}{k|z-y|} d y
$$

where the imaging functional $I$ is defined by 9.1 with $\Gamma=\partial B_{R}$.
9.2.6. Green Function in High-Contrast Media. Throughout this section, we set the wavenumber $k$ to be the unit and suppress its presence in what follows. We assume that the wave speed in the free space is one. The free-space wavelength is given by $2 \pi$. We consider the following Helmholtz equation with a delta source term:

$$
\begin{equation*}
\Delta_{x} \Phi\left(x, x_{0}\right)+\Phi\left(x, x_{0}\right)+\tau n(x) \chi(D)(x) \Phi\left(x, x_{0}\right)=\delta\left(x-x_{0}\right) \quad \text { in } \mathbb{R}^{d} \tag{9.6}
\end{equation*}
$$

where $\chi(D)$ is the characteristic function of $D$, which has size of order of the freespace wavelength, $n(x)$ is a positive function of order one in the space of $\mathcal{C}^{1}(\bar{D})$ and $\tau \gg 1$ is the contrast. We denote by $\Phi_{0}\left(x, x_{0}\right)$ the free-space Green's function $\Gamma_{1}\left(x-x_{0}\right)$.

$$
\text { Write } \Phi=v+\Phi_{0}, \text { we can show that }
$$

$$
\begin{equation*}
\Delta v+v=-\tau n(x) \chi(D)\left(v+\Phi_{0}\right) \tag{9.7}
\end{equation*}
$$

Thus,

$$
v\left(x, x_{0}\right)=-\tau \int_{D} n(y) \Phi_{0}(x, y)\left(v\left(y, x_{0}\right)+\Phi_{0}\left(y, x_{0}\right)\right) d y
$$

Define

$$
\begin{equation*}
\mathrm{K}_{D}[f](x)=-\int_{D} n(x) \Phi_{0}(x, y) f(y) d y \tag{9.8}
\end{equation*}
$$

Then, $v=v(x)=v\left(x, x_{0}\right)$ satisfies the following integral equation:

$$
\begin{equation*}
\left(I-\tau \mathrm{K}_{D}\right)[v]=\tau \mathrm{K}_{D}\left[\Phi\left(\cdot, x_{0}\right)\right] \tag{9.9}
\end{equation*}
$$

and hence,

$$
v(x)=\left(\frac{1}{\tau}-\mathrm{K}_{D}\right)^{-1} \mathrm{~K}_{D}\left[\Phi\left(\cdot, x_{0}\right)\right]
$$

In what follows, we present properties of the integral operator $\mathrm{K}_{D}$.
Lemma 9.2. The operator $K_{D}$ is compact from $L^{2}(D)$ to $L^{2}(D)$. In fact, $K_{D}$ is bounded from $L^{2}(D)$ to $H^{2}(D)$. Moreover, $K_{D}$ is a Hilbert-Schmidt operator.

Lemma 9.3. Let $\sigma\left(K_{D}\right)$ be the spectrum of $K_{D}$ defined by 9.8. We have
(i) $\sigma\left(K_{D}\right)=\left\{0, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}, \ldots\right\}$, where $\left|\lambda_{1}\right| \geq\left|\lambda_{2}\right| \geq\left|\lambda_{3}\right| \geq \ldots$ and $\lambda_{n} \rightarrow$ 0;
(ii) $\{0\}=\sigma\left(K_{D}\right) \backslash \sigma_{p}\left(K_{D}\right)$ with $\sigma_{p}\left(K_{D}\right)$ being the point spectrum of $K_{D}$.

Proof. We need only to prove the second assertion. Assume that $\mathrm{K}_{D}[u]=$ $\int_{D} \Phi_{0}(x, y) n(y) u(y) d y=0$. We have $0=(\triangle+1) \mathrm{K}_{D}[u]=n u$, which shows that $u=0$. The assertion is then proved.

Lemma 9.4. Let $K_{D}$ be defined by 9.8). Then, $\lambda \in \sigma\left(K_{D}\right)$ if and only if there is a non-trivial solution in $H_{\mathrm{loc}}^{2}\left(\mathbb{R}^{d}\right)$ to the following problem:

$$
\begin{gather*}
(\Delta+1) u(x)=\frac{1}{\lambda} n(x) u(x) \quad \text { in } D  \tag{9.10}\\
(\Delta+1) u=0 \quad \text { in } \mathbb{R}^{d} \backslash D \tag{9.11}
\end{gather*}
$$

$u$ satisfies the Sommerfeld radiation condition.

Proof. Assume that $\mathrm{K}_{D}[u]=\lambda u$. We define $\tilde{u}(x)=\int_{D} \Phi_{0}(x, y) n(y) u(y) d y$, where $x \in \mathbb{R}^{d}$. Then $\tilde{u}$ satisfies the required equations.

Notice that the resonant modes have sub-wavelength structures in $D$ for $|\lambda|<1$ and can propagate into the far-field. It is these sub-wavelength propagating modes that cause super-resolution.

Lemma 9.5. Let $\mathcal{H}_{j}$ denote the generalized eigenspace of the operator $K_{D}$ for the eigenvalue $\lambda_{j}$. The following decomposition holds:

$$
L^{2}(D)=\overline{\bigcup_{j=1}^{\infty} \mathcal{H}_{j}} .
$$

Proof. By the same argument as the one in the proof of Lemma 9.3, we can show that Ker $\mathrm{K}_{D}^{*}=\{0\}$. As a result, we have

$$
\overline{\mathrm{K}_{D}\left(L^{2}(D)\right)}=\left(\operatorname{Ker} \mathrm{K}_{D}^{*}\right)^{\perp}=L^{2}(D)
$$

and the lemma is proved.
Lemma 9.6. There exists a basis $\left\{u_{j, l, k}\right\}, 1 \leq l \leq m_{j}, 1 \leq k \leq n_{j, l}$ for $\mathcal{H}_{j}$ such that

$$
K_{D}\left(u_{j, 1,1}, \ldots, u_{j, m_{j}, n_{j, m_{j}}}\right)=\left(u_{j, 1,1}, \ldots, u_{j, m_{j}, n_{j, m_{j}}}\right)\left(\begin{array}{ccc}
J_{j, 1} & & \\
& \ddots & \\
& & J_{j, m_{j}}
\end{array}\right)
$$

where $J_{j, l}$ is the canonical Jordan matrix of size $n_{j, l}$ in the form

$$
J_{j, l}=\left(\begin{array}{cccc}
\lambda_{j} & 1 & & \\
& \ddots & \ddots & \\
& & \lambda_{j} & 1 \\
& & & \lambda_{j}
\end{array}\right)
$$

Proof. This follows from the Jordan theory applied to the linear operator $\left.\mathrm{K}_{D}\right|_{\mathcal{H}_{j}}: \mathcal{H}_{j} \rightarrow \mathcal{H}_{j}$ on the finite dimensional space $\mathcal{H}_{j}$.

We denote $\Gamma=\left\{(j, l, k) \in \mathbb{N} \times \mathbb{N} \times \mathbb{N} ; 1 \leq l \leq m_{j}, 1 \leq k \leq n_{j, l}\right\}$ the set of indices for the basis functions. We introduce a partial order on $\mathbb{N} \times \mathbb{N} \times \mathbb{N}$. Let $\gamma=(j, k, l) \in \Gamma, \gamma^{\prime}=\left(j^{\prime}, l^{\prime}, k^{\prime}\right) \in \Gamma$, we say that $\gamma^{\prime} \preceq \gamma$ if one of the following conditions are satisfied:
(i) $j>j^{\prime}$;
(ii) $j=j^{\prime}, l>l^{\prime}$;
(iii) $j=j^{\prime}, l=l^{\prime}, k \geq k^{\prime}$.

By the Gram-Schmidt orthonormalization process, the following result is obvious.

Lemma 9.7. There exists an orthonormal basis $\left\{e_{\gamma}: \gamma \in \Gamma\right\}$ for $L^{2}(D)$ such that

$$
e_{\gamma}=\sum_{\gamma^{\prime} \preceq \gamma} a_{\gamma, \gamma^{\prime}} u_{\gamma^{\prime}},
$$

where $a_{\gamma, \gamma^{\prime}}$ are constants and $a_{\gamma, \gamma} \neq 0$.

We can regard $A=\left\{a_{\gamma, \gamma^{\prime}}\right\}_{\gamma, \gamma^{\prime} \in \Gamma}$ as a matrix. It is clear that $A$ is uppertriangular and has non-zero diagonal elements. Its inverse is denoted by $B=$ $\left\{b_{\gamma, \gamma^{\prime}}\right\}_{\gamma, \gamma^{\prime} \in \Gamma}$ which is also upper-triangular and has non-zero diagonal elements. We have

$$
u_{\gamma}=\sum_{\gamma^{\prime} \preceq \gamma} b_{\gamma, \gamma^{\prime}} e_{\gamma^{\prime}}
$$

Lemma 9.8. The functions $\left\{e_{\gamma}(x) \overline{e_{\gamma^{\prime}}(y)}\right\}$ form a normal basis for the Hilbert space $L^{2}(D \times D)$. Moreover, the following completeness relation holds:

$$
\delta(x-y)=\sum_{\gamma} e_{\gamma}(x) \overline{e_{\gamma}(y)}
$$

By standard elliptic theory, we have $\Phi\left(x, x_{0}\right) \in L^{2}(D \times D)$ for fixed $\tau$. Thus we have

$$
\begin{equation*}
\Phi\left(x, x_{0}\right)=\sum_{\gamma, \gamma^{\prime}} \alpha_{\gamma, \gamma^{\prime}} e_{\gamma}(x) \overline{e_{\gamma^{\prime}}}\left(x_{0}\right) \tag{9.13}
\end{equation*}
$$

for some constants $\alpha_{\gamma, \gamma^{\prime}}$ satisfying

$$
\sum_{\gamma, \gamma^{\prime}}\left|\alpha_{\gamma, \gamma^{\prime}}\right|^{2}=\left\|\Phi\left(x, x_{0}\right)\right\|_{L^{2}(D \times D)}^{2}<\infty
$$

To analyze the Green function $\Phi$, we need to find the constants $\alpha_{\gamma, \gamma^{\prime}}$. To do so, we first note that

$$
\Phi_{0}\left(x, x_{0}\right)=\frac{1}{n\left(x_{0}\right)} \mathrm{K}_{D}\left[\delta\left(\cdot-x_{0}\right)\right]
$$

Thus,

$$
\begin{aligned}
\Phi\left(x, x_{0}\right) & =\Phi_{0}\left(x, x_{0}\right)+\left(\frac{1}{\tau}-\mathrm{K}_{D}\right)^{-1} \mathrm{~K}_{D}^{2}\left[\delta\left(\cdot-x_{0}\right)\right] \\
& =\Phi_{0}\left(x, x_{0}\right)+\frac{1}{n\left(x_{0}\right)} \sum_{\gamma} \overline{e_{\gamma}}\left(x_{0}\right)\left(\frac{1}{\tau}-\mathrm{K}_{D}\right)^{-1} \mathrm{~K}_{D}^{2}\left[e_{\gamma}\right]
\end{aligned}
$$

We next compute $\left(\frac{1}{\tau}-\mathrm{K}_{D}\right)^{-1} \mathrm{~K}_{D}^{2}\left[e_{\gamma}\right]$. For ease of notation, we define $u_{j, l, k}=0$ for $k \leq 0$. We have

$$
\mathrm{K}_{D}\left[u_{j, l, k}\right]=\lambda_{j} u_{j, l, k}+u_{j, l, k-1} \quad \text { for all } j, l, k
$$

and

$$
\mathrm{K}_{D}^{2}\left[u_{j, l, k}\right]=\lambda_{j}^{2} u_{j, l, k}+2 \lambda_{j} u_{j, l, k-1}+u_{j, l, k-2} \quad \text { for all } j, l, k
$$

On the other hand, for $z \notin \sigma\left(\mathrm{~K}_{D}\right)$, we have

$$
\left(z-\mathrm{K}_{D}\right)^{-1}\left[u_{j, l, k}\right]=\frac{1}{z-\lambda_{j}} u_{j, l, k}+\frac{1}{\left(z-\lambda_{j}\right)^{2}} u_{j, l, k-1}+\ldots+\frac{1}{\left(z-\lambda_{j}\right)^{k}} u_{j, l, 1}
$$

and therefore, it follows that

$$
\begin{aligned}
\left(z-\mathrm{K}_{D}\right)^{-1} \mathrm{~K}_{D}^{2}\left[u_{j, l, k}\right]= & \frac{\lambda_{j}^{2}}{z-\lambda_{j}} u_{j, l, k}+\frac{\lambda_{j}^{2}}{\left(z-\lambda_{j}\right)^{2}} u_{j, l, k-1} \cdots+\frac{\lambda_{j}^{2}}{\left(z-\lambda_{j}\right)^{k}} u_{j, l, 1} \\
& +\frac{2 \lambda_{j}}{z-\lambda_{j}} u_{j, l, k-1}+\frac{2 \lambda_{j}}{\left(z-\lambda_{j}\right)^{2}} u_{j, l, k-2} \cdots+\frac{2 \lambda_{j}}{\left(z-\lambda_{j}\right)^{k-1}} u_{j, l, 1} \\
& +\frac{1}{z-\lambda_{j}} u_{j, l, k-2}+\frac{1}{\left(z-\lambda_{j}\right)^{2}} u_{j, l, k-3} \cdots+\frac{1}{\left(z-\lambda_{j}\right)^{k-2}} u_{j, l, 1} \\
= & \frac{\lambda_{j}^{2}}{z-\lambda_{j}} u_{j, l, k}+\left(\frac{\lambda_{j}^{2}}{\left(z-\lambda_{j}\right)^{2}}+\frac{2 \lambda_{j}}{z-\lambda_{j}}\right) u_{j, l, k-1} \\
& +\left(\frac{\lambda_{j}^{2}}{\left(z-\lambda_{j}\right)^{3}}+\frac{2 \lambda_{j}}{z-\lambda_{j}}+\frac{1}{z-\lambda_{j}}\right) u_{j, l, k-2} \\
& +\ldots+\left(\frac{\lambda_{j}^{2}}{\left(z-\lambda_{j}\right)^{k}}+\frac{2 \lambda_{j}}{\left(z-\lambda_{j}\right)^{k-1}}+\frac{1}{\left(z-\lambda_{j}\right)^{k-2}}\right) u_{j, l, 1} \\
= & \sum_{\gamma^{\prime}} d_{\gamma, \gamma^{\prime}} u_{\gamma^{\prime},}
\end{aligned}
$$

where we have introduced the matrix $D=\left\{d_{\gamma, \gamma^{\prime}}\right\}_{\gamma, \gamma^{\prime} \in \Gamma}$, which is upper-triangular and has block-structure.

With these calculations, by taking $z=1 / \tau$, we arrive at the following result.
Theorem 9.9. The following expansion holds for the Green function

$$
\begin{equation*}
\Phi\left(x, x_{0}\right)=\Phi_{0}\left(x, x_{0}\right)+\sum_{\gamma \in \Gamma} \sum_{\gamma^{\prime \prime \prime} \in \Gamma} \alpha_{\gamma, \gamma^{\prime \prime \prime}} \overline{e_{\gamma}}\left(x_{0}\right) e_{\gamma^{\prime \prime \prime}}(x), \tag{9.14}
\end{equation*}
$$

where

$$
\alpha_{\gamma, \gamma^{\prime \prime \prime}}=\frac{1}{n\left(x_{0}\right)} \sum_{\gamma^{\prime} \preceq \gamma} \sum_{\gamma^{\prime \prime} \preceq \gamma^{\prime}} a_{\gamma, \gamma^{\prime}} d_{\gamma^{\prime}, \gamma^{\prime \prime}} b_{\gamma^{\prime \prime}, \gamma^{\prime \prime \prime}} .
$$

Moreover, for $\tau^{-1}$ belonging to a compact subset of $\mathbb{R} \backslash\left(\mathbb{R} \cap \sigma\left(K_{D}\right)\right)$, we have the following uniform bound:

$$
\sum_{\gamma, \gamma^{\prime}}\left|\alpha_{\gamma, \gamma^{\prime}}\right|^{2}<\infty
$$

Alternatively, if we start from the identity,

$$
\begin{aligned}
\delta\left(x-x_{0}\right) & =\sum_{\gamma^{\prime \prime}} e_{\gamma^{\prime \prime}}(x) \overline{e_{\gamma^{\prime \prime}}\left(x_{0}\right)} \\
& =\sum_{\gamma^{\prime \prime}} \sum_{\gamma^{\prime} \preceq \gamma^{\prime \prime}} \sum_{\gamma^{\prime \prime \prime} \preceq \gamma^{\prime \prime}} a_{\gamma^{\prime \prime}, \gamma^{\prime}} \bar{a}_{\gamma^{\prime \prime}, \gamma^{\prime \prime \prime}} u_{\gamma^{\prime}}(x) \overline{u_{\gamma^{\prime \prime \prime}}}\left(x_{0}\right),
\end{aligned}
$$

then we can obtain an equivalent expansion for the Green function in terms of the basis of resonant modes.

ThEOREM 9.10. The following expansion holds for the Green function:

$$
\begin{equation*}
\Phi\left(x, x_{0}\right)=\Phi_{0}\left(x, x_{0}\right)+\sum_{\gamma^{\prime \prime} \in \Gamma} \sum_{\gamma^{\prime \prime \prime} \preceq \gamma^{\prime \prime}} \sum_{\gamma \preceq \gamma^{\prime \prime}} \beta_{\gamma^{\prime \prime}, \gamma, \gamma^{\prime \prime \prime}} u_{\gamma}(x) \overline{u_{\gamma^{\prime \prime \prime}}}\left(x_{0}\right) \tag{9.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{\gamma^{\prime \prime}, \gamma, \gamma^{\prime \prime \prime}}=\frac{1}{n\left(x_{0}\right)} \sum_{\gamma^{\prime} \preceq \gamma^{\prime \prime}} \bar{a}_{\gamma^{\prime \prime}, \gamma^{\prime \prime \prime}} a_{\gamma^{\prime \prime}, \gamma^{\prime}} d_{\gamma^{\prime}, \gamma} \tag{9.16}
\end{equation*}
$$

Here, the infinite summation can be interpreted as follows:
(9.17)

$$
\lim _{\gamma_{0} \rightarrow \infty} \sum_{\gamma^{\prime \prime} \leq \gamma_{0}} \sum_{\gamma^{\prime} \leq \gamma^{\prime \prime}} \sum_{\gamma^{\prime \prime \prime} \underline{\gamma^{\prime \prime}}} \beta_{\gamma^{\prime \prime}, \gamma, \gamma^{\prime \prime \prime}} u_{\gamma}(x) \overline{u_{\gamma^{\prime \prime \prime}}}\left(x_{0}\right)=\Phi\left(x, x_{0}\right)-\Phi_{0}\left(x, x_{0}\right) \quad \text { in } \quad L^{2}(D \times D) .
$$

In order to have some idea of the expansions of the Green function $\Phi(x, y)$, we compare them to the expansion of the Green function in the homogeneous space, i.e. $\Phi_{0}(x, y)$. For this purpose, we introduce the matrix $H=\left\{h_{\gamma, \gamma^{\prime}}\right\}_{\gamma, \gamma^{\prime} \in \Gamma}$, which is defined by

$$
\mathrm{K}_{D}\left[u_{\gamma}\right]=\sum_{\gamma^{\prime}} h_{\gamma, \gamma^{\prime}} u_{\gamma^{\prime}}
$$

In fact, we have

$$
h_{j, l, k, j^{\prime}, l^{\prime}, k^{\prime}}=\lambda_{j} \delta_{j, j^{\prime}} \delta_{l, l^{\prime}} \delta_{k, k^{\prime}}+\delta_{j, j^{\prime}} \delta_{l, l^{\prime}} \delta_{k-1, k^{\prime}}
$$

where $\delta$ denotes the Kronecker symbol.
Lemma 9.11. (i) In the normal basis $\left\{e_{\gamma}\right\}_{\gamma \in \Gamma}$, the following expansion holds for the Green function $\Phi_{0}\left(x, x_{0}\right)$ :

$$
\begin{equation*}
\Phi_{0}\left(x, x_{0}\right)=\sum_{\gamma \in \Gamma} \sum_{\gamma^{\prime \prime \prime} \in \Gamma} \tilde{\alpha}_{\gamma, \gamma^{\prime \prime \prime}} \overline{e_{\gamma}}\left(x_{0}\right) e_{\gamma^{\prime \prime \prime}}(x) \tag{9.18}
\end{equation*}
$$

where

$$
\tilde{\alpha}_{\gamma, \gamma^{\prime \prime \prime}}=\frac{1}{n\left(x_{0}\right)} \sum_{\gamma^{\prime} \preceq \gamma} \sum_{\gamma^{\prime \prime} \preceq \gamma^{\prime}} a_{\gamma, \gamma^{\prime}} h_{\gamma^{\prime}, \gamma^{\prime \prime}} b_{\gamma^{\prime \prime}, \gamma^{\prime \prime \prime}} .
$$

Moreover, we have the following uniform bound:

$$
\sum_{\gamma, \gamma^{\prime}}\left|\tilde{\alpha}_{\gamma, \gamma^{\prime}}\right|^{2}<C<\infty
$$

(ii) In the basis of resonant modes $\left\{u_{\gamma}\right\}_{\gamma \in \Gamma}$, the following expansion holds for the Green function $\Phi_{0}\left(x, x_{0}\right)$ :

$$
\begin{equation*}
\Phi_{0}\left(x, x_{0}\right)=\sum_{\gamma^{\prime \prime} \in \Gamma} \sum_{\gamma^{\prime \prime \prime} \preceq \gamma^{\prime \prime}} \sum_{\gamma \preceq \gamma^{\prime \prime}} \tilde{\beta}_{\gamma^{\prime \prime}, \gamma, \gamma^{\prime \prime \prime}} u_{\gamma}(x) \overline{u_{\gamma^{\prime \prime \prime}}}\left(x_{0}\right), \tag{9.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\beta}_{\gamma^{\prime \prime}, \gamma, \gamma^{\prime \prime \prime}}=\frac{1}{n\left(x_{0}\right)} \sum_{\gamma^{\prime} \preceq \gamma^{\prime \prime}} \bar{a}_{\gamma^{\prime \prime}, \gamma^{\prime \prime \prime}} a_{\gamma^{\prime \prime}, \gamma^{\prime}} h_{\gamma^{\prime}, \gamma} \tag{9.20}
\end{equation*}
$$

Here, the infinite summation can be interpreted as follows:

$$
\lim _{\gamma_{0} \rightarrow \infty} \sum_{\gamma^{\prime \prime} \leq \gamma_{0}} \sum_{\gamma^{\prime \prime \prime} \preceq \gamma^{\prime \prime}} \sum_{\gamma \preceq \gamma^{\prime \prime}} \tilde{\beta}_{\gamma^{\prime \prime}, \gamma, \gamma^{\prime \prime \prime}} u_{\gamma}(x) \overline{u_{\gamma^{\prime \prime \prime}}}\left(x_{0}\right)=\Phi_{0}\left(x, x_{0}\right) \quad \text { in } \quad L^{2}(D \times D) .
$$

Based on the resonance expansions of the Green functions in high-contrast media and in the free space, we can now propose an explanation for the super-resolution phenomenon. Observe that the difference between the coefficients $\beta_{\gamma^{\prime \prime}, \gamma, \gamma^{\prime \prime \prime}}$ and $\tilde{\beta}_{\gamma^{\prime \prime}, \gamma, \gamma^{\prime \prime \prime}}$ in 9.16 and 9.20 are the quantities $d_{\gamma, \gamma^{\prime}}$ and $h_{\gamma, \gamma^{\prime}}\left(a_{\gamma^{\prime \prime}, \gamma^{\prime}}\right.$ are constants). If, for example, we consider the special case where the spaces $\mathcal{H}_{j}$ are of dimension one, then we have

$$
d_{\gamma, \gamma^{\prime}}=\delta_{\gamma, \gamma^{\prime}} \frac{\lambda_{j}^{2}}{z-\lambda_{j}}, \quad h_{\gamma, \gamma^{\prime}}=\delta_{\gamma, \gamma^{\prime}} \lambda_{j}
$$

and therefore,

$$
d_{\gamma, \gamma^{\prime}}=\frac{1}{\frac{z}{\lambda_{j}}-1} h_{\gamma, \gamma^{\prime}},
$$

which shows that the contribution to the Green function $\Phi$ of the sub-wavelength resonant mode $u_{\gamma}$ is amplified when $z$ is close to $\lambda_{j}$.

Therefore, we can see that the imaginary part of $\Phi$ may have sharper peak than that of $\Phi_{0}$ due to the excited sub-wavelength resonant modes. When the high contrast is properly chosen (the frequency is fixed), one or several of these sub-wavelength resonance modes can be excited, and they dominate over the other ones in the expansion of the Green function $\Phi$. It is those sub-wavelength modes that essentially determine the behavior of $\Phi$ and hence the associated resolution in the media. Therefore, we can expect super-resolution to occur in this case.

Remark 9.12. Using the Maxwell-Garnett effective medium theory for Maxwell's equations derived in Section (7.3) for dilute periodic distributions of plasmonic nanoparticles, one can see that near plasmonic resonances the effective (or overall) permittivity $\varepsilon^{*}$ is high. By investigating the spectral properties of the operator

$$
\left.E\right|_{\Omega} \mapsto \int_{\Omega}\left(\varepsilon^{*}(y)-\varepsilon_{m}\right) \mathbf{G}_{k_{m}}(x, y) d y, \quad x \in \Omega
$$

where $\mathbf{G}_{k_{m}}$ is defined by (2.364) with $k_{m}=\omega \sqrt{\varepsilon_{m} \mu_{m}}$, one can extend our results in this section to the case of the full Maxwell equations and give evidence of the superresolution phenomenon for electromagnetic waves in composite materials made of plasmonic nanoparticles.
9.2.7. Numerical Illustrations. Here we consider a more general situation than in the previous theoretical analysis and explain how to compute the Green's function numerically. We also present a numerical example in which a high-contrast medium is represented as a disk.
9.2.7.1. Solving an Integral Equation for the Green's Function. The Green's function $\Phi$ is the solution to the following problem:

$$
\left\{\begin{array}{l}
\nabla \cdot \frac{1}{\mu} \nabla \Phi\left(\cdot, x_{0}\right)+\omega^{2} \varepsilon \Phi\left(\cdot, x_{0}\right)=\frac{1}{\mu_{c}} \delta_{x_{0}} \quad \text { in } \mathbb{R}^{d}  \tag{9.21}\\
\Phi\left(\cdot, x_{0}\right) \text { satisfies the Sommerfeld radiation condition. }
\end{array}\right.
$$

It can be shown that the above problem is equivalent to the following system of equations:

$$
\left\{\begin{array}{l}
\left(\Delta+k_{c}^{2}\right) \Phi\left(\cdot, x_{0}\right)=\delta_{x_{0}} \quad \text { in } D  \tag{9.22}\\
\left(\Delta+k_{m}^{2}\right) \Phi\left(\cdot, x_{0}\right)=0 \quad \text { in } \mathbb{R}^{d} \backslash \bar{D} \\
\left.\Phi\left(\cdot, x_{0}\right)\right|_{+}=\left.\Phi\left(\cdot, x_{0}\right)\right|_{-} \quad \text { on } \partial D \\
\left.\frac{1}{\mu_{m}} \frac{\partial \Phi\left(\cdot, x_{0}\right)}{\partial \nu}\right|_{+}=\left.\frac{1}{\mu_{c}} \frac{\partial \Phi\left(\cdot, x_{0}\right)}{\partial \nu}\right|_{-} \quad \text { on } \partial D \\
\Phi\left(\cdot, x_{0}\right) \text { satisfies the Sommerfeld radiation condition. }
\end{array}\right.
$$

Note that the wave number $k_{c}$ plays the role of the high contrast parameter analogously to $\tau$ in the previous theoretical analysis.

Let $\Phi_{0}^{k_{c}}$ be the free space Green's function with wave number $k_{c}$. Since $\Phi_{0}^{k_{c}}$ satisfies

$$
\begin{equation*}
\left(\Delta+k_{c}^{2}\right) \Phi_{0}^{k_{c}}\left(\cdot, x_{0}\right)=\delta_{x_{0}} \quad \text { in } \mathbb{R}^{d} \tag{9.23}
\end{equation*}
$$

we see that $v:=\Phi-\Phi_{0}^{k_{c}}$ satisfies $\Delta v+k_{c}^{2} v=0$ in $D$. Therefore we can represent the Green's function $\Phi$ using the single layer potential as follows:

$$
\Phi\left(x, x_{0}\right)= \begin{cases}\Phi_{0}^{k_{c}}\left(x, x_{0}\right)+\mathcal{S}_{D}^{k_{c}}[\varphi](x), & x \in D  \tag{9.24}\\ \mathcal{S}_{D}^{k_{m}}[\psi](x), & x \in \mathbb{R}^{d} \backslash D\end{cases}
$$

Next we determine the densities $\varphi$ and $\psi$. From the transmission conditions on $\partial D$ and the jump relations for the single layer potentials, we get

$$
\left\{\begin{array}{l}
\mathcal{S}_{D}^{k_{c}}[\varphi]-\mathcal{S}_{D}^{k_{m}}[\psi]=-\Phi_{0}^{k_{c}}\left(\cdot, x_{0}\right)  \tag{9.25}\\
\left.\frac{1}{\mu_{c}}\left(-\frac{1}{2} I+\left(\mathcal{K}_{D}^{k_{c}}\right)^{*}\right)[\varphi]\right|_{-}-\left.\frac{1}{\mu_{m}}\left(\frac{1}{2} I+\left(\mathcal{K}_{D}^{k_{m}}\right)^{*}\right)[\psi]\right|_{+}=-\frac{1}{\mu_{c}} \frac{\partial \Phi_{0}^{k_{c}}\left(\cdot, x_{0}\right)}{\partial \nu} \quad \text { on } \partial D
\end{array}\right.
$$

The above system of integral equations has the same form as that of 2.171). We have already discussed how to solve that system of equations numerically in Chapter 2.
9.2.7.2. Explicit Expression of Green's Function for a Disk. Let $D$ be a disk of radius $R$ located at the origin. Then it can be shown that the explicit solution is given by

$$
\Phi(r, \theta)= \begin{cases}-\frac{\sqrt{-1}}{4} H_{0}^{(1)}\left(k_{c} r\right)+a J_{0}\left(k_{c} r\right), & |r| \leq R  \tag{9.26}\\ b H_{0}^{(1)}\left(k_{m} r\right), & |r|>R\end{cases}
$$

where $(r, \theta)$ are the polar coordinates and the constants $a$ and $b$ are given by

$$
\begin{aligned}
& a=-\frac{\sqrt{-1}}{4} \frac{\frac{k_{m}}{\mu_{m}} H_{0}^{(1)}\left(k_{c} R\right)\left(H_{0}^{(1)}\right)^{\prime}\left(k_{m} R\right)-\frac{k_{c}}{\mu_{c}} H_{0}^{(1)}\left(k_{m} R\right)\left(H_{0}^{(1)}\right)^{\prime}\left(k_{c} R\right)}{\frac{k_{c}}{\mu_{c}} H_{0}^{(1)}\left(k_{m} R\right) J_{0}^{\prime}\left(k_{c} R\right)-\frac{k_{m}}{\mu_{m}} J_{0}\left(k_{c} R\right)\left(H_{0}^{(1)}\right)^{\prime}\left(k_{m} R\right)} \\
& b=-\frac{\sqrt{-1}}{4} \frac{\frac{k_{c}}{\mu_{c}} H_{0}^{(1)}\left(k_{c} R\right) J_{0}^{\prime}\left(k_{c} R\right)-\frac{k_{c}}{\mu_{c}}\left(H_{0}^{(1)}\right)^{\prime}\left(k_{c} R\right) J_{0}\left(k_{c} R\right)}{\frac{k_{c}}{\mu_{c}} H_{0}^{(1)}\left(k_{m} R\right) J_{0}^{\prime}\left(k_{c} R\right)-\frac{k_{m}}{\mu_{m}} J_{0}\left(k_{c} R\right)\left(H_{0}^{(1)}\right)^{\prime}\left(k_{m} R\right)}
\end{aligned}
$$

9.2.7.3. Resonant Wavenumber $k_{c}$ for a Disk. It is also worth emphasizing that we can derive resonant values for $k_{c}$. From the expressions for $a$ and $b$, we can immediately see that the $n$th resonant value $k_{c, n}$ is $n$th zero of

$$
\begin{equation*}
\frac{k_{c}}{\mu_{c}} H_{0}^{(1)}\left(k_{m} R\right) J_{0}^{\prime}\left(k_{c} R\right)-\frac{k_{m}}{\mu_{m}} J_{0}\left(k_{c} R\right)\left(H_{0}^{(1)}\right)^{\prime}\left(k_{m} R\right)=0 . \tag{9.27}
\end{equation*}
$$

So the resonant values for $k_{c}$ can be computed using Muller's method. When we solve the above equation, we need to be careful because $\mu_{c}$ depends on $k_{c}$ via $\mu_{c}=k_{c}^{2} /\left(\omega^{2} \epsilon_{c}\right)$.
9.2.7.4. Numerical Example. Let $D$ be a circular disk of radius $R=2$ centered at the origin $O$ in $\mathbb{R}^{2}$. We fix $\omega=1, \epsilon_{c}=\epsilon_{m}=1$ and $\mu_{m}=1$. Then $\mu_{c}$ is determined by $\mu_{c}=k_{c}^{2}$.

First, let us compute the distribution of the resonant values for $k_{c}$. To do this, we plot the term on the left-hand side of 9.27 as a function of $k_{c}$. The plot is shown in Figure 9.1 and it shows that there are many local maximum points which converge to zero as their corresponding wave number $k_{c}$ increases. This reflects the fact that the resonant values $k_{c, n}$ (or the corresponding eigenvalues of the operator $\mathrm{K}_{D}$ ) are complex numbers and $1 / k_{c, n}$ converges to zero as $n \rightarrow \infty$. This is in accordance with our previous theoretical analysis of the super-resolution phenomenon because a large wavenumber $k_{c}$ plays the role of the high contrast parameter $\tau$.

| n | $k_{c}\left(A_{n}\right)$ | $k_{c}\left(B_{n}\right)$ |
| :---: | :---: | :---: |
| 1 | 1.86 | 2.74 |
| 2 | 3.48 | 4.32 |
| 3 | 5.08 | 5.9 |

Table 9.1. Corresponding value of $k_{c}$ to the points $A_{n}$ and $B_{n}$.

Next we determine how the shape of $\Im \Phi$ changes as a function of $k_{c}$. We choose three local maximum (or minimum) points $A_{1}, A_{2}$ and $A_{3}$ (or $B_{1}, B_{2}$ and $B_{3}$ ) as shown in Figure 9.1. At the point $A_{1}, A_{2}$ or $A_{3}$, we expect that the corresponding $\Im \Phi$ does not have a sharp peak because the term on the left-hand side of (9.27) is not small, which means $k_{c}$ is not close to a resonant value. On the other hand, we expect that $\Im \Phi$ has a sharper peak than that of $\Im \Phi_{0}^{k_{m}}$ at the points $B_{1}, B_{2}$ and $B_{3}$. The (approximate) numerical values of $k_{c}$ corresponding to the points $A_{n}$ and $B_{n}$ are shown in Table 9.1.

First we consider the non-resonant case. In Figure 9.2, we plot $\Im \Phi$ when $k_{c}=$ $k_{c}\left(A_{n}\right), n=1,2,3$ over the line segment from $(-R, 0)$ to $(R, 0)$. The dotted line represents the imaginary part of $\Phi_{0}^{k_{m}}$. The blue circles and the red lines represent the exact values and the numerically computed values, respectively. We note that in this case the peak is not sharper than that of the free space Green's function, as shown in Figure 9.2 .

Next, we consider the resonant case. In Figure 9.3, we plot $\Im \Phi$ when $k_{c}=$ $k_{c}\left(B_{n}\right), n=1,2,3$ over the line segment from $(-R, 0)$ to $(R, 0)$. In contrast to the previous case, in the case of a resonant $k_{c}$ the peak is sharper than that of the free space Green's function. Also the sub-wavelength structure of the resonant mode is clearly shown in Figure 9.3 .


Figure 9.1. The plot for the term on the left-hand side of (9.27) as a function of $k_{c} . D$ is a disk with radius $R=2$. The parameters are $\omega=1, \varepsilon_{m}=1, \varepsilon_{c}=1, \mu_{m}=1$ and $\mu_{c}$ is determined by $\mu_{c}=$ $k_{c}^{2} /\left(\varepsilon_{c} \omega^{2}\right)$. Three local maximums (or minimums) are marked as $A_{n}$ (or $B_{n}$ ), respectively.

Code Super-resolution in High Contrast Media was used to generate the numerical results shown in Table 9.1 and Figures $9.1,9.2$, and 9.3 .

### 9.3. Super-Resolution in Resonant Structures

By modifying the homogeneous spaces with sub-wavelength resonators, we can introduce propagating sub-wavelength resonance modes to the space which encode sub-wavelength information in a neighborhood of the space embedded by the subwavelength resonators, thus yielding a Green's function whose imaginary part exhibits sub-wavelength peaks, thereby breaking the resolution limit (or diffraction limit) in the homogeneous space. In this section, using the fact that plasmonic particles are ideal sub-wavelength resonators, we consider the possibility of superresolution by using a system of identical plasmonic particles.
9.3.1. Multiple Plasmonic Nanoparticles. We consider the scattering of an incident time harmonic wave $u^{i}$ by multiple weakly coupled plasmonic nanoparticles in three dimensions. For ease of exposition, we consider the case of $L$ particles with an identical shape and use the Helmholtz equation for light propagation.

We write $D_{l}=z_{l}+\delta \widetilde{D}, l=1,2, \ldots, L$, where $\widetilde{D}$ is centered at the origin. Moreover, we denote $D_{0}=\delta \widetilde{D}$ as our reference nanoparticle and let

$$
D=\bigcup_{l=1}^{L} D_{l}, \quad \varepsilon_{D}=\varepsilon_{m} \chi\left(\mathbb{R}^{3} \backslash \bar{D}\right)+\varepsilon_{c} \chi(\bar{D}), \quad \mu_{D}=\mu_{m} \chi\left(\mathbb{R}^{3} \backslash \bar{D}\right)+\mu_{c} \chi(D)
$$

We assume that the following conditions hold.



Figure 9.2. The plot for $\Im \Phi$ when $k_{c}=k_{c}\left(A_{n}\right), n=1,2,3$ over the line segment from $(-R, 0)$ to $(R, 0)$. The dotted line represents the imaginary part of $\Phi_{0}^{k_{m}}$. The blue circles and the red lines represent the exact values and the numerically computed values, respectively. In this case the peak is not sharper than that of the free space Green's function.

Condition 9.13. We assume that the numbers $\varepsilon_{m}, \mu_{m}, \varepsilon_{c}, \mu_{c}$ are dimensionless and are of order one. We also assume that the particle $\widetilde{D}$ has size of order one and $\omega$ is dimensionless and is of order o(1).



Figure 9.3. The plot for $\Im \Phi$ when $k_{c}=k_{c}\left(B_{n}\right), n=1,2,3$ over the line segment from $(-R, 0)$ to $(R, 0)$. The dotted line represents the imaginary part of $\Phi_{0}^{k_{m}}$. The blue circles and the red lines represent the exact values and the numerically computed values, respectively. In this case the peak is sharper than that of the free space Green's function. Also the sub-wavelength structure of the resonant mode is clearly shown.

Condition 9.14. Let

$$
\begin{equation*}
\lambda=\frac{\mu_{m}+\mu_{c}}{2\left(\mu_{m}-\mu_{c}\right)} . \tag{9.28}
\end{equation*}
$$

We assume that $\lambda \neq 0$ or equivalently, $\mu_{c} \neq-\mu_{m}$.
CONDITION 9.15. The size $\delta$ of the particles is a small parameter and the distances between neighboring particles are of order one.

The scattering problem can be modeled by the following Helmholtz equation:

$$
\left\{\begin{array}{l}
\nabla \cdot \frac{1}{\mu_{D}} \nabla u+\omega^{2} \varepsilon_{D} u=0 \quad \text { in } \mathbb{R}^{3} \backslash \partial D  \tag{9.29}\\
u_{+}-u \\
\left.\frac{1}{\mu_{m}} \frac{\partial u}{\partial \nu}\right|_{+}-\left.\frac{1}{\mu_{c}} \frac{\partial u}{\partial \nu}\right|_{-}=0 \quad \text { on } \partial D \\
u^{s}:=u-u^{i} \text { satisfies the Sommerfeld radiation condition. }
\end{array}\right.
$$

Let

$$
\begin{aligned}
u^{i}(x) & =e^{\sqrt{-1} k_{m} d \cdot x}, \\
F_{l, 1}(x) & =-\left.u^{i}(x)\right|_{\partial D_{l}}=-\left.e^{\sqrt{-1} k_{m} d \cdot x}\right|_{\partial D_{l}}, \\
F_{l, 2}(x) & =-\left.\frac{\partial u^{i}}{\partial \nu}(x)\right|_{\partial D_{l}}=-\left.\sqrt{-1} k_{m} e^{\sqrt{-1} k_{m} d \cdot x} d \cdot \nu(x)\right|_{\partial D_{l}},
\end{aligned}
$$

and define the operator $\mathcal{K}_{D_{p}, D_{l}}^{k}$ by

$$
\mathcal{K}_{D_{p}, D_{l}}^{k}[\psi](x)=\int_{\partial D_{p}} \frac{\partial \Gamma_{k}(x-y)}{\partial \nu(x)} \psi(y) d \sigma(y), \quad x \in \partial D_{l} .
$$

Analogously, we define

$$
\mathcal{S}_{D_{p}, D_{l}}^{k}[\psi](x)=\int_{\partial D_{p}} \Gamma_{k}(x-y) \psi(y) d \sigma(y), \quad x \in \partial D_{l} .
$$

The solution $u$ of 9.29 can be represented as follows:

$$
u(x)= \begin{cases}u^{i}+\sum_{l=1}^{L} \mathcal{S}_{D_{l}}^{k_{m}}\left[\psi_{l}\right], & x \in \mathbb{R}^{3} \backslash \bar{D} \\ \sum_{l=1}^{L} \mathcal{S}_{D_{l}}^{k_{c}}\left[\phi_{l}\right], & x \in D\end{cases}
$$

where $\phi_{l}, \psi_{l} \in H^{-\frac{1}{2}}\left(\partial D_{l}\right)$ satisfy the following system of integral equations

$$
\left\{\begin{aligned}
& \mathcal{S}_{D_{l}}^{k_{m}}\left[\psi_{l}\right]-\mathcal{S}_{D_{l}}^{k_{c}}\left[\phi_{l}\right]+\sum_{p \neq l} \mathcal{S}_{D_{p}, D_{l}}^{k_{m}}\left[\psi_{p}\right]=F_{l, 1} \\
& \frac{1}{\mu_{m}}\left(\frac{1}{2} I+\left(\mathcal{K}_{D_{l}}^{k_{m}}\right)^{*}\right)\left[\psi_{l}\right]+\frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{k_{c}}\right)^{*}\right)\left[\phi_{l}\right] \\
&+\frac{1}{\mu_{m}} \sum_{p \neq l} \mathcal{K}_{D_{p}, D_{l}}^{k_{m}}\left[\psi_{p}\right]=F_{l, 2}
\end{aligned}\right.
$$

and

$$
\left\{\begin{array}{l}
F_{l, 1}=-u^{i} \quad \text { on } \partial D_{l}, \\
F_{l, 2}=-\frac{1}{\mu_{m}} \frac{\partial u^{i}}{\partial \nu} \quad \text { on } \partial D_{l}
\end{array}\right.
$$

9.3.2. First-Order Correction to Plasmonic Resonances and Field Behavior at Plasmonic Resonances in the Multi-Particle Case. We consider the scattering in the quasi-static regime, i.e., when the incident wavelength is much greater than one. With proper dimensionless analysis, we can assume that $\omega \ll 1$. As a consequence, $\mathcal{S}_{D}^{k_{c}}$ is invertible. Note that

$$
\phi_{l}=\left(\mathcal{S}_{D_{l}}^{k_{c}}\right)^{-1}\left(\mathcal{S}_{D_{l}}^{k_{m}}\left[\psi_{l}\right]+\sum_{p \neq l} \mathcal{S}_{D_{p}, D_{l}}^{k_{m}}\left[\psi_{p}\right]-F_{l, 1}\right)
$$

We obtain the following equation for $\psi_{l}$ 's,

$$
\mathcal{A}_{D}(w)[\psi]=f
$$

where

$$
\begin{aligned}
\mathcal{A}_{D}(w)=\left(\begin{array}{ccccc}
\mathcal{A}_{D_{1}}(\omega) & & & \\
& \mathcal{A}_{D_{2}}(\omega) & & \\
& & \ddots & \\
& & & \mathcal{A}_{D_{L}}(\omega)
\end{array}\right)+\left(\begin{array}{cccc}
0 & \mathcal{A}_{1,2}(\omega) & \ldots & \mathcal{A}_{1, L}(\omega) \\
\mathcal{A}_{2,1}(\omega) & 0 & \ldots & \mathcal{A}_{2, L}(\omega) \\
\vdots & \ldots & 0 & \vdots \\
\mathcal{A}_{L, 1}(\omega) & \ldots & \mathcal{A}_{L, L-1}(\omega) & 0
\end{array}\right) \\
\psi=\left(\begin{array}{c}
\psi_{1} \\
\psi_{2} \\
\vdots \\
\psi_{L}
\end{array}\right), f=\left(\begin{array}{c}
f_{1} \\
f_{2} \\
\vdots \\
f_{L}
\end{array}\right)
\end{aligned}
$$

with

$$
\begin{equation*}
\mathcal{A}_{D_{l}}(\omega)=\frac{1}{\mu_{m}}\left(\frac{1}{2} I+\left(\mathcal{K}_{D_{l}}^{k_{m}}\right)^{*}\right)+\frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{k_{c}}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{k_{c}}\right)^{-1} \mathcal{S}_{D_{l}}^{k_{m}} \tag{9.30}
\end{equation*}
$$

and

$$
\begin{aligned}
\mathcal{A}_{l, p}(\omega) & =\frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{k_{c}}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{k_{c}}\right)^{-1} \mathcal{S}_{D_{p}, D_{l}}^{k_{m}}+\frac{1}{\mu_{m}} \mathcal{K}_{D_{p}, D_{l}}^{k_{m}} \\
f_{l} & =F_{l, 2}+\frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{k_{c}}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{k_{c}}\right)^{-1}\left[F_{l, 1}\right]
\end{aligned}
$$

For $j=1, \ldots, L$, let $\mathcal{H}^{*}\left(\partial D_{j}\right)$ and $\mathcal{H}\left(\partial D_{j}\right)$ be respectively defined by 2.18 and 2.20 with $\Omega$ replaced with $D_{j}$. We first consider the operators $\mathcal{S}_{D_{j}}^{k}$ and $\left(\mathcal{K}_{D_{j}}^{k}\right)^{*}$. The following asymptotic expansions hold. Its proof is immediate.

Lemma 9.16. (i) Regarded as operators from $\mathcal{H}^{*}\left(\partial D_{j}\right)$ into $\mathcal{H}\left(\partial D_{j}\right)$, we have

$$
\mathcal{S}_{D_{j}}^{k}=\mathcal{S}_{D_{j}}^{0}+k \mathcal{S}_{D_{j}, 1}+k^{2} \mathcal{S}_{D_{j}, 2}+O\left(k^{3} \delta^{3}\right)
$$

where $\mathcal{S}_{D_{j}}^{0}=O(1)$ and $\mathcal{S}_{D_{j}, m}=O\left(\delta^{m}\right)$;
(ii) Regarded as operators from $\mathcal{H}\left(\partial D_{j}\right)$ into $\mathcal{H}^{*}\left(\partial D_{j}\right)$, we have

$$
\left(\mathcal{S}_{D_{j}}^{k}\right)^{-1}=\left(\mathcal{S}_{D_{j}}^{0}\right)^{-1}+k \mathcal{B}_{D_{j}, 1}+k^{2} \mathcal{B}_{D_{j}, 2}+O\left(k^{3} \delta^{3}\right)
$$

where $\mathcal{S}_{D_{j}}^{-1}=O(1)$ and $\mathcal{B}_{D_{j}, m}=O\left(\delta^{m}\right)$;
(iii) Regarded as operators from $\mathcal{H}^{*}\left(\partial D_{j}\right)$ into $\mathcal{H}^{*}\left(\partial D_{j}\right)$, we have

$$
\left(\mathcal{K}_{D_{j}}^{k}\right)^{*}=\left(\mathcal{K}_{D_{j}}^{0}\right)^{*}+k^{2} O\left(\delta^{2}\right)
$$

where $\left(\mathcal{K}_{D_{j}}^{0}\right)^{*}=O(1)$.
We also need the following result.

Lemma 9.17. (i) Regarded as an operator from $\mathcal{H}^{*}\left(\partial D_{j}\right)$ into $\mathcal{H}\left(\partial D_{l}\right)$ we have,
$\mathcal{S}_{D_{j}, D_{l}}^{k}=\mathcal{S}_{j, l, 0,0}+\mathcal{S}_{j, l, 0,1}+\mathcal{S}_{j, l, 0,2}+k \mathcal{S}_{j, l, 1}+k^{2} \mathcal{S}_{j, l, 2,0}+O\left(\delta^{4}\right)+O\left(k^{2} \delta^{2}\right)$.
Moreover,

$$
\mathcal{S}_{j, l, m, n}=O\left(\delta^{n+1}\right)
$$

(ii) Regarded as an operator from $\mathcal{H}^{*}\left(\partial D_{j}\right)$ into $\mathcal{H}^{*}\left(\partial D_{l}\right)$, we have

$$
\mathcal{K}_{D_{j}, D_{l}}^{k}=\mathcal{K}_{j, l, 0,0}+O\left(k^{2} \delta^{2}\right)
$$

Moreover,

$$
\mathcal{K}_{j, l, 0,0}=O\left(\delta^{2}\right)
$$

Finally, the following asymptotic expansions hold.
Lemma 9.18. (i) Regarded as operators from $\mathcal{H}^{*}\left(\partial D_{j}\right)$ into $\mathcal{H}^{*}\left(\partial D_{j}\right)$, we have

$$
\mathcal{A}_{D_{j}}(\omega)=\mathcal{A}_{D_{j}, 0}+O\left(\delta^{2} \omega^{2}\right)
$$

(ii) Regarded as operators from $\mathcal{H}^{*}\left(\partial D_{l}\right)$ into $\mathcal{H}^{*}\left(\partial D_{p}\right)$, we have
$\mathcal{A}_{l, p}(\omega)=\frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{0}\right)^{-1}\left(\mathcal{S}_{p, l, 0,1}+\mathcal{S}_{p, l, 0,2}\right)+\frac{1}{\mu_{m}} \mathcal{K}_{p, l, 0,0}+O\left(\delta^{2} \omega^{2}\right)+O\left(\delta^{4}\right)$.
Moreover,

$$
\begin{aligned}
\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{0}\right)^{*}\right) \circ\left(\mathcal{S}_{D_{l}}^{0}\right)^{-1} \circ \mathcal{S}_{p, l, 0,1} & =O\left(\delta^{2}\right) \\
\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{0}\right)^{*}\right) \circ\left(\mathcal{S}_{D_{l}}^{0}\right)^{-1} \circ \mathcal{S}_{p, l, 0,2} & =O\left(\delta^{3}\right) \\
\mathcal{K}_{p, l, 0,0} & =O\left(\delta^{2}\right)
\end{aligned}
$$

Proof. The proof of (i) follows from Lemma 9.16. We now prove (ii). Recall that

$$
\begin{aligned}
\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{k_{c}}\right)^{*} & =\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{0}\right)^{*}+O\left(\delta^{2} \omega^{2}\right) \\
\left(\mathcal{S}_{D_{l}}^{k_{c}}\right)^{-1} & =\left(\mathcal{S}_{D_{l}}^{0}\right)^{-1}-k_{c}\left(\mathcal{S}_{D_{l}}^{0}\right)^{-1} \mathcal{S}_{D_{l}, 1}\left(\mathcal{S}_{D_{l}}^{0}\right)^{-1}+O\left(\delta^{2} \omega^{2}\right) \\
\mathcal{S}_{D_{p}, D_{l}}^{k_{m}} & =\mathcal{S}_{p, l, 0,0}+\mathcal{S}_{p, l, 0,1}+\mathcal{S}_{p, l, 0,2}+k_{m} \mathcal{S}_{p, l, 1}+k_{m}^{2} \mathcal{S}_{p, l, 2,0}+O\left(\delta^{4}\right)+O\left(\omega^{2} \delta^{2}\right) \\
\mathcal{K}_{D_{p}, D_{l}}^{k_{m}} & =\mathcal{K}_{p, l, 0,0}+O\left(\omega^{2} \delta^{2}\right)
\end{aligned}
$$

Using the identity

$$
\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{0}\right)^{-1}\left[\chi\left(D_{l}\right)\right]=0
$$

we can derive that

$$
\begin{aligned}
\mathcal{A}_{l, p}(\omega)= & \frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{k_{c}}\right)^{-1} \mathcal{S}_{D_{p}, D_{l}}^{k_{m}}+\frac{1}{\mu_{m}} \mathcal{K}_{p, l, 0,0}+O\left(\delta^{2} \omega^{2}\right) \\
& =\frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{0}\right)^{-1} \mathcal{S}_{D_{p}, D_{l}}^{k_{m}}+\frac{1}{\mu_{m}} \mathcal{K}_{p, l, 0,0}+O\left(\delta^{2} \omega^{2}\right) \\
& =\frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{0}\right)^{-1}\left(\mathcal{S}_{p, l, 0,0}+\mathcal{S}_{p, l, 0,1}+\mathcal{S}_{p, l, 0,2}+k_{m} \mathcal{S}_{p, l, 1}+k_{m}^{2} \mathcal{S}_{p, l, 2,0}+O\left(\delta^{4}\right)\right) \\
& +\frac{1}{\mu_{m}} \mathcal{K}_{p, l, 0,0}+O\left(\delta^{2} \omega^{2}\right) \\
& =\frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{0}\right)^{-1}\left(\mathcal{S}_{p, l, 0,1}+\mathcal{S}_{p, l, 0,2}\right)+\frac{1}{\mu_{m}} \mathcal{K}_{p, l, 0,0}+O\left(\delta^{2} \omega^{2}\right)+O\left(\delta^{4}\right)
\end{aligned}
$$

The rest of the lemma follows from Lemmas 9.16 and 9.17 .
Denote by $\mathcal{H}^{*}(\partial D)=\mathcal{H}^{*}\left(\partial D_{1}\right) \times \ldots \times \mathcal{H}^{*}\left(\partial D_{L}\right)$, which is equipped with the inner product

$$
\langle\psi, \phi\rangle_{\mathcal{H}^{*}}=\sum_{l=1}^{L}\left\langle\psi_{l}, \phi_{l}\right\rangle_{\mathcal{H}^{*}\left(\partial D_{l}\right)}
$$

With the help of Lemma 9.18, the following result is obvious.
Lemma 9.19. Regarded as an operator from $\mathcal{H}^{*}(\partial D)$ into $\mathcal{H}^{*}(\partial D)$, we have

$$
\mathcal{A}(\omega)=\mathcal{A}_{D, 0}+\mathcal{A}_{D, 1}+O\left(\omega^{2} \delta^{2}\right)+O\left(\delta^{4}\right)
$$

where
$\mathcal{A}_{D, 0}=\left(\begin{array}{cccc}\mathcal{A}_{D_{1}, 0} & & & \\ & \mathcal{A}_{D_{2}, 0} & & \\ & & \ldots & \\ & & & \mathcal{A}_{D_{L}, 0}\end{array}\right), \mathcal{A}_{D, 1}=\left(\begin{array}{cccc}0 & \mathcal{A}_{D, 1,12} & \mathcal{A}_{D, 1,13} & \ldots \\ \mathcal{A}_{D, 1,21} & 0 & \mathcal{A}_{D, 1,23} & \ldots \\ & & \ldots & \\ \mathcal{A}_{D, 1, L 1} & \ldots & \mathcal{A}_{D, 1, L L-1} & 0\end{array}\right)$
with

$$
\begin{aligned}
\mathcal{A}_{D_{l}, 0} & =\left(\frac{1}{2 \mu_{m}}+\frac{1}{2 \mu_{c}}\right) I-\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right)\left(\mathcal{K}_{D_{l}}^{0}\right)^{*} \\
\mathcal{A}_{D, 1, p q} & =\frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{p}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{p}}^{0}\right)^{-1}\left(\mathcal{S}_{q, p, 0,1}+\mathcal{S}_{q, p, 0,2}\right)+\frac{1}{\mu_{m}} \mathcal{K}_{q, p, 0,0}
\end{aligned}
$$

It is evident that

$$
\begin{equation*}
\mathcal{A}_{D, 0}[\psi]=\sum_{j=0}^{\infty} \sum_{l=1}^{L} \tau_{j}\left\langle\psi, \varphi_{j, l}\right\rangle_{\mathcal{H}^{*}} \varphi_{j, l} \tag{9.31}
\end{equation*}
$$

where

$$
\begin{align*}
\tau_{j} & =\frac{1}{2 \mu_{m}}+\frac{1}{2 \mu_{c}}-\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right) \lambda_{j}  \tag{9.32}\\
\varphi_{j, l} & =\varphi_{j} e_{l} \tag{9.33}
\end{align*}
$$

with $e_{l}$ being the standard basis of $\mathbb{R}^{L}$ and $\left(\lambda_{j}, \varphi_{j}\right)$ being the eigenvalues and associated eigenfunctions of the operator $\left(\mathcal{K}_{D_{1}}^{0}\right)^{*}$.

We consider $\mathcal{A}(\omega)$ as a perturbation to the operator $\mathcal{A}_{D, 0}$ for small $\omega$ and small $\delta$. Using a standard perturbation argument, we can derive the perturbed eigenvalues and eigenfunctions.

In what follows, we only use the first order perturbation theory and derive the leading order term, i.e., the perturbation due to the term $\mathcal{A}_{D, 1}$. For each $l$, we define an $L \times L$ matrix $R_{l}$ by letting

$$
\begin{aligned}
R_{l, p q} & =\left\langle\mathcal{A}_{D, 1}\left[\varphi_{l, p}\right], \varphi_{l, q}\right\rangle_{\mathcal{H}^{*}} \\
& =\left\langle\mathcal{A}_{D, 1}\left[\varphi_{l} e_{p}\right], \varphi_{l} e_{q}\right\rangle_{\mathcal{H}^{*}} \\
& =\left\langle\mathcal{A}_{D, 1, p q}\left[\varphi_{l}\right], \varphi_{l}\right\rangle_{\mathcal{H}^{*}}
\end{aligned}
$$

LEMMA 9.20. The matrix $R_{l}=\left(R_{l, p q}\right)_{p, q=1, \ldots, L}$ has the following explicit expression:

$$
\begin{aligned}
R_{l, p p}= & 0, \\
R_{l, p q}= & \frac{3}{4 \pi \mu_{c}}\left(\lambda_{j}-\frac{1}{2}\right) \sum_{|\alpha|=|\beta|=1} \int_{\partial D_{0}} \int_{\partial D_{0}} \frac{\left(z_{p}-z_{q}\right)^{\alpha+\beta}}{\left|z_{p}-z_{q}\right|^{5}} x^{\alpha} y^{\beta} \varphi_{l}(x) \varphi_{l}(y) d \sigma(x) d \sigma(y) \\
& +\left(\frac{1}{4 \pi \mu_{c}}-\frac{1}{4 \pi \mu_{m}}\right)\left(\lambda_{j}-\frac{1}{2}\right) \int_{\partial D_{0}} \int_{\partial D_{0}} \frac{x \cdot y}{\left|z_{p}-z_{q}\right|^{3}} \varphi_{l}(x) \varphi_{l}(y) d \sigma(x) d \sigma(y) \\
= & O\left(\delta^{3}\right), \quad p \neq q .
\end{aligned}
$$

Proof. It is clear that $R_{l, p p}=0$. For $p \neq q$, we have

$$
R_{l, p q}=R_{l, p q}^{I}+R_{l, p q}^{I I}+R_{l, p q}^{I I I},
$$

where

$$
\begin{aligned}
R_{l, p q}^{I} & =\frac{1}{\mu_{c}}\left\langle\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{p}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{p}}^{0}\right)^{-1} \mathcal{S}_{q, p, 0,1}\left[\varphi_{l}\right], \varphi_{l}\right\rangle_{\mathcal{H}^{*}\left(\partial D_{l}\right)} \\
R_{l, p q}^{I I} & =\frac{1}{\mu_{c}}\left\langle\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{p}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{p}}^{0}\right)^{-1} \mathcal{S}_{q, p, 0,2}\left[\varphi_{l}\right], \varphi_{l}\right\rangle_{\mathcal{H}^{*}\left(\partial D_{l}\right)} \\
R_{l, p q}^{I I I} & =\frac{1}{\mu_{m}}\left\langle\mathcal{K}_{q, p, 0,0}\left[\varphi_{l}\right], \varphi_{l}\right\rangle_{\mathcal{H}^{*}\left(\partial D_{l}\right)^{2}}
\end{aligned}
$$

We first consider $R_{l, p q}^{I}$. By the following identity

$$
\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{p}}^{0}\right)^{*}\right) \mathcal{S}_{D_{l}}\left[\varphi_{l}\right]=\mathcal{S}_{D_{l}}^{0}\left(\frac{1}{2} I-\mathcal{K}_{D_{p}}^{0}\right)\left[\varphi_{l}\right]=\left(\lambda_{j}-\frac{1}{2}\right) \varphi_{l}
$$

we obtain

$$
\begin{aligned}
R_{l, p q}^{I}= & -\frac{1}{\mu_{c}}\left\langle\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{p}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{p}}^{0}\right)^{-1} \mathcal{S}_{q, p, 0,1}\left[\varphi_{l}\right], \mathcal{S}_{D_{l}}^{0}\left[\varphi_{l}\right]\right\rangle_{L^{2}\left(\partial D_{l}\right)} \\
= & \frac{1}{\mu_{c}}\left(\lambda_{j}-\frac{1}{2}\right)\left\langle\mathcal{S}_{q, p, 0,1}\left[\varphi_{l}\right], \mathcal{S}_{D_{l}}^{0}\left[\varphi_{l}\right]\right\rangle_{L^{2}\left(\partial D_{l}\right)}
\end{aligned}
$$

Using the explicit representation of $\mathcal{S}_{q, p, 0,1}$, we further conclude that

$$
R_{l, p q}^{I}=0
$$

Similarly, we have

$$
\begin{aligned}
R_{l, p q}^{I I}= & \frac{1}{\mu_{c}}\left(\lambda_{j}-\frac{1}{2}\right)\left\langle\mathcal{S}_{q, p, 0,2}\left[\varphi_{l}\right], \mathcal{S}_{D_{l}}^{0}\left[\varphi_{l}\right]\right\rangle_{L^{2}\left(\partial D_{l}\right)} \\
& =\frac{1}{\mu_{c}}\left(\lambda_{j}-\frac{1}{2}\right) \sum_{|\alpha|=|\beta|=1} \int_{\partial D_{0}} \int_{\partial D_{0}}\left(\frac{3\left(z_{p}-z_{q}\right)^{\alpha+\beta}}{4 \pi\left|z_{p}-z_{q}\right|^{5}} x^{\alpha} y^{\beta}+\frac{\delta_{\alpha \beta} x^{\alpha} y^{\beta}}{4 \pi\left|z_{p}-z_{q}\right|^{3}}\right) \varphi_{l}(x) \varphi_{l}(y) d \sigma(x) d \sigma(y) \\
& =\frac{3}{4 \pi \mu_{c}}\left(\lambda_{j}-\frac{1}{2}\right) \sum_{|\alpha|=|\beta|=1} \int_{\partial D_{0}} \int_{\partial D_{0}} \frac{\left(z_{p}-z_{q}\right)^{\alpha+\beta}}{\left|z_{p}-z_{q}\right|^{5}} x^{\alpha} y^{\beta} \varphi_{l}(x) \varphi_{l}(y) d \sigma(x) d \sigma(y) \\
& +\frac{1}{4 \pi \mu_{c}}\left(\lambda_{j}-\frac{1}{2}\right) \sum_{|\alpha|=1} \int_{\partial D_{0}} \int_{\partial D_{0}} \frac{1}{\left|z_{p}-z_{q}\right|^{3}} x^{\alpha} y^{\alpha} \varphi_{l}(x) \varphi_{l}(y) d \sigma(x) d \sigma(y)
\end{aligned}
$$

Finally, note that

$$
\mathcal{K}_{q, p, 0,0}\left[\varphi_{l}\right]=\frac{1}{4 \pi\left|z_{p}-z_{q}\right|^{3}} a \cdot \nu(x)=\frac{1}{4 \pi\left|z_{p}-z_{q}\right|^{3}} \sum_{m=1}^{3} a_{m} \nu_{m}(x),
$$

where $a_{m}=\left\langle\left(y-z_{q}\right)_{m}, \varphi_{l}\right\rangle_{L^{2}\left(\partial D_{q}\right)}$, and $a=\left(a_{1}, a_{2}, a_{3}\right)^{t}$.
Therefore, we have

$$
\begin{aligned}
R_{l, p q}^{I I I}= & -\frac{1}{\mu_{m}}\left\langle\mathcal{K}_{q, p, 0,0}\left[\varphi_{l}\right], \varphi_{l}\right\rangle_{\mathcal{H}^{*}\left(\partial D_{l}\right)} \\
& =-\frac{1}{4 \pi\left|z_{p}-z_{q}\right|^{3} \mu_{m}}\left\langle a \cdot \nu(x), \varphi_{l}\right\rangle_{\mathcal{H}^{*}\left(\partial D_{l}\right)} \\
& =-\frac{1}{4 \pi\left|z_{p}-z_{q}\right|^{3} \mu_{m}}\left\langle\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{p}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{p}}^{0}\right)^{-1}\left(a \cdot\left(x-z_{p}\right)\right), \varphi_{l}\right\rangle_{\mathcal{H}^{*}\left(\partial D_{l}\right)} \\
& =-\frac{1}{4 \pi\left|z_{p}-z_{q}\right|^{3} \mu_{m}}\left(\lambda_{j}-\frac{1}{2}\right)\left\langle a \cdot\left(x-z_{p}\right), \varphi_{l}\right\rangle_{L^{2}\left(\partial D_{p}\right)} \\
& =-\frac{1}{4 \pi\left|z_{p}-z_{q}\right|^{3} \mu_{m}}\left(\lambda_{j}-\frac{1}{2}\right) \int_{\partial D_{0}} \int_{\partial D_{0}} x \cdot y \varphi_{l}(x) \varphi_{l}(y) d \sigma(x) d \sigma(y)
\end{aligned}
$$

This completes the proof of the lemma.

We now have an explicit formula for the matrix $R_{l}$. It is clear that $R_{l}$ is symmetric, but not self-adjoint. For ease of presentation, we assume the following condition.

Condition 9.21. $R_{l}$ has L-distinct eigenvalues.
We remark that Condition 9.21 is not essential for our analysis. Without this condition, the perturbation argument is still applicable, but the results may be quite complicated. We refer to [290] for a complete description of the perturbation theory.

Let $\tau_{j, l}$ and $X_{j, l}=\left(X_{j, l, 1}, \ldots, X_{j, l, L}\right)^{t}, l=1,2, \ldots, L$, be the eigenvalues and normalized eigenvectors of the matrix $R_{j}$. We remark that each $X_{j, l}$ may be complex valued and may not be orthogonal to other eigenvectors.

Under perturbation, each $\tau_{j}$ splits into the following $L$ eigenvalues of $\mathcal{A}(\omega)$,

$$
\begin{equation*}
\tau_{j, l}(\omega)=\tau_{j}+\tau_{j, l}+O\left(\delta^{4}\right)+O\left(\omega^{2} \delta^{2}\right) \tag{9.34}
\end{equation*}
$$

The associated perturbed eigenfunctions have the following form

$$
\begin{equation*}
\varphi_{j, l}(\omega)=\sum_{p=1}^{L} X_{j, l, p} e_{p} \varphi_{j}+O\left(\delta^{4}\right)+O\left(\omega^{2} \delta^{2}\right) \tag{9.35}
\end{equation*}
$$

We are interested in solving the equation $\mathcal{A}_{D}(\omega)[\psi]=f$ when $\omega$ is close to the resonance frequencies, i.e., when $\tau_{j}(\omega)$ are very small for some $j$ 's. In this case, the major part of the solution would be based on the excited resonance modes $\varphi_{j, l}(\omega)$.

For this purpose, we introduce the index set of resonances $J$ just as we did in (7.12) for the single particle case.

Definition 9.22. We call $J \subset \mathbb{N}$ index set of resonances if the $\tau_{j, l}(\omega)$ 's are close to zero when $j \in J$ and are bounded from below when $j \in J^{c}$. More precisely, we choose a threshold number $\eta_{0}>0$ independent of $\omega$ such that

$$
\left|\tau_{j, l}(\omega)\right| \geq \eta_{0}>0 \quad \text { for } j \in J^{c}
$$

For simplicity, we assume that the following conditions hold.
CONDITION 9.23. Each eigenvalue $\lambda_{j}, j \in J$, of the operator $\left(\mathcal{K}_{D_{1}}^{0}\right)^{*}$ is simple. Moreover, we have $\omega^{2} \ll \delta$.

We define

$$
P_{J}(\omega) \varphi_{j, m}(\omega)=\left\{\begin{array}{lr}
\varphi_{j, m}(\omega), & j \in J \\
0, & j \in J^{c}
\end{array}\right.
$$

In fact,

$$
\begin{equation*}
P_{J}(\omega)=\sum_{j \in J} P_{j}(\omega)=\sum_{j \in J} \frac{1}{2 \pi \sqrt{-1}} \int_{\gamma_{j}}\left(\xi-\mathcal{A}_{D}(\omega)\right)^{-1} d \xi \tag{9.36}
\end{equation*}
$$

where $\gamma_{j}$ is a Jordan curve in the complex plane enclosing only the eigenvalues $\tau_{j, l}(\omega)$ for $l=1,2, \ldots, L$ among all the eigenvalues.

To obtain an explicit representation of $P_{J}(\omega)$, we consider the adjoint operator $\mathcal{A}_{D}(\omega)^{*}$. By a similar perturbation argument, we can obtain its perturbed eigenvalue and eigenfunctions. Note that the adjoint matrix $\bar{R}_{j}^{t}=\bar{R}_{j}$ has eigenvalues $\overline{\tau_{j, l}}$ and corresponding eigenfunctions $\overline{X_{j, l}}$. Then the eigenvalues and eigenfunctions of $\mathcal{A}_{D}(\omega)^{*}$ have the following form

$$
\begin{aligned}
\widetilde{\tau}_{j, l}(\omega) & =\tau_{j}+\overline{\tau_{j, l}}+O\left(\delta^{4}\right)+O\left(\omega^{2} \delta^{2}\right), \\
\widetilde{\varphi}_{j, l}(\omega) & =\widetilde{\varphi}_{j, l}+O\left(\delta^{4}\right)+O\left(\omega^{2} \delta^{2}\right),
\end{aligned}
$$

where

$$
\widetilde{\varphi}_{j, l}=\sum_{p=1}^{L} \widetilde{X}_{j, l, p} e_{p} \varphi_{j}
$$

with $\widetilde{X}_{j, l, p}$ being a multiple of $\overline{X_{j, l, p}}$.
We normalize $\widetilde{\varphi}_{j, l}$ in a way such that the following holds:

$$
\left\langle\varphi_{j, p}, \widetilde{\varphi}_{j, q}\right\rangle_{\mathcal{H}^{*}(\partial D)}=\delta_{p q},
$$

which is also equivalent to the following condition

$$
{\overline{X_{j, p}}}^{t} \widetilde{X}_{j, q}=\delta_{p q}
$$

Then, we can show that the following result holds.

Lemma 9.24. In the space $\mathcal{H}^{*}(\partial D)$, as $\omega$ goes to zero, we have

$$
f=\omega f_{0}+O\left(\omega^{2} \delta^{\frac{3}{2}}\right)
$$

where $f_{0}=\left(f_{0,1}, \ldots, f_{0, L}\right)^{t}$ with
$f_{0, l}=-\sqrt{-1} \sqrt{\varepsilon_{m} \mu_{m}} e^{\sqrt{-1}} k_{m} d \cdot z_{l}\left(\frac{1}{\mu_{m}} d \cdot \nu(x)+\frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{0}\right)^{-1}[d \cdot(x-z)]\right)=O\left(\delta^{\frac{3}{2}}\right)$.
Proof. We first show that

$$
\|u\|_{\mathcal{H}^{*}\left(\partial D_{0}\right)}=\delta^{\frac{3}{2}+m}\|u\|_{\mathcal{H}^{*}(\partial \widetilde{D})}, \quad\|u\|_{\mathcal{H}\left(\partial D_{0}\right)}=\delta^{\frac{1}{2}+m}\|u\|_{\mathcal{H}(\partial \widetilde{D})}
$$

for any homogeneous function $u$ such that $u(\delta x)=\delta^{m} u(x)$. Indeed, we have $\eta(u)(x)=\delta^{m} u(x)$. Since $\|\eta(u)\|_{\mathcal{H}^{*}(\partial \widetilde{D})}=\delta^{-\frac{3}{2}}\|u\|_{\mathcal{H}^{*}\left(\partial D_{0}\right)}$, we obtain

$$
\|u\|_{\mathcal{H}^{*}\left(\partial D_{0}\right)}=\delta^{\frac{3}{2}}\|\eta(u)\|_{\mathcal{H}^{*}(\partial \widetilde{D})}=\delta^{\frac{3}{2}+m}\|u\|_{\mathcal{H}^{*}(\partial \widetilde{D})}
$$

which proves our first claim. The second claim follows in a similar way. Using this result, we arrive at the desired asymptotic result.

Denote by $Z=\left(Z_{1}, \ldots, Z_{L}\right)$, where $Z_{j}=\sqrt{-1} k_{m} e^{\sqrt{-1} k_{m} d \cdot z_{j}}$. We are ready to present our main result in this section.

Theorem 9.25. Under Conditions 9.13, 9.14, 9.15, and 9.21, the scattered field due to $L$ plasmonic particles in the quasi-static regime has the following representation

$$
u^{s}=\sum_{l}^{L} \mathcal{S}_{D_{l}}^{k_{m}}\left[\psi_{l}\right]
$$

where $\psi=\left(\psi_{1}, \ldots, \psi_{L}\right)^{t}$ has the following asymptotic expansion:

$$
\begin{aligned}
& \psi=\sum_{j \in J} \sum_{l=1}^{L} \frac{\left\langle f, \widetilde{\varphi}_{j, l}(\omega)\right\rangle_{\mathcal{H}^{*}} \varphi_{j, l}(\omega)}{\tau_{j, l}(\omega)}+\mathcal{A}_{D}(\omega)^{-1}\left(P_{J^{c}}(\omega) f\right) \\
&=\sum_{j \in J} \sum_{l=1}^{L} \frac{\left\langle d \cdot \nu(x), \varphi_{j}\right\rangle_{\mathcal{H}^{*}\left(\partial D_{0}\right)} Z \widetilde{X}_{j, l}}{} \varphi_{j, l}+O\left(\omega^{2} \delta^{\frac{3}{2}}\right) \\
& \lambda-\lambda_{j}+\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right)^{-1} \tau_{j, l}+O\left(\delta^{4}\right)+O\left(\delta^{2} \omega^{2}\right)
\end{aligned}+O\left(\omega \delta^{\frac{3}{2}}\right) .
$$

Proof. The proof is similar to that of Theorem 7.15 .
As a consequence, the following result holds.
Corollary 9.26. With the same notation as in Theorem 9.25 and under the additional condition that

$$
\min _{j \in J}\left|\tau_{j, l}(\omega)\right| \gg \omega^{q} \delta^{p}
$$

for some integer $p$ and $q$, and

$$
\tau_{j, l}(\omega)=\tau_{j, l, p, q}+o\left(\omega^{q} \delta^{p}\right)
$$

we have

$$
\psi=\sum_{j \in J} \sum_{l=1}^{L} \frac{\left\langle d \cdot \nu(x), \varphi_{j}\right\rangle_{\mathcal{H}^{*}\left(\partial D_{0}\right)} Z \widetilde{X}_{j, l} \varphi_{j, l}+O\left(\omega^{2} \delta^{\frac{3}{2}}\right)}{\tau_{j, l, p, q}}+O\left(\omega \delta^{\frac{3}{2}}\right)
$$

### 9.3.3. Super-Resolution by Using Plasmonic Nanoparticles.

9.3.3.1. Asymptotic Expansion of the Scattered Field. In order to illustrate the superfocusing phenomenon, we set

$$
u^{i}(x)=\Gamma_{k_{m}}\left(x-x_{0}\right)=-\frac{e^{\sqrt{-1} k_{m}\left|x-x_{0}\right|}}{4 \pi\left|x-x_{0}\right|}
$$

Lemma 9.27. In the space $\mathcal{H}^{*}(\partial D)$, as $\omega$ goes to zero, we have

$$
f=f_{0}+O\left(\omega \delta^{\frac{3}{2}}\right)+O\left(\delta^{\frac{5}{2}}\right)
$$

where $f_{0}=\left(f_{0,1}, \ldots, f_{0, L}\right)^{t}$ with
$f_{0, l}=-\frac{1}{4 \pi\left|z_{l}-x_{0}\right|^{3}}\left(\frac{1}{\mu_{m}}\left(z_{l}-x_{0}\right) \cdot \nu(x)+\frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{0}\right)^{-1}\left[\left(z_{l}-x_{0}\right) \cdot\left(x-z_{l}\right)\right]\right)=O\left(\delta^{\frac{3}{2}}\right)$.
Proof. Recall that

$$
f_{l}=F_{l, 2}+\frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{k_{c}}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{k_{c}}\right)^{-1}\left[F_{l, 1}\right]
$$

We can show that
$F_{l, 2}=-\frac{1}{\mu_{m}} \frac{\partial u^{i}}{\partial \nu}=-\frac{1}{4 \pi \mu_{m}\left|z_{l}-x_{0}\right|^{3}}\left(z_{l}-x_{0}\right) \cdot \nu(x)+O\left(\delta^{\frac{5}{2}}\right)+O\left(\omega \delta^{\frac{3}{2}}\right) \quad$ in $\mathcal{H}^{*}\left(\partial D_{l}\right)$.
Besides,
$\left.u^{i}(x)\right|_{\partial D_{l}}=-\frac{e^{\sqrt{-1} k_{m}\left|z_{l}-x_{0}\right|}}{4 \pi\left|z_{l}-x_{0}\right|} \chi\left(\partial D_{l}\right)+\frac{1}{4 \pi\left|z_{l}-x_{0}\right|^{3}}\left(z_{l}-x_{0}\right) \cdot\left(x-z_{l}\right)+O\left(\delta^{\frac{5}{2}}\right)+O\left(\omega \delta^{\frac{3}{2}}\right) \quad$ in $\mathcal{H}\left(\partial D_{l}\right)$.
Using the identity $\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{0}\right)^{-1}\left[\chi\left(\partial D_{l}\right)\right]=0$, we obtain that
$\frac{1}{\mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{k_{c}}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{k_{c}}\right)^{-1}\left[F_{l, 1}\right]=-\frac{1}{4 \pi\left|z_{l}-x_{0}\right|^{3} \mu_{c}}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{l}}^{0}\right)^{*}\right)\left(\mathcal{S}_{D_{l}}^{0}\right)^{-1}\left[\left(z_{l}-x_{0}\right) \cdot\left(x-z_{l}\right)\right]$.
This completes the proof of the lemma.
We now derive an asymptotic expansion of the scattered field in an intermediate regime which is neither too close to the plasmonic particles nor too far away. More precisely, we consider the following domain

$$
\mathrm{D}_{\delta, k}=\left\{x \in \mathbb{R}^{3} ; \min _{1 \leq l \leq L}\left|x-z_{l}\right| \gg \delta, \max _{1 \leq l \leq L}\left|x-z_{l}\right| \ll \frac{1}{k}\right\}
$$

Lemma 9.28. Let $\psi_{l} \in \mathcal{H}^{*}\left(\partial D_{l}\right)$ and let $v(x)=\mathcal{S}_{D_{l}}^{k}\left[\psi_{l}\right](x)$. Then we have for $x \in \mathrm{D}_{\delta, k}$,

$$
\begin{aligned}
v(x)= & \Gamma_{k}\left(x-z_{l}\right)\left(\frac{1}{\left|x-z_{l}\right|}-\sqrt{-1} k\right) \frac{x-z_{l}}{\left|x-z_{l}\right|} \cdot \int_{\partial D_{0}} y \psi_{l}(y) d \sigma(y)+O\left(\delta^{\frac{5}{2}}\right)\left\|\psi_{l}\right\|_{\mathcal{H}^{*}\left(\partial D_{l}\right)} \\
& +\Gamma_{k}\left(x-z_{l}\right) \int_{\partial D_{0}} \psi_{l}(y) d \sigma(y)
\end{aligned}
$$

Moreover, the following estimates hold

$$
\begin{aligned}
& v(x)=O\left(\delta^{\frac{3}{2}}\right) \quad \text { if } \int_{\partial D_{0}} \psi_{l}(y) d \sigma(y)=0 \\
& v(x)=O\left(\delta^{\frac{1}{2}}\right) \quad \text { if } \int_{\partial D_{0}} \psi_{l}(y) d \sigma(y) \neq 0
\end{aligned}
$$

Proof. We only consider the case when $l=0$. The other case follows similarly or by coordinate translation. We have

$$
v(x)=\mathcal{S}_{D}^{k}[\psi](x)=\int_{\partial D_{0}} \Gamma_{k}(x-y) \psi(y) d \sigma(y)=-\int_{\partial D_{0}} \frac{e^{\sqrt{-1} k|x-y|}}{4 \pi|x-y|} \psi(y) d \sigma(y)
$$

Since

$$
\Gamma_{k}(x-y)=\Gamma_{k}(x)+\sum_{|\alpha=1|} \frac{\partial \Gamma_{k}(x)}{\partial y^{\alpha}} y^{\alpha}+\sum_{m \geq 2} \sum_{|\alpha=m|} \frac{\partial^{m} \Gamma_{k}(x)}{\partial y^{\alpha}} y^{\alpha}
$$

and

$$
\frac{\partial \Gamma_{k}(x)}{\partial y^{\alpha}}=-\frac{e^{\sqrt{-1} k|x|}}{4 \pi|x|}\left(\frac{1}{|x|}-\sqrt{-1} k\right) \frac{x}{|x|}=\Gamma_{k}(x)\left(\frac{1}{|x|}-\sqrt{-1} k\right) \frac{x^{\alpha}}{|x|}
$$

we obtain the required identity for the case $l=0$. The estimate follows from the fact that

$$
\left\|y^{\alpha}\right\|_{\mathcal{H}\left(\partial D_{0}\right)}=O\left(\delta^{\frac{2|\alpha|+1}{2}}\right)
$$

This completes the proof of the lemma.
Denote by

$$
\begin{aligned}
S_{j, l}(x, k) & =\Gamma_{k}\left(x-z_{l}\right) \frac{x-z_{l}}{\left|x-z_{l}\right|^{2}} \cdot \int_{\partial D_{0}} y \varphi_{j}(y) d \sigma(y) \\
S_{l}(x, k) & =\Gamma_{k}\left(x-z_{l}\right) \int_{\partial D_{0}} \varphi_{0}(y) d \sigma(y) \\
H_{j, l}\left(x_{0}\right) & =-\frac{1}{4 \pi\left|z_{l}-x_{0}\right|^{3}}\left\langle\left(z_{l}-x_{0}\right) \cdot \nu(x), \varphi_{j}\right\rangle_{\mathcal{H}^{*}\left(\partial D_{0}\right)} .
\end{aligned}
$$

It is clear that the following size estimates hold
$S_{j, l}(x, k)=O\left(\delta^{\frac{3}{2}}\right), \quad S_{l}(x, k)=O\left(\delta^{\frac{1}{2}}\right), \quad H_{j, l}\left(x_{0}\right)=O\left(\delta^{\frac{3}{2}}\right) \quad$ for $j \neq 0, \quad H_{0, l}\left(x_{0}\right)=0$.
Theorem 9.29. Under Conditions 9.13, 9.14, 9.15, and 9.21, the Green function $\Phi_{k_{m}}\left(x, x_{0}\right)$ in the presence of $L$ plasmonic particles has the following representation in the quasi-static regime: for $x \in \mathrm{D}_{\delta, k_{m}}$,

$$
\begin{aligned}
\Phi_{k_{m}}\left(x, x_{0}\right)= & \Gamma_{k_{m}}\left(x-x_{0}\right) \\
& +\sum_{j \in J} \sum_{l=1}^{L} \frac{H_{j, p}\left(x_{0}\right) \widetilde{X}_{j, l, p} X_{j, l, q} S_{j, q}\left(x, k_{m}\right)+O\left(\delta^{4}\right)+O\left(\omega \delta^{3}\right)}{\lambda-\lambda_{j}+\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right)^{-1} \tau_{j, l}+O\left(\delta^{4}\right)+O\left(\delta^{2} \omega^{2}\right)}+O\left(\delta^{3}\right)
\end{aligned}
$$

Proof. With $u^{i}(x)=\Gamma_{k_{m}}\left(x-x_{0}\right)$, we have

$$
\psi=\sum_{j \in J} \sum_{1 \leq l \leq L} a_{j, l} \varphi_{j, l}+\sum_{1 \leq l \leq L} a_{0, l} \varphi_{0, l}+O\left(\delta^{\frac{3}{2}}\right)
$$

where

$$
\begin{aligned}
a_{j, l} & =\left\langle f, \widetilde{\varphi}_{j, l}\right\rangle_{\mathcal{H}^{*}(\partial D)}=\left\langle f_{0}, \widetilde{\varphi}_{j, l}\right\rangle_{\mathcal{H}^{*}(\partial D)}+O\left(\omega \delta^{\frac{3}{2}}\right)+O\left(\delta^{\frac{5}{2}}\right) \\
& =\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right) \widetilde{X}_{j, l, p} H_{j, p}\left(x_{0}\right)+O\left(\omega \delta^{\frac{3}{2}}\right)+O\left(\delta^{\frac{5}{2}}\right) \\
a_{0, l} & =\left\langle f, \widetilde{\varphi}_{0, l}\right\rangle_{\mathcal{H}^{*}(\partial D)}=O\left(\delta^{\frac{5}{2}}\right)
\end{aligned}
$$

By Lemma 9.28

$$
\begin{aligned}
\mathcal{S}_{D}^{k_{m}}\left[\varphi_{j, l}\right](x) & =\sum_{1 \leq p \leq L} \mathcal{S}_{D}^{k_{m}}\left[X_{j, l, p} \varphi_{j} e_{p}\right](x)=\sum_{1 \leq p \leq L} X_{j, l, p} \mathcal{S}_{D_{p}}^{k_{m}}\left[\varphi_{j}\right](x) \\
& =\sum_{1 \leq p \leq L} X_{j, l, p} S_{j, p}\left(x, k_{m}\right)+O\left(\delta^{\frac{5}{2}}\right)+O\left(\omega \delta^{\frac{3}{2}}\right)
\end{aligned}
$$

On the other hand, for $j=0$, we have

$$
\begin{aligned}
\mathcal{S}_{D}^{k_{m}}\left[\varphi_{0, l}\right](x) & =O\left(\delta^{\frac{1}{2}}\right) \\
\tau_{0, l}(\omega) & =\tau_{0}+O\left(\delta^{4}\right)+O\left(\delta^{2} \omega^{2}\right)=O(1)
\end{aligned}
$$

Therefore, we can deduce that

$$
\begin{aligned}
u^{s}= & \mathcal{S}_{D}^{k_{m}}[\psi](x)=\sum_{j \in J} \sum_{1 \leq l \leq L} a_{j, l} \mathcal{S}_{D}^{k_{m}}\left[\varphi_{j, l}\right]+\sum_{1 \leq l \leq L} a_{0, l} \mathcal{S}_{D}^{k_{m}}\left[\varphi_{0, l}\right]+O\left(\delta^{3}\right) \\
= & \sum_{j \in J} \sum_{l=1}^{L} \frac{1}{\tau_{j, l}(\omega)}\left(\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right) H_{j, p}\left(x_{0}\right) \widetilde{X}_{j, l, p} X_{j, l, q} S_{j, q}\left(x, k_{m}\right)+O\left(\omega \delta^{3}\right)+O\left(\delta^{4}\right)\right) \\
& +O\left(\delta^{3}\right) \\
= & \sum_{j \in J} \sum_{l=1}^{L} \frac{H_{j, p}\left(x_{0}\right) \widetilde{X}_{j, l, p} X_{j, l, q} S_{j, q}\left(x, k_{m}\right)+O\left(\omega \delta^{3}\right)+O\left(\delta^{4}\right)}{\lambda-\lambda_{j}+\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right)^{-1} \tau_{j, l}+O\left(\delta^{4}\right)+O\left(\delta^{2} \omega^{2}\right)}+O\left(\delta^{3}\right)
\end{aligned}
$$

9.3.4. Asymptotic Expansion of the Imaginary Part of the Green's Function. As a consequence of Theorem 9.29 , we obtain the following result on the imaginary part of the Green function.

Theorem 9.30. Assume the same conditions as in Theorem 9.29. Under the additional assumption that

$$
\begin{aligned}
\lambda-\lambda_{j}+\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right)^{-1} \tau_{j, l} & \gg O\left(\delta^{4}\right)+O\left(\delta^{2} \omega^{2}\right) \\
\Re\left(\lambda-\lambda_{j}+\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right)^{-1} \tau_{j, l}\right) & \lesssim \Im\left(\lambda-\lambda_{j}+\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right)^{-1} \tau_{j, l}\right)
\end{aligned}
$$

for each $l$ and $j \in J$, we have

$$
\begin{aligned}
\Im \Phi_{k_{m}}\left(x, x_{0}\right)= & \Im \Gamma_{k_{m}}\left(x-x_{0}\right)+O\left(\delta^{3}\right)+ \\
& \sum_{j \in J} \sum_{l=1}^{L} \Re\left(H_{j, p}\left(x_{0}\right) \widetilde{X}_{j, l, p} X_{j, l, q} S_{j, q}(x, 0)+O\left(\omega \delta^{3}\right)+O\left(\delta^{4}\right)\right) \\
& \times \Im\left(\frac{1}{\lambda-\lambda_{j}+\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right)^{-1} \tau_{j, l}}\right),
\end{aligned}
$$

where $x, x_{0} \in \mathrm{D}_{\delta, k_{m}}$.
Note that $\Re\left(H_{j, p}\left(x_{0}\right) \widetilde{X}_{j, l, p} X_{j, l, q} S_{j, q}(x, 0)\right)=O\left(\delta^{3}\right)$. Under the conditions in Theorem 9.30, if we have additionally that

$$
\Im\left(\frac{1}{\lambda-\lambda_{j}+\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right)^{-1} \tau_{j, l}}\right)=O\left(\frac{1}{\delta^{3}}\right)
$$

for some plasmonic frequency $\omega$, then the term in the expansion of $\Im \Phi_{k_{m}}\left(x, x_{0}\right)$ which is due to resonance has size one and exhibits a sub-wavelength peak with width of order one. This breaks the diffraction limit $1 / k_{m}$ in the free space. We also note that the term $\Im \Gamma_{k_{m}}\left(x-x_{0}\right)$ has size $O(\omega)$. Thus, we can conclude that superresolution (super-focusing) can indeed be achieved by using a system of plasmonic particles.

REMARK 9.31. The results of this section on the super-resolution effect obtained by using a finite system of plasmonic nanoparticles can be extended to the full Maxwell equations.

### 9.4. Super-Resolution Based on Scattering Tensors

9.4.1. Multipolar Expansion. In this subsection we use the same notation as in Section 8.2. We consider for the sake of simplicity the two-dimensional case. We let $\overline{B_{R}}:=\{|x|<R\}$ and $D$ be a small particle located at $z \in B_{R}$ with electromagnetic parameters $\varepsilon_{c}$ and $\mu_{c}$. We set $x_{i}, i=1, \ldots, N$ to be equidistributed points along the boundary $\partial B_{R}$ for $N \gg 1$. The array of $N$ elements $\left\{x_{1}, \ldots, x_{N}\right\}$ is used to detect the particle. The array of elements $\left\{x_{1}, \ldots, x_{N}\right\}$ is operating both in transmission and in reception. Let $u_{j}^{s}$ be the wave scattered by $D=z+\delta B$ corresponding to the incident wave $\Gamma_{k_{m}}\left(x-x_{j}\right)$.

From the multipolar expansion 2.258 , it follows that

$$
\begin{align*}
u_{j}^{s}(x)= & \sum_{\left|l^{\prime}\right|=0}^{n+1} \sum_{|l|=0}^{n-\left|l^{\prime}\right|+1} \frac{\delta^{|l|+\left|l^{\prime}\right|}}{l!l^{\prime}!} \partial^{l} \Gamma_{k_{m}}(x-z) \partial_{z}^{l^{\prime}} \Gamma_{k_{m}}\left(x_{j}-z\right) \widetilde{W}_{l l^{\prime}}  \tag{9.37}\\
& +O\left(\delta^{n+2}\right)
\end{align*}
$$

where $\widetilde{W}_{l l^{\prime}}$ is the scattering tensor defined by 2.257 .
Therefore, the entries $a_{i j}^{\omega}$ of the data matrix $A^{\omega}$ introduced in 8.1 can be approximated as follows:

$$
\begin{equation*}
a_{i j}^{\omega}=g\left(x_{i}, z\right) \mathcal{W} g\left(x_{j}, z\right)^{t}+O\left(\delta^{n+2}\right) \tag{9.38}
\end{equation*}
$$

where $g\left(x_{i}, z\right)$ is a row vector of size $(n+1) \times(n+2) / 2$, which is given by

$$
\begin{equation*}
g\left(x_{i}, z\right)=\left(\frac{1}{l!} \partial^{l} \Gamma_{k_{m}}\left(x_{i}-z\right)\right)_{|l| \leq n} \tag{9.39}
\end{equation*}
$$

and $\mathcal{W}$ is defined by

$$
\begin{equation*}
\mathcal{W}=\left(\delta^{|l|+\left|l^{\prime}\right|} \widetilde{W}_{l l^{\prime}}\right)_{|l|,\left|l^{\prime}\right| \leq n} \tag{9.40}
\end{equation*}
$$

If $\delta$ is small, then high-order terms in (9.37) can be neglected. In this case, the analysis of the data matrix reduces to the one in Section 8.2, which is based on the dipolar approximation 2.274 . As $\delta$ increases, more and more multipolar terms could be included in formula (9.38) in order to approximate the data matrix. For fixed $\delta$, the number of multipolar terms (or the maximal resolving order) which can be robustly reconstructed from the measured data depends only on the signal-tonoise ratio and can be estimated as a function of the signal-to-noise ratio [76].

In view of 9.39, the signal space of the data matrix $A^{\omega}$ becomes richer. The set of the singular vectors consists of the Green function and its derivatives. In order to locate the particle, exactly the same imaging functionals constructed in Section 8.2 can be used. They peak at the location of the particle. However, the significant singular values are perturbed, even those associated with the dipolar approximation
2.274. Indeed, when $\delta$ is increasing, new significant singular values can merge. Those are related to higher-order multipolar terms. They can be expressed in terms of the scattering tensors $\widetilde{W}_{l l^{\prime}}$. These new singular values, which are intermediate between the three larger ones (in the case of a single particle) and zero, contain some information on the particle and give a better approximation of its shape and electromagnetic parameters.
9.4.2. Reconstruction Procedure. In this subsection we first present formulas for the reconstruction of the size and material parameters of the particle from the data matrix $A^{\omega}$. Then we introduce optimal control and dictionary-based matching approaches to identify the shape of the particle.

Once the location $z$ of the particle is estimated for instance by using MUSIC algorithm, the matrix $\mathcal{W}$ can be recovered from the data matrix $A^{\omega}$. The size $|D|$ and the electric permittivity $\varepsilon$ can be estimated as follows:

$$
|D|=\frac{1}{k_{m}^{2}}\left|\widetilde{W}_{(2,0),(0,0)}\right|
$$

and

$$
\varepsilon_{c}=\frac{\left|\widetilde{W}_{(2,0),(0,0)}\right|}{\omega^{2} \mu_{m}|D|}
$$

By 2.266 we know that $\left(\widetilde{W}_{l l^{\prime}}\right)_{|l|=\left|l^{\prime}\right|=1}$ is approximately the polarization tensor associated with $D$ and $\lambda$ given by (2.264). Therefore, by (2.103) and (2.104) an equivalent ellipse can be computed and an estimate of $\mu_{c}$ can be found.

Once the equivalent ellipse is reconstructed we can use it as an initial guess and minimize using an optimal control scheme the discrepancy between the computed and measured matrix $\mathcal{W}$; see 49. The level set method can be implemented in order to reconstruct separately closely spaced particles [39].

In [76], a dictionary matching approach is proposed. It is an alternative to the optimal control approach. It relies on learning the geometric features contained in the matrix data. In the dictionary matching approach, we identify and classify a particle, knowing in advance that the latter belongs to a certain collection of particles. The method relies on computing the invariants under rigid motions from the extracted scattering tensors and allows us to handle the scaling within certain ranges. A particle is classified by comparing its invariants with those of a set of learned shapes at multiple-frequencies. The larger the frequency band used, the better the classification performance of the dictionary matching algorithm.

The reconstruction results obtained by the optimal control method and the dictionary matching approach are far beyond the resolution limit.

### 9.5. Concluding Remarks

In this chapter, we have provided a mathematical theory to explain the superresolution mechanism in high-contrast media. We have investigated the behavior of the Green's functions of high-contrast media. Our resonance expansions of the Green's functions, which were first derived in 83 , are the key to mathematically explaining the super-resolution mechanism in high-contrast media. From 9.15 and $(9.17)$, we have proved that the super-resolution is due to propagating subwavelength resonant modes. It is worth mentioning that in 9.15 and 9.17 , we have observed that a phenomenon of mixing of modes occurs. This is essentially due to the non-hermitian nature of the operator $\mathrm{K}_{D}$.

## Part 4

## Metamaterials

## CHAPTER 10

## Near-Cloaking

### 10.1. Introduction

To cloak a target is to make it invisible with respect to probing by electromagnetic or elastic waves. Extensive work has been produced on cloaking in the context of electromagnetic and elastic waves. Many schemes for cloaking are currently under active investigation. These include interior cloaking, where the cloaking region is inside the cloaking device, and exterior cloaking in which the cloaking region is outside the cloaking device.

In this chapter, we focus on interior cloaking and describe effective nearcloaking structures for electromagnetic and elastic scattering problems. The focus of the next chapter will be placed on exterior cloaking.

In interior cloaking, the difficulty is to construct material parameter distributions of a cloaking structure such that any target placed inside the structure is undetectable to waves. One approach is to use transformation optics (also called the scheme of changing variables) [303, $\mathbf{2 4 3}, \mathbf{1 4 3}, 446, \boxed{254}, 409]$. The principle behind transformation optics is to use a coordinate transformation to derive the spatial dependent material parameters to guide the wave. Transformation optics takes advantage of the fact that the equations governing electromagnetic and acoustic wave propagation have transformation laws under change of variables; see Subsection 2.14.4. They are form invariant under coordinate transformations. This allows one to design structures that bend waves around a hidden region, returning them to their original path on the far side. The change of variables based cloaking method uses a singular transformation to boost the material properties so that it makes a cloaking region look like a point to outside measurements. However, this transformation induces the singularity of material constants in the transversal direction (also in the tangential direction in two dimensions), which causes difficulty both in the theory and applications. To overcome this weakness, so called 'nearcloaking' is naturally considered, which is a regularization or an approximation of singular cloaking. Instead of the singular transformation, one can use a regular one to push forward the material parameters, in which a small ball is blown up to the cloaking region $\mathbf{2 9 9}, \mathbf{2 9 8}$. Enhanced cloaking can be achieved by using a cancellation technique [56, 57]. The first stage of this approach involves designing a multi-coated structure around a small perfect insulator to significantly reduce its effect on boundary or scattering cross-section measurements. The multicoating cancels the generalized polarization tensors or the scattering coefficients of the cloaking device. One then obtains a near-cloaking structure by pushing forward the multi-coated structure around a small object via the standard blow-up transformation technique.

The purpose of this chapter is to review the cancellation technique. We first design a structure coated around a particle to have vanishing generalized polarization tensors of lower orders and show that the order of perturbation due to a small particle can be reduced significantly. We then obtain a near-cloaking structure by pushing forward the multi-coated structure around a small object via the usual blow-up transformation.

When considering near-cloaking for the Helmholtz equation, we construct structures such that their first scattering coefficients vanish. Analogously to the quasistatic limit, we prove that, after applying transformation optics, structures with vanishing scattering coefficients enhance near-cloaking. We emphasize that such a structure achieves near-cloaking for a band of frequencies. We also show that nearcloaking for the Helmholtz equation becomes increasingly difficult as the cloaked object becomes bigger or the operating frequency becomes higher. The difficulty scales inversely proportionally to the object diameter or the frequency.

Finally, the cancellation technique is extended to the full Maxwell equations and the Lamé system.

The results of this chapter are from [56, 57, 58, 1 .

### 10.2. Near-Cloaking in the Quasi-Static Limit

To explain the principle of construction of cloaking structures, we review the results on the quasi-static model obtained in 56.

Let $\Omega$ be a domain in $\mathbb{R}^{2}$ containing 0 possibly with multiple components with smooth boundary. For a contrast $\lambda$, recall that the generalized polarization tensors $M_{\alpha \beta}(\lambda, \Omega)$ associated with $\Omega$ and $\lambda$ are defined in 2.69 .

Let $P_{m}(x)$ be the complex-valued polynomial

$$
\begin{equation*}
P_{m}(x)=\left(x_{1}+\sqrt{-1} x_{2}\right)^{m}:=\sum_{|\alpha|=m} a_{\alpha}^{m} x^{\alpha}+\sqrt{-1} \sum_{|\beta|=m} b_{\beta}^{m} x^{\beta} \tag{10.1}
\end{equation*}
$$

Using polar coordinates $x=r e^{\sqrt{-1} \theta}$, the above coefficients $a_{\alpha}^{m}$ and $b_{\beta}^{m}$ can also be characterized by

$$
\begin{equation*}
\sum_{|\alpha|=m} a_{\alpha}^{m} x^{\alpha}=r^{m} \cos m \theta, \text { and } \sum_{|\beta|=m} b_{\beta}^{m} x^{\beta}=r^{m} \sin m \theta \tag{10.2}
\end{equation*}
$$

We introduce the following combination of generalized polarization tensors using the coefficients in 10.1):

$$
\begin{align*}
M_{m n}^{c c} & =\sum_{|\alpha|=m} \sum_{|\beta|=n} a_{\alpha}^{m} a_{\beta}^{n} M_{\alpha \beta}  \tag{10.3}\\
M_{m n}^{c s} & =\sum_{|\alpha|=m} \sum_{|\beta|=n} a_{\alpha}^{m} b_{\beta}^{n} M_{\alpha \beta}  \tag{10.4}\\
M_{m n}^{s c} & =\sum_{|\alpha|=m} \sum_{|\beta|=n} b_{\alpha}^{m} a_{\beta}^{n} M_{\alpha \beta}  \tag{10.5}\\
M_{m n}^{s s} & =\sum_{|\alpha|=m} \sum_{|\beta|=n} b_{\alpha}^{m} b_{\beta}^{n} M_{\alpha \beta} \tag{10.6}
\end{align*}
$$

For a given harmonic function $H$ in $\mathbb{R}^{2}$, consider

$$
\left\{\begin{array}{l}
\nabla \cdot\left(\sigma_{0} \chi\left(\mathbb{R}^{2} \backslash \bar{\Omega}\right)+\sigma \chi(\Omega)\right) \nabla u=0 \quad \text { in } \mathbb{R}^{2}  \tag{10.7}\\
u(x)-H(x)=O\left(|x|^{-1}\right) \quad \text { as }|x| \rightarrow \infty
\end{array}\right.
$$

where $\sigma_{0}$ and $\sigma$ are conductivities (positive constants) of $\mathbb{R}^{2} \backslash \bar{\Omega}$ and $\Omega$, respectively.
If the harmonic function $H$ admits the expansion

$$
H(x)=H(0)+\sum_{n=1}^{\infty} r^{n}\left(a_{n}^{c}(H) \cos n \theta+a_{n}^{s}(H) \sin n \theta\right)
$$

with $x=(r \cos \theta, r \sin \theta)$, then, we have the following formula

$$
\begin{align*}
(u-H)(x)= & -\sum_{m=1}^{\infty} \frac{\cos m \theta}{2 \pi m r^{m}} \sum_{n=1}^{\infty}\left(M_{m n}^{c c} a_{n}^{c}(H)+M_{m n}^{c s} a_{n}^{s}(H)\right) \\
& -\sum_{m=1}^{\infty} \frac{\sin m \theta}{2 \pi m r^{m}} \sum_{n=1}^{\infty}\left(M_{m n}^{s c} a_{n}^{c}(H)+M_{m n}^{s s} a_{n}^{s}(H)\right) \quad \text { as } r=|x| \rightarrow \infty \tag{10.8}
\end{align*}
$$

where $M_{m n}^{c c}, M_{m n}^{c s}, M_{m n}^{s c}$, and $M_{m n}^{s c}$ are defined by 10.3-10.6).
In order to make $u$ look like $H$ for large $|x|$, we construct structures with vanishing generalized polarization tensors for all $|n|,|m| \leq N$. We call such structures GPT-vanishing structures of order $N$. To do so, we use a disc with multiple coatings. Let $\Omega$ be a disc of radius $r_{1}$. For a positive integer $N$, let $0<r_{N+1}<r_{N}<\cdots<r_{1}$ and define

$$
\begin{equation*}
A_{j}:=\left\{r_{j+1}<r=|x| \leq r_{j}\right\}, \quad j=1,2, \ldots, N \tag{10.9}
\end{equation*}
$$

Let $A_{0}=\mathbb{R}^{2} \backslash \bar{\Omega}$ and $A_{N+1}=\left\{r \leq r_{N+1}\right\}$. Set $\sigma_{j}$ to be the conductivity of $A_{j}$ for $j=1,2, \ldots, N+1$, and $\sigma_{0}=1$. Let

$$
\begin{equation*}
\sigma=\sum_{j=0}^{N+1} \sigma_{j} \chi\left(A_{j}\right) \tag{10.10}
\end{equation*}
$$

Because of the symmetry of the disc, one can easily see that

$$
\begin{gather*}
M_{m n}^{c s}[\sigma]=M_{m n}^{s c}[\sigma]=0 \quad \text { for all } m, n,  \tag{10.11}\\
M_{m n}^{c c}[\sigma]=M_{m n}^{s s}[\sigma]=0 \quad \text { if } m \neq n, \tag{10.12}
\end{gather*}
$$

and

$$
\begin{equation*}
M_{n n}^{c c}[\sigma]=M_{n n}^{s s}[\sigma] \quad \text { for all } n . \tag{10.13}
\end{equation*}
$$

Let $M_{n}=M_{n n}^{c c}, n=1,2, \ldots$, for the simplicity of notation. Let

$$
\begin{equation*}
\zeta_{j}:=\frac{\sigma_{j}-\sigma_{j-1}}{\sigma_{j}+\sigma_{j-1}}, \quad j=1, \ldots, N+1 \tag{10.14}
\end{equation*}
$$

One can prove that 56

$$
\begin{equation*}
\left|M_{n}\right| \leq 2 \pi n r_{1}^{2 n} \quad \text { for all } n \in \mathbb{N} \tag{10.15}
\end{equation*}
$$

The following is a characterization of GPT-vanishing structures. Again, see [56.

Proposition 10.1. If there are nonzero constants $\zeta_{1}, \ldots, \zeta_{N+1}\left(\left|\zeta_{j}\right|<1\right)$ and $r_{1}>\cdots>r_{N+1}>0$ such that

$$
\prod_{j=1}^{N+1}\left[\begin{array}{cc}
1 & \zeta_{j} r_{j}^{-2 l}  \tag{10.16}\\
\zeta_{j} r_{j}^{2 l} & 1
\end{array}\right] \text { is an upper triangular matrix for } l=1,2, \ldots, N
$$

then $(\Omega, \sigma)$, given by (10.9), 10.10), and (10.14), is a GPT-vanishing structure of order $N$, i.e., $M_{l}=0$ for $l \leq N$. More generally, if there are nonzero constants $\zeta_{1}, \zeta_{2}, \zeta_{3}, \ldots\left(\left|\zeta_{j}\right|<1\right)$ and $r_{1}>r_{2}>r_{3}>\ldots$ such that $r_{n}$ converges to a positive number, say $r_{\infty}>0$, and

$$
\prod_{j=1}^{\infty}\left[\begin{array}{cc}
1 & \zeta_{j} r_{j}^{-2 l}  \tag{10.17}\\
\zeta_{j} r_{j}^{2 l} & 1
\end{array}\right] \text { is an upper triangular matrix for every } l
$$

then $(\Omega, \sigma)$, given by (10.9), (10.10), and 10.14), is a GPT-vanishing structure with $M_{l}=0$ for all $l$.

Let $(\Omega, \sigma)$ be a GPT-vanishing structure of order $N$ of the form 10.10). We take $r_{1}=2$ so that $\Omega$ is the disk of radius 2 , and $r_{N+1}=1$. We assume that $\sigma_{N+1}=0$ which amounts to the structure being insulated along $\partial B_{1}$. For small $\delta>0$, let

$$
\begin{equation*}
\Psi_{\frac{1}{\delta}}(x)=\frac{1}{\delta} x, \quad x \in \mathbb{R}^{2} \tag{10.18}
\end{equation*}
$$

Then, $\left(B_{2 \delta}, \sigma \circ \Psi_{\frac{1}{\delta}}\right)$ is a GPT-vanishing structure of order $N$ and it is insulated on $\partial B_{\delta}$.

For a given domain $\Omega$ and a subdomain $B \Subset \Omega$, we introduce the Dirichlet-toNeumann map $\Lambda_{\Omega, B}[\sigma]$ as

$$
\begin{equation*}
\Lambda_{\Omega, B}[\sigma](f)=\left.\sigma \frac{\partial u}{\partial \nu}\right|_{\partial \Omega} \tag{10.19}
\end{equation*}
$$

where $u$ is the solution to

$$
\begin{cases}\nabla \cdot \sigma \nabla u=0 & \text { in } \Omega \backslash \bar{B}  \tag{10.20}\\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial B \\ u=f & \text { on } \partial \Omega\end{cases}
$$

where $\nu$ is the outward normal to $\partial B$. Note that with $\Omega=B_{2}, \Lambda_{\Omega, B_{\delta}}\left[\sigma \circ \Psi_{\frac{1}{\delta}}\right]$ may be regarded as small perturbation of $\Lambda_{\Omega, \emptyset}[1]$ if $M_{l}=0$ for all $l \leq N$. A complete asymptotic expansion of $\Lambda_{\Omega, B_{\delta}}\left[\sigma \circ \Psi_{\frac{1}{\delta}}\right]$ as $\delta \rightarrow 0$ can be obtained and it can be proved that

$$
\begin{equation*}
\left\|\Lambda_{B_{2}, B_{\delta}}\left[\sigma \circ \Psi_{\frac{1}{\delta}}\right]-\Lambda_{B_{2}, \emptyset}[1]\right\| \leq C \delta^{2 N+2} \tag{10.21}
\end{equation*}
$$

for some constant $C$ independent of $\delta$, where the norm is the operator norm from $H^{1 / 2}(\partial \Omega)$ into $H^{-1 / 2}(\partial \Omega)$. In fact, if $f$ admits the Fourier expansion $f(\theta)=$ $\sum_{n \in \mathbb{Z}} f_{n} e^{\sqrt{-1} n \theta}$, then we have

$$
\left(\Lambda_{B_{2}, B_{\delta}}\left[\sigma \circ \Psi_{\frac{1}{\delta}}\right]-\Lambda_{B_{2}, \emptyset}[1]\right)(f)=\sum_{n \in \mathbb{Z}} \frac{|n|(\delta / 2)^{2|n|} M_{|n|}}{2 \pi|n|-(\delta / 2)^{2|n|} M_{|n|}} f_{n} e^{\sqrt{-1} n \theta}
$$

From 10.15, it follows that as $\delta \rightarrow 0$,

$$
\left|M_{n}\right| \delta^{2 n} \leq C \delta^{2 N+2} \quad \text { for all } n \in \mathbb{N}
$$

for some constant $C$ independent of $n$ and hence, 10.21 holds; see $5 \mathbf{5 6}$. We then push forward $\sigma \circ \Psi_{\frac{1}{\delta}}$ by the change of variables $F_{\delta}$,

$$
F_{\delta}(x):= \begin{cases}\left(\frac{3-4 \delta}{2(1-\delta)}+\frac{1}{4(1-\delta)}|x|\right) \frac{x}{|x|} & \text { for } 2 \delta \leq|x| \leq 2  \tag{10.22}\\ \left(\frac{1}{2}+\frac{1}{2 \delta}|x|\right) \frac{x}{|x|} & \text { for } \delta \leq|x| \leq 2 \delta \\ \frac{x}{\delta} & \text { for }|x| \leq \delta\end{cases}
$$

in other words,

$$
\begin{equation*}
\left(F_{\delta}\right)_{\star}\left(\sigma \circ \Psi_{\frac{1}{\delta}}\right)=\frac{\left(D F_{\delta}\right)\left(\sigma \circ \Psi_{\frac{1}{\delta}}\right)\left(D F_{\delta}\right)^{t}}{\left|\operatorname{det}\left(D F_{\delta}\right)\right|} \circ F_{\delta}^{-1} \tag{10.23}
\end{equation*}
$$

Note that $F_{\delta}$ maps $|x|=\delta$ onto $|x|=1$, and is the identity on $|x|=2$. So by invariance of the Dirichlet-to-Neumann map, we have

$$
\begin{equation*}
\Lambda_{B_{2}, B_{1}}\left[\left(F_{\delta}\right)_{\star}\left(\sigma \circ \Psi_{\frac{1}{\delta}}\right)\right]=\Lambda_{B_{2}, B_{\delta}}\left[\sigma \circ \Psi_{\frac{1}{\delta}}\right] \tag{10.24}
\end{equation*}
$$

Identity 10.24 can be proved using the divergence theorem $\mathbf{1 4 3}$. Thus we obtain the following theorem from [56], which shows that, using GPT-vanishing structures we achieve enhanced near-cloaking.

ThEOREM 10.2. Let the conductivity profile $\sigma$ be a GPT-vanishing structure of order $N$ such that $\sigma_{N+1}=0$. There exists a constant $C$ independent of $\delta$ such that

$$
\begin{equation*}
\left\|\Lambda_{B_{2}, B_{1}}\left[\left(F_{\delta}\right)_{\star}\left(\sigma \circ \Psi_{\frac{1}{\delta}}\right)\right]-\Lambda_{B_{2}, \emptyset}[1]\right\| \leq C \delta^{2 N+2} . \tag{10.25}
\end{equation*}
$$

REMARK 10.3. It is worth emphasizing that the conductivities of the constructed near-cloaking devices are anisotropic. Nevertheless, they can be approximated by concentric isotropic homogeneous coatings [38, 409]. The approximation is in the sense that it minimizes the discrepancy between the associated Dirichlet-toNeumann maps for only the first few eigenvectors.

REMARK 10.4. If we consider the spectra of the Laplacian with Dirichlet or Neumann boundary conditions inside on one hand the near-cloaking device of order $N$ and on the other hand the homogeneous disk of conductivity one, then one can show that the first eigenvalues are approximately the same (up to an error of order of $\delta^{2 N+2}$ ).

### 10.3. Near-Cloaking for the Helmholtz Equation

Analogously to the quasi-static case, in order to achieve enhanced near-cloaking for the Helmholtz equation, we construct multi-coated structures such that their first scattering coefficients vanish. Then by pushing forward the multi-coated structures via the transformation optics, we obtain enhanced cloaking with respect to scattering cross-section measurements.
10.3.1. Scattering Coefficients. Let $D$ be a bounded domain in $\mathbb{R}^{2}$ with smooth boundary $\partial D$, and let $\left(\varepsilon_{0}, \mu_{0}\right)$ be the pair of electromagnetic parameters (permittivity and permeability) of $\mathbb{R}^{2} \backslash \bar{D}$ and $\left(\varepsilon_{c}, \mu_{c}\right)$ be that of $D$. Then the permittivity and permeability distributions are given by

$$
\begin{equation*}
\varepsilon=\varepsilon_{0} \chi\left(\mathbb{R}^{2} \backslash \bar{D}\right)+\varepsilon_{c} \chi(D) \quad \text { and } \quad \mu=\mu_{0} \chi\left(\mathbb{R}^{2} \backslash \bar{D}\right)+\mu_{c} \chi(D) \tag{10.26}
\end{equation*}
$$

Given a frequency $\omega$, set $k_{c}=\omega \sqrt{\varepsilon_{c} \mu_{c}}$ and $k_{0}=\omega \sqrt{\varepsilon_{0} \mu_{0}}$. For a function $u^{i}$ satisfying $\left(\Delta+k_{0}^{2}\right) u^{i}=0$ in $\mathbb{R}^{2}$, we consider the scattered wave $u$, i.e., the solution to 2.165.

Suppose that $u^{i}$ is given by a plane wave $e^{\sqrt{-1} k_{0} \xi \cdot x}$ with $\xi$ being on the unit circle, then 2.220 yields 2.225, where $W_{n m}$, given by 2.211, are the scattering coefficients, $\xi=\left(\cos \theta_{\xi}, \sin \theta_{\xi}\right)$, and $x=\left(|x|, \theta_{x}\right)$.

Let far-field pattern $A_{\infty}[\varepsilon, \mu, \omega]$, when the incident field is given by $e^{\sqrt{-1} k_{0} \xi \cdot x}$, be defined by 2.226. As shown in Theorem 2.81, the scattering coefficients are the Fourier coefficients of $A_{\infty}[\varepsilon, \mu, \omega]$.

The scattering cross-section $Q^{s}[\varepsilon, \mu, \omega]$ is defined by

$$
\begin{equation*}
Q^{s}[\varepsilon, \mu, \omega]\left(\theta^{\prime}\right):=\int_{0}^{2 \pi}\left|A_{\infty}[\varepsilon, \mu, \omega]\left(\theta, \theta^{\prime}\right)\right|^{2} d \theta \tag{10.27}
\end{equation*}
$$

It is worth recalling that the optical theorem (Theorem 2.83) leads to a natural constraint on $W_{n m}$. In fact, 2.239) or equivalently 2.240 holds.

In the next subsection, we compute the scattering coefficients of multiply coated inclusions and provide structures whose scattering coefficients vanish. Such structures will be used to enhance near-cloaking. Any target placed inside such structures will have nearly vanishing scattering cross-section $Q^{s}$, uniformly in the direction $\theta^{\prime}$.
10.3.2. S-Vanishing Structures. The purpose of this subsection is to construct multiply layered structures whose scattering coefficients vanish. We call such structures $S$-vanishing structures. We design a multi-coating around an insulated inclusion $D$, for which the scattering coefficients vanish. The computations of the scattering coefficients of multi-layered structures (with multiple phase electromagnetic materials) follow in exactly the same way as in Subsection 2.10.4. The system of two equations 2.171 should be replaced by a system of $2 \times$ the number of phase interfaces ( -1 if the core is perfectly insulating).

For positive numbers $r_{1}, \ldots, r_{L+1}$ with $2=r_{1}>r_{2}>\cdots>r_{L+1}=1$, let

$$
A_{j}:=\left\{x: r_{j+1} \leq|x|<r_{j}\right\}, \quad j=1, \ldots, L, \quad A_{0}:=\mathbb{R}^{2} \backslash \overline{A_{1}}
$$

and

$$
A_{L+1}(=D):=\{x:|x|<1\} .
$$

Let $\left(\mu_{j}, \varepsilon_{j}\right)$ be the pair of permeability and permittivity of $A_{j}$ for $j=0,1, \ldots, L+1$. Set $\mu_{0}=1$ and $\varepsilon_{0}=1$. Let

$$
\begin{equation*}
\mu=\sum_{j=0}^{L+1} \mu_{j} \chi\left(A_{j}\right) \quad \text { and } \quad \varepsilon=\sum_{j=0}^{L+1} \varepsilon_{j} \chi\left(A_{j}\right) \tag{10.28}
\end{equation*}
$$

In this case the scattering coefficient $W_{n m}=W_{n m}[\mu, \varepsilon, \omega]$ can be defined using (2.219). In fact, if $u$ is the solution to

$$
\begin{equation*}
\nabla \cdot \frac{1}{\mu} \nabla u+\omega^{2} \varepsilon u=0 \quad \text { in } \mathbb{R}^{2} \tag{10.29}
\end{equation*}
$$

with the outgoing radiation condition on $u-U$ where $U$ is given by 2.218, then $u-U$ admits the asymptotic expansion 2.219 with $k_{0}=\omega \sqrt{\varepsilon_{0} \mu_{0}}$.

Exactly like the conductivity case, one can show using symmetry that

$$
\begin{equation*}
W_{n m}=0 \quad \text { if } m \neq n \tag{10.30}
\end{equation*}
$$

Let us define $W_{n}$ by

$$
\begin{equation*}
W_{n}:=W_{n n} \tag{10.31}
\end{equation*}
$$

Our purpose is to design, given $N$ and $\omega$, material parameters $\mu$ and $\varepsilon$ so that $W_{n}[\mu, \varepsilon, \omega]=0$ for $|n| \leq N$. We call such a structure $(\mu, \varepsilon)$ an $S$-vanishing structure of order $N$ at frequency $\omega$. Since $H_{-n}^{(1)}=(-1)^{n} H_{n}^{(1)}$ and $J_{-n}=(-1)^{n} J_{n}$, we have

$$
\begin{equation*}
W_{-n}=W_{n} \tag{10.32}
\end{equation*}
$$

and hence it suffices to consider $W_{n}$ only for $n \geq 0$.
Moreover, from Lemma 2.78 it follows that there exists $\delta_{0}$ such that, for all $\delta \leq \delta_{0}$,

$$
\begin{equation*}
\left|W_{n}[\varepsilon, \mu, \delta \omega]\right| \leq \frac{C^{2 n}}{n^{2 n}} \delta^{2 n} \quad \text { for all } n \in \mathbb{N} \backslash\{0\} \tag{10.33}
\end{equation*}
$$

where the constant $C$ depends on $(\varepsilon, \mu, \omega)$ but is independent of $\delta$.
Furthermore, note that 2.240 leads to

$$
\begin{equation*}
\Im m \sum_{n \in \mathbb{Z}} W_{n}[\varepsilon, \mu, \omega]=-\sqrt{\frac{\pi \omega}{2}} \sum_{n \in \mathbb{Z}}\left|W_{n}[\varepsilon, \mu, \omega]\right|^{2} \tag{10.34}
\end{equation*}
$$

Let $k_{j}:=\omega \sqrt{\mu_{j} \varepsilon_{j}}$ for $j=0,1, \ldots, L$. We assume that $\mu_{L+1}=+\infty$, which amounts to the solution satisfying the zero Neumann condition on $|x|=r_{L+1}(=1)$. To compute $W_{n}$ for $n \geq 0$, we look for solutions $u_{n}$ to 10.29 of the form (10.35)

$$
u_{n}(x)=a_{j}^{(n)} J_{n}\left(k_{j} r\right) e^{\sqrt{-1} n \theta}+b_{j}^{(n)} H_{n}^{(1)}\left(k_{j} r\right) e^{\sqrt{-1} n \theta}, \quad x \in A_{j}, \quad j=0, \ldots, L
$$

with $a_{0}^{(n)}=1$. Note that

$$
\begin{equation*}
W_{n}=4 \sqrt{-1} b_{0}^{(n)} \tag{10.36}
\end{equation*}
$$

The solution $u_{n}$ satisfies the transmission conditions

$$
\left.u_{n}\right|_{+}=\left.u_{n}\right|_{-} \quad \text { and }\left.\quad \frac{1}{\mu_{j-1}} \frac{\partial u_{n}}{\partial \nu}\right|_{+}=\left.\frac{1}{\mu_{j}} \frac{\partial u_{n}}{\partial \nu}\right|_{-} \quad \text { on }|x|=r_{j}
$$

for $j=1, \ldots, L$, which reads

$$
\begin{align*}
& {\left[\begin{array}{cc}
J_{n}\left(k_{j} r_{j}\right) & H_{n}^{(1)}\left(k_{j} r_{j}\right) \\
\sqrt{\frac{\varepsilon_{j}}{\mu_{j}}} J_{n}^{\prime}\left(k_{j} r_{j}\right) & \sqrt{\frac{\varepsilon_{j}}{\mu_{j}}}\left(H_{n}^{(1)}\right)^{\prime}\left(k_{j} r_{j}\right)
\end{array}\right]\left[\begin{array}{c}
a_{j}^{(n)} \\
b_{j}^{(n)}
\end{array}\right]} \\
& =\left[\begin{array}{cc}
J_{n}\left(k_{j-1} r_{j}\right) & H_{n}^{(1)}\left(k_{j-1} r_{j}\right) \\
\sqrt{\frac{\varepsilon_{j-1}}{\mu_{j-1}}} J_{n}^{\prime}\left(k_{j-1} r_{j}\right) & \sqrt{\frac{\varepsilon_{j-1}}{\mu_{j-1}}}\left(H_{n}^{(1)}\right)^{\prime}\left(k_{j-1} r_{j}\right)
\end{array}\right]\left[\begin{array}{c}
a_{j-1}^{(n)} \\
b_{j-1}^{(n)}
\end{array}\right] . \tag{10.37}
\end{align*}
$$

The Neumann condition $\left.\frac{\partial u_{n}}{\partial \nu}\right|_{+}=0$ on $|x|=r_{L+1}$ amounts to

$$
\left[\begin{array}{cc}
0 & 0  \tag{10.38}\\
J_{n}^{\prime}\left(k_{L}\right) & \left(H_{n}^{(1)}\right)^{\prime}\left(k_{L}\right)
\end{array}\right]\left[\begin{array}{l}
a_{L}^{(n)} \\
b_{L}^{(n)}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

Combining 10.37) and 10.38, we obtain

$$
\left[\begin{array}{l}
0  \tag{10.39}\\
0
\end{array}\right]=P^{(n)}[\varepsilon, \mu, \omega]\left[\begin{array}{l}
a_{0}^{(n)} \\
b_{0}^{(n)}
\end{array}\right]
$$

where

$$
\begin{aligned}
& P^{(n)}[\varepsilon, \mu, \omega]:=\left[\begin{array}{cc}
0 & 0 \\
p_{21}^{(n)} & p_{22}^{(n)}
\end{array}\right]=\left(-\frac{\pi}{2} \sqrt{-1} \omega\right)^{L}\left(\prod_{j=1}^{L} \mu_{j} r_{j}\right)\left[\begin{array}{cc}
0 & 0 \\
J_{n}^{\prime}\left(k_{L}\right) & \left(H_{n}^{(1)}\right)^{\prime}\left(k_{L}\right)
\end{array}\right] \\
& \times \prod_{j=1}^{L}\left[\begin{array}{cc}
\sqrt{\frac{\varepsilon_{j}}{\mu_{j}}}\left(H_{n}^{(1)}\right)^{\prime}\left(k_{j} r_{j}\right) & -H_{n}^{(1)}\left(k_{j} r_{j}\right) \\
-\sqrt{\frac{\varepsilon_{j}}{\mu_{j}}} J_{n}^{\prime}\left(k_{j} r_{j}\right) & J_{n}\left(k_{j} r_{j}\right)
\end{array}\right]\left[\begin{array}{cc}
J_{n}\left(k_{j-1} r_{j}\right) & H_{n}^{(1)}\left(k_{j-1} r_{j}\right) \\
\sqrt{\frac{\varepsilon_{j-1}}{\mu_{j-1}} J_{n}^{\prime}\left(k_{j-1} r_{j}\right)} & \sqrt{\frac{\varepsilon_{j-1}}{\mu_{j-1}}}\left(H_{n}^{(1)}\right)^{\prime}\left(k_{j-1} r_{j}\right)
\end{array}\right] .
\end{aligned}
$$

In order to have a structure whose scattering coefficients $W_{n}$ vanishes up to the $N$ th order, we need to have $b_{0}^{(n)}=0\left(\right.$ when $\left.a_{0}^{(n)}=1\right)$ for $n=0, \ldots, N$, which amounts to

$$
\begin{equation*}
p_{21}^{(n)}=0 \quad \text { for } n=0, \ldots, N, \tag{10.40}
\end{equation*}
$$

because of 10.39 . We emphasize that $p_{22}^{(n)} \neq 0$. In fact, if $p_{22}^{(n)}=0$, then 10.39 can be fulfilled with $a_{0}^{(n)}=0$ and $b_{0}^{(n)}=1$. It means that there exists $(\mu, \varepsilon)$ on $\mathbb{R}^{2} \backslash D$ such that the following problem has a solution:

$$
\left\{\begin{array}{l}
\nabla \cdot \frac{1}{\mu} \nabla u+\omega^{2} \varepsilon u=0 \quad \text { in } \mathbb{R}^{2} \backslash \bar{D},  \tag{10.41}\\
\left.\frac{\partial u}{\partial \nu}\right|_{+}=0 \quad \text { on } \partial D, \\
u(x)=H_{n}^{(1)}\left(k_{0} r\right) e^{\sqrt{-1} n \theta} \quad \text { for }|x|=r>2,
\end{array}\right.
$$

which is not possible.
We note that 10.40 is a set of conditions on $\left(\mu_{j}, \varepsilon_{j}\right)$ and $r_{j}$ for $j=1, \ldots, L$. In fact, $p_{21}^{(n)}$ is a nonlinear algebraic function of $\mu_{j}, \varepsilon_{j}$ and $r_{j}, j=1, \ldots, L$. We are not able to show existence of $\left(\mu_{j}, \varepsilon_{j}\right)$ and $r_{j}, j=1, \ldots, L$, satisfying (10.40) even if it is quite important to do so. But the solutions (at fixed frequency) can be computed numerically in the same way as in the conductivity case.

We now consider the $S$-vanishing structure for all (low) frequencies. Let $\omega$ be fixed and we look for a structure $(\mu, \varepsilon)$ such that

$$
\begin{equation*}
W_{n}[\mu, \varepsilon, \delta \omega]=0 \quad \text { for all }|n| \leq N \text { and } \delta \leq \delta_{0} \tag{10.42}
\end{equation*}
$$

for some $\delta_{0}$. Such a structure may not exist. Even numerically, it does not seem to exist. So instead we look for a structure such that

$$
\begin{equation*}
W_{n}[\mu, \varepsilon, \delta \omega]=o\left(\delta^{2 N}\right) \quad \text { for all }|n| \leq N \text { and } \delta \rightarrow 0 \tag{10.43}
\end{equation*}
$$

We call such a structure an $S$-vanishing structure of order $N$ at low frequencies.
To investigate the behavior of $W_{n}[\mu, \varepsilon, \delta \omega]$ as $\delta \rightarrow 0$, we need the asymptotic expansions of Bessel functions for small arguments. We have

$$
\begin{equation*}
H_{\nu}^{(1)}(x) \approx-\frac{\sqrt{-1} 2^{\nu} \Gamma(\nu)}{\pi} x^{-\nu} \quad \text { for fixed } \nu \text { and } x \rightarrow 0 \tag{10.44}
\end{equation*}
$$

For $n \in \mathbb{N}$, we also recall that, as $x \rightarrow 0$,

$$
\begin{align*}
J_{n}(x)= & \frac{x^{n}}{2^{n}}\left(\frac{1}{\Gamma(n+1)}-\frac{\frac{1}{4} x^{2}}{\Gamma(n+2)}+\frac{\left(\frac{1}{4} x^{2}\right)^{2}}{2!\Gamma(n+3)}-\frac{\left(\frac{1}{4} x^{2}\right)^{3}}{3!\Gamma(n+4)}+\ldots\right)  \tag{10.45}\\
Y_{n}(x)= & -\frac{\left(\frac{1}{2} x\right)^{-n}}{\pi} \sum_{l=0}^{n-1} \frac{(n-l-1)!}{l!}\left(\frac{1}{4} x^{2}\right)^{l}+\frac{2}{\pi} \ln \left(\frac{1}{2} x\right) J_{n}(x) \\
& -\frac{\left(\frac{1}{2} x\right)^{n}}{\pi} \sum_{l=0}^{\infty}(\psi(l+1)+\psi(n+l+1)) \frac{\left(-\frac{1}{4} x^{2}\right)^{l}}{l!(n+l)!} \tag{10.46}
\end{align*}
$$

where $\psi(1)=-\gamma$ and

$$
\psi(n)=-\gamma+\sum_{l=1}^{n-1} \frac{1}{l} \quad \text { for } n \geq 2
$$

with $\gamma$ being the Euler constant.
Plugging formulas 10.45 and 10.46 into 10.39 , we obtain

$$
\left.\left.\begin{array}{l}
P^{(0)}[\varepsilon, \mu, \delta \omega]=\left(-\frac{\pi}{2} \sqrt{-1} \delta \omega\right)^{L}\left(\prod_{j=1}^{L} \mu_{j} r_{j}\right)
\end{array}\right)\left[\begin{array}{cc}
0 & 0 \\
-\frac{k_{L}}{2} \delta+O\left(\delta^{3}\right) & \frac{2 \sqrt{-1}}{\pi k_{L}} \delta^{-1}+O(\delta \ln \delta) \tag{10.47}
\end{array}\right]\right)
$$

and, for $n \geq 1$,

$$
\begin{aligned}
& P^{(n)}[\varepsilon, \mu, \delta \omega]=\left(-\sqrt{-1} \frac{\pi}{2} \delta \omega\right)^{L}\left(\prod_{j=1}^{L} \mu_{j} r_{j}\right)\left[\begin{array}{c}
0 \\
\frac{n k_{L}^{n-1}}{2^{n} \Gamma(n+1)} \delta^{n-1}+O\left(\delta^{n}\right) \\
\frac{\sqrt{-1} 2^{n} \Gamma(n+1)}{\pi k_{L}^{n+1}} \delta^{-n-1}+O\left(\delta^{-n}\right)
\end{array}\right] \\
& \times \prod_{j=1}^{L}\left[\begin{array}{cc}
\sqrt{\frac{\varepsilon_{j}}{\mu_{j}}} \frac{\sqrt{-1} 2^{n} \Gamma(n+1)}{\pi\left(k_{j} r_{j}\right)^{n+1}} \delta^{-n-1}+O\left(\delta^{-n}\right) & \frac{\sqrt{-1} 2^{n} \Gamma(n)}{\pi\left(k_{j} r_{j}\right)^{n}} \delta^{-n}+O\left(\delta^{-n+1}\right) \\
-\sqrt{\frac{\varepsilon_{j}}{\mu_{j}}} \frac{n\left(k_{j} r_{j}\right)^{n-1}}{2^{n} \Gamma(n+1)} \delta^{n-1}+O\left(\delta^{n}\right) & \frac{\left(k_{j} r_{j}\right)^{n}}{2^{n} \Gamma(n+1)} \delta^{n}+O\left(\delta^{n+1}\right)
\end{array}\right] \\
& \times\left[\begin{array}{cc}
\frac{\left(k_{j-1} r_{j}\right)^{n}}{2^{n} \Gamma(n+1)} \delta^{n}+O\left(\delta^{n+1}\right) & -\frac{\sqrt{-1} 2^{n} \Gamma(n)}{\pi\left(k_{j-1} r_{j}\right)^{n}} \delta^{-n}+O\left(\delta^{-n+1}\right) \\
\sqrt{\frac{\varepsilon_{j-1}}{\mu_{j-1}}} \frac{n\left(k_{j-1} r_{j}\right)^{n-1}}{2^{n} \Gamma(n+1)} \delta^{n-1}+O\left(\delta^{n}\right) & \sqrt{\frac{\varepsilon_{j-1}}{\mu_{j-1}}} \frac{\sqrt{-1} 2^{n} \Gamma(n+1)}{\pi\left(k_{j-1} r_{j}\right)^{n+1}} \delta^{-n-1}+O\left(\delta^{-n}\right)
\end{array}\right],
\end{aligned}
$$

and hence
$P^{(n)}[\varepsilon, \mu, \delta \omega]=\frac{1}{2^{L}}\left[\begin{array}{c}0 \\ \frac{n k_{L}^{n-1}}{2^{n} \Gamma(n+1)} \delta^{n-1}+O\left(\delta^{n}\right)\end{array} \begin{array}{c}0 \\ \pi k_{L}^{n+1}\end{array}\right]$

$$
\times \prod_{j=1}^{L}\left[\begin{array}{cc}
a_{j}\left(b_{j}+1\right)+o(1) & c_{j}\left(b_{j}-1\right) \delta^{-2 n}+o\left(\delta^{-2 n}\right)  \tag{10.48}\\
\frac{b_{j}-1}{c_{j}} \delta^{2 n}+o\left(\delta^{2 n}\right) & \frac{b_{j}+1}{a_{j}}+o(1)
\end{array}\right]
$$

where

$$
a_{j}:=\left(\frac{k_{j-1}}{k_{j}}\right)^{n}, \quad b_{j}:=\frac{\mu_{j}}{\mu_{j-1}}, \quad c_{j}:=\frac{\sqrt{-1} 2^{2 n} \Gamma(n) \Gamma(n+1)}{\pi\left(k_{j-1} k_{j} r_{j}^{2}\right)^{n}},
$$

with $k_{j}=\omega \sqrt{\varepsilon_{j} \mu_{j}}$.
From the above calculations of the leading order terms of $P^{(n)}[\varepsilon, \mu, \delta \omega]$ and the expansion formula of $J_{n}(t)$ and $Y_{n}(t)$, we see that $p_{21}^{(n)}$ and $p_{22}^{(n)}$ admit the following expansions:

$$
\begin{equation*}
p_{21}^{(n)}(\mu, \varepsilon, t)=t^{n-1}\left(f_{0}^{(n)}(\mu, \varepsilon)+\sum_{l=1}^{(N-n)} \sum_{j=0}^{L+1} f_{l, j}^{(n)}(\mu, \varepsilon) t^{2 l}(\ln t)^{j}+o\left(t^{2 N-2 n}\right)\right) \tag{10.49}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{22}^{(n)}(\mu, \varepsilon, t)=t^{-n-1}\left(g_{0}^{(n)}(\mu, \varepsilon)+\sum_{l=1}^{(N-n)} \sum_{j=0}^{L+1} g_{l, j}^{(n)}(\mu, \varepsilon) t^{2 l}(\ln t)^{j}+o\left(t^{2 N-2 n}\right)\right) \tag{10.50}
\end{equation*}
$$

for $t=\delta \omega$ and some functions $f_{0}^{(n)}, g_{0}^{(n)}, f_{l, j}^{(n)}$, and $g_{l, j}^{(n)}$ independent of $t$.
Lemma 10.5. For any pair of $(\mu, \varepsilon)$, we have

$$
\begin{equation*}
g_{0}^{(n)}(\mu, \varepsilon) \neq 0 \tag{10.51}
\end{equation*}
$$

Proof. For $n=0$, it follows from 10.47) that

$$
g_{0}^{(0)}(\mu, \varepsilon)=\frac{2 \sqrt{-1}}{\pi \sqrt{\varepsilon_{L} \mu_{L}}} \prod_{j=1}^{L} \frac{\mu_{j}}{\mu_{j-1}} \neq 0
$$

Suppose $n>0$. Assume that there exists a pair of $(\mu, \varepsilon)$ such that $g_{0}^{(n)}(\mu, \varepsilon)=0$. Then the solution given by 10.35 with $a_{0}^{(n)}=0$ and $b_{0}^{(n)}=1$ satisfies

$$
\left\{\begin{array}{l}
\nabla \cdot \frac{1}{\mu} \nabla u+\delta^{2} \omega^{2} \varepsilon u=0 \quad \text { in } \mathbb{R}^{2} \backslash \bar{D}  \tag{10.52}\\
\left.\frac{\partial u}{\partial \nu}\right|_{+}=o\left(\delta^{-n}\right) \quad \text { on } \partial D, \\
u(x)=H_{n}^{(1)}\left(\delta k_{0} r\right) e^{\sqrt{-1} n \theta} \quad \text { for }|x|=r>2
\end{array}\right.
$$

Let $v(x):=\lim _{\delta \rightarrow 0} \delta^{n} u(x)$. Then using 10.44 it follows that $v$ satisfies

$$
\left\{\begin{array}{l}
\nabla \cdot \frac{1}{\mu} \nabla v=0 \quad \text { in } \mathbb{R}^{2} \backslash \bar{D}  \tag{10.53}\\
\left.\frac{\partial v}{\partial \nu}\right|_{+}=0 \quad \text { on } \partial D \\
v(x)=-\frac{\sqrt{-1} 2^{n} \Gamma(n)}{\pi k_{0}^{n}} r^{-n} e^{\sqrt{-1} n \theta} \quad \text { for }|x|=r>2
\end{array}\right.
$$

which is impossible. Thus $g_{0}^{(n)}(\mu, \varepsilon) \neq 0$, as desired and the proof is complete.
Equations $\sqrt{10.49}$ and 10.50 together with the above lemma give us the following proposition.

Proposition 10.6. For $n \geq 1$, let $W_{n}$ be defined by 10.31. We have

$$
\begin{equation*}
W_{n}[\mu, \varepsilon, t]=t^{2 n}\left(W_{n}^{0}[\mu, \varepsilon]+\sum_{l=1}^{(N-n)} \sum_{j=0}^{M_{l}} W_{n}^{l, j}[\mu, \varepsilon] t^{2 l}(\ln t)^{j}\right)+o\left(t^{2 N}\right) \tag{10.54}
\end{equation*}
$$

where $t=\delta \omega, M_{l}:=(L+1) l$ ( $L$ being the number of layers), and the coefficients $W_{n}^{0}[\mu, \varepsilon]$ and $W_{n}^{l, j}[\mu, \varepsilon]$ are independent of $t$.

To construct an S-vanishing structure of order $N$ at low frequencies, we need to have a pair $(\mu, \varepsilon)$ of the form 10.28 satisfying (10.55)
$W_{n}^{0}[\mu, \varepsilon]=0$, and $W_{n}^{l, j}[\mu, \varepsilon]=0 \quad$ for $0 \leq n \leq N, 1 \leq l \leq(N-n), 1 \leq j \leq M_{l}$.
As in the conductivity case, it should be emphasized that one does not know if a solution exists for any order $N$. Nevertheless, numerical constructions of such structures for small $N$ are given in the last subsection.
10.3.3. Enhancement of Near-Cloaking. In this subsection we show that the S-vanishing structures (after applying transformation optics) enhance the nearcloaking.

Let $(\mu, \varepsilon)$ be an S-vanishing structure of order $N$ at low frequencies, i.e., 10.55 holds, and it is of the form 10.28. It follows from 2.213), Theorem 2.81 and Proposition 10.6 that

$$
\begin{equation*}
A_{\infty}[\mu, \varepsilon, \delta \omega]\left(\theta, \theta^{\prime}\right)=o\left(\delta^{2 N}\right) \tag{10.56}
\end{equation*}
$$

uniformly in $\left(\theta, \theta^{\prime}\right)$ if $\delta \leq \delta_{0}$ for some $\delta_{0}$.
Let

$$
\begin{equation*}
\Psi_{\delta}(x)=\frac{1}{\delta} x, \quad x \in \mathbb{R}^{2} \tag{10.57}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
A_{\infty}\left[\mu \circ \Psi_{\delta}, \varepsilon \circ \Psi_{\delta}, \omega\right]=A_{\infty}[\mu, \varepsilon, \delta \omega] \tag{10.58}
\end{equation*}
$$

To see this, let $u$ be the solution to

$$
\left\{\begin{array}{l}
\nabla \cdot \frac{1}{\left(\mu \circ \Psi_{\delta}\right)(x)} \nabla u(x)+\omega^{2}\left(\varepsilon \circ \Psi_{\delta}\right)(x) u(x)=0 \quad \text { in } \mathbb{R}^{2} \backslash \overline{B_{\delta}}  \tag{10.59}\\
\frac{\partial u}{\partial \nu}=0 \text { on } \partial B_{\delta} \\
(u-U) \text { satisfies the outgoing radiation condition, }
\end{array}\right.
$$

where $U(x)=e^{\sqrt{-1} k_{0}(\cos \theta, \sin \theta) \cdot x}$. Here $B_{\delta}$ is the disk of radius $\delta$ centered at 0 . Define for $y=x / \delta$

$$
\widetilde{u}(y):=\left(u \circ \Psi_{\delta}^{-1}\right)(y)=\left(u \circ \Psi_{\frac{1}{\delta}}\right)(y) \quad \text { and } \quad \widetilde{U}(y)=\left(U \circ \Psi_{\frac{1}{\delta}}\right)(y)
$$

Then, we have

$$
\left\{\begin{array}{l}
\nabla \cdot \frac{1}{\mu(y)} \nabla_{y} \widetilde{u}(y)+\delta^{2} \omega^{2} \varepsilon(y) \widetilde{u}(y)=0 \quad \text { in } \mathbb{R}^{2}  \tag{10.60}\\
\frac{\partial \widetilde{u}}{\partial \nu}=0 \text { on } \partial B_{1} \\
(\widetilde{u}-\widetilde{U}) \text { satisfies the outgoing radiation condition. }
\end{array}\right.
$$

From the definition 2.229 of the far-field pattern $A_{\infty}$, we get

$$
(u-U)(x) \sim-\sqrt{-1} e^{-\frac{\pi \sqrt{-1}}{4}} \frac{e^{\sqrt{-1} k_{0}|x|}}{\sqrt{|x|}} A_{\infty}\left[\mu \circ \Psi_{\delta}, \varepsilon \circ \Psi_{\delta}, \omega\right]\left(\theta, \theta^{\prime}\right) \quad \text { as }|x| \rightarrow \infty
$$

and

$$
(\widetilde{u}-\widetilde{U})(y) \sim-\sqrt{-1} e^{-\frac{\pi \sqrt{-1}}{4}} \frac{e^{\sqrt{-1} \delta k_{0}|y|}}{\sqrt{|y|}} A_{\infty}[\mu, \varepsilon, \delta \omega]\left(\theta, \theta^{\prime}\right) \quad \text { as }|y| \rightarrow \infty
$$

where $x=|x|\left(\cos \theta^{\prime}, \sin \theta^{\prime}\right)$. So, we have 10.58 . It then follows from 10.56 that

$$
\begin{equation*}
A_{\infty}\left[\mu \circ \Psi_{\delta}, \varepsilon \circ \Psi_{\delta}, \omega\right]\left(\theta, \theta^{\prime}\right)=o\left(\delta^{2 N}\right) \tag{10.61}
\end{equation*}
$$

We also obtain from 2.238

$$
\begin{equation*}
Q^{s}\left[\mu \circ \Psi_{\delta}, \varepsilon \circ \Psi_{\delta}, \omega\right]\left(\theta^{\prime}\right)=o\left(\delta^{4 N}\right) \tag{10.62}
\end{equation*}
$$

It is worth emphasizing that $\left(\mu \circ \Psi_{\delta}, \varepsilon \circ \Psi_{\delta}\right)$ is a multi-coated structure of radius $2 \delta$.

We now apply a transformation to the structure $\left(\mu \circ \Psi_{\delta}, \varepsilon \circ \Psi_{\delta}\right)$ to blow up the small disk of radius $\delta$.

For a small number $\delta$, let $F_{\delta}$ be the diffeomorphism defined by

$$
F_{\delta}(x):= \begin{cases}x & \text { for }|x| \geq 2  \tag{10.63}\\ \left(\frac{3-4 \delta}{2(1-\delta)}+\frac{1}{4(1-\delta)}|x|\right) \frac{x}{|x|} & \text { for } 2 \delta \leq|x| \leq 2 \\ \left(\frac{1}{2}+\frac{1}{2 \delta}|x|\right) \frac{x}{|x|} & \text { for } \delta \leq|x| \leq 2 \delta \\ \frac{x}{\delta} & \text { for }|x| \leq \delta\end{cases}
$$

We then get from 10.61, 10.62 , and Lemma 2.114 the main result of this section.
THEOREM 10.7. If $(\mu, \varepsilon)$ is an S-vanishing structure of order $N$ at low frequencies, then there exists $\delta_{0}$ such that

$$
\begin{equation*}
A_{\infty}\left[\left(F_{\delta}\right)_{\star}\left(\mu \circ \Psi_{\delta}\right),\left(F_{\delta}\right)_{\star}\left(\varepsilon \circ \Psi_{\delta}\right), \omega\right]\left(\theta, \theta^{\prime}\right)=o\left(\delta^{2 N}\right) \tag{10.64}
\end{equation*}
$$

and

$$
\begin{equation*}
Q^{s}\left[\left(F_{\delta}\right)_{\star}\left(\mu \circ \Psi_{\delta}\right),\left(F_{\delta}\right)_{\star}\left(\varepsilon \circ \Psi_{\delta}\right), \omega\right]\left(\theta^{\prime}\right)=o\left(\delta^{4 N}\right) \tag{10.65}
\end{equation*}
$$

for all $\delta \leq \delta_{0}$, uniformly in $\theta$ and $\theta^{\prime}$. Moreover, the cloaking enhancement, given by 10.64) and 10.65), is achieved for all frequencies smaller than $\omega$.

Since 10.43 holds if we replace $\omega$ by $\omega^{\prime} \leq \omega$, the cloaking enhancement is achieved for all the frequencies smaller than $\omega$. Then it is worth comparing 10.64) with 10.56). In 10.56, $(\mu, \varepsilon)$ is a multiply layered structure between radius 1 and 2 in which each layer is filled with an isotropic material, and enhanced near-cloaking is achieved for low frequencies $\delta \omega$ with $\delta \leq \delta_{0}$. On the other hand, in (10.64) the frequency $\omega$ does not have to be small. In fact, 10.64 says that for any frequency $\omega$ there is a radius $\delta$ which yields the enhanced near-cloaking up to $o\left(\delta^{2 N}\right)$.

### 10.4. Near-Cloaking for the Full Maxwell Equations

In this section, the scattering coefficients vanishing approach is used to consider near-cloaking for the full Maxwell equations. As in the previous section, these S-vanishing structures are, prior to using the transformation optics in Subsection 2.14.4 layered-structures designed so that their first scattering coefficients $W_{n}^{T E}$ and $W_{n}^{T M}$ defined in Subsection 2.14.6.2 vanish. We therefore construct multilayered structures whose scattering coefficients vanish, which are called S-vanishing structures for the full Maxwell equations.
10.4.1. Scattering Coefficients of Multilayered Structures. The scattering coefficients $\left(W_{(n, m)(p, q)}^{T E, T E}, W_{(n, m)(p, q)}^{T E, T M}, W_{(n, m)(p, q)}^{T M, T E}, W_{(n, m)(p, q)}^{T M, T M}\right)$ are defined in Subsection 2.14.6.2 namely, if $E^{i}$ given as in 2.339, the scattered field $E-E^{i}$ can be expanded as $(2.340)$ and 2.341$)$. The transmission condition on each interface $\Sigma_{j}$ is given by 2.347).

Assume that the core $A_{L+1}$ is perfectly conducting, namely,

$$
\begin{equation*}
E \times \nu=0 \quad \text { on } \Sigma_{L+1}=\partial A_{L+1} \tag{10.66}
\end{equation*}
$$

In Subsection 2.14.6.2, using the symmetry of the layered radial structure, the scattering coefficients are reduced to $W_{n}^{T E}$ and $W_{n}^{T M}$, given by 2.356) and 2.361.

The multi-layered structure is defined as follows: For positive numbers $r_{1}, \ldots, r_{L+1}$ with $2=r_{1}>r_{2}>\cdots r_{L+1}=1$, let

$$
\begin{gathered}
A_{j}:=\left\{x: r_{j+1} \leq|x|<r_{j}\right\}, \quad j=1, \ldots, L \\
A_{0}:=\mathbb{R}^{3} \backslash \overline{B_{2}}
\end{gathered}
$$

and

$$
A_{L+1}(=D):=\{x:|x|<1\}
$$

where $B_{2}$ denotes the central ball of radius 2 and

$$
\Sigma_{j}=\left\{|x|=r_{j}\right\}, \quad j=1, \ldots, L+1
$$

Let $\left(\mu_{j}, \epsilon_{j}\right)$ be the pair of permeability and permittivity parameters of $A_{j}$ for $j=$ $1, \ldots, L+1$. Set $\mu_{0}=1$ and $\epsilon_{0}=1$. Then define

$$
\begin{equation*}
\mu=\sum_{j=0}^{L+1} \mu_{j} \chi\left(A_{j}\right) \quad \text { and } \quad \epsilon=\sum_{j=0}^{L+1} \epsilon_{j} \chi\left(A_{j}\right) \tag{10.67}
\end{equation*}
$$

which are permeability and permittivity distributions of the layered structure.
To construct the S-vanishing structure at a fixed frequency $\omega$, one looks for $(\mu, \epsilon)$ such that

$$
W_{n}^{T E}[\epsilon, \mu, \omega]=0, W_{n}^{T M}[\epsilon, \mu, \omega]=0, \quad n=1, \ldots, N
$$

for some $N$. More ambitiously one may look for a structure $(\mu, \epsilon)$ for a fixed $\omega$ such that

$$
W_{n}^{T E}[\mu, \epsilon, \delta \omega]=0, \quad W_{n}^{T M}[\mu, \epsilon, \delta \omega]=0
$$

for all $1 \leq n \leq N$ and $\delta \leq \delta_{0}$ for some $\delta_{0}$. Such a structure may not exist. So instead one looks for a structure such that

$$
\begin{equation*}
W_{n}^{T E}[\mu, \epsilon, \delta \omega]=o\left(\delta^{2 N+1}\right), \quad W_{n}^{T M}[\mu, \epsilon, \delta \omega]=o\left(\delta^{2 N+1}\right) \tag{10.68}
\end{equation*}
$$

for all $1 \leq n \leq N$ and $\delta \leq \delta_{0}$ for some $\delta_{0}$. Such a structure is called an $S$ vanishing structure of order $N$ at low frequencies. In the following subsection, the scattering coefficients are expanded at low frequencies and conditions for the magnetic permeability and the electric permittivity to be an S-vanishing structure are derived.

Recall that from Lemma 2.119 it follows that there exists $\delta_{0}>0$ such that, for all $\delta \leq \delta_{0}$,

$$
\begin{equation*}
\left|W_{n}^{T E}[\varepsilon, \mu, \delta \omega]\right| \leq \frac{C^{2 n}}{n^{2 n}} \delta^{2 n+1} \tag{10.69}
\end{equation*}
$$

for all $n \in \mathbb{N} \backslash\{0\}$, where the constant $C$ depends on $(\varepsilon, \mu, \omega)$ but is independent of $\delta$. The same estimate holds for $W_{n}^{T M}$.

Suppose now that $(\mu, \epsilon)$ is an S -vanishing structure of order $N$ at low frequencies. Let the incident wave $E^{i}$ be given by a plane wave $e^{\sqrt{-1} \delta \mathbf{k} \cdot x} \mathbf{c}$ with $|\mathbf{k}|=k_{0}\left(=\omega \sqrt{\varepsilon_{0} \mu_{0}}\right)$ and $\mathbf{k} \cdot \mathbf{c}=0$. From 2.344, the corresponding scattering amplitude, $\mathbf{A}_{\infty}[\mu, \epsilon, \delta \omega](\boldsymbol{c}, \hat{\boldsymbol{k}}:=\boldsymbol{k} /|\boldsymbol{k}| ; \hat{\boldsymbol{x}}:=\boldsymbol{x} /|\boldsymbol{x}|)$, is given by 2.343 with the following $\alpha_{n, m}$ and $\beta_{n, m}$ :

$$
\left\{\begin{array}{l}
\alpha_{n, m}=\frac{4 \pi(\sqrt{-1})^{n}}{\sqrt{n(n+1)}}\left(\mathbf{V}_{n, m}(\hat{\mathbf{k}}) \cdot \mathbf{c}\right) W_{n}^{T E}[\mu, \epsilon, \delta \omega] \\
\beta_{n, m}=-\frac{4 \pi(\sqrt{-1})^{n}}{\sqrt{n(n+1)}} \frac{1}{\sqrt{-1} \omega \mu_{0}}\left(\mathbf{U}_{n, m}(\hat{\mathbf{k}}) \cdot \mathbf{c}\right) W_{n}^{T M}[\mu, \epsilon, \delta \omega]
\end{array}\right.
$$

Applying 2.345 and 10.68,

$$
\begin{equation*}
\boldsymbol{A}_{\infty}[\mu, \epsilon, \delta \omega](\mathbf{c}, \hat{\mathbf{k}} ; \hat{x})=o\left(\delta^{2 N+1}\right) \tag{10.70}
\end{equation*}
$$

uniformly in $(\hat{\mathbf{k}}, \hat{x})$ if $\delta \leq \delta_{0}$. Thus using such a structure, the visibility of the scattering amplitude is greatly reduced.
10.4.2. Asymptotic Expansion of the Scattering Coefficients. The spherical Bessel functions of the first and second kinds have the series expansions

$$
j_{n}(t)=\sum_{l=0}^{\infty} \frac{(-1)^{l} t^{n+2 l}}{2^{l} l!1 \times 3 \times \cdots \times(2 n+2 l+1)}
$$

and

$$
y_{n}(t)=-\frac{(2 n)!}{2^{n} n!} \sum_{l=0}^{\infty} \frac{(-1)^{l} t^{2 l-n-1}}{2^{l} l!(-2 n+1)(-2 n+3) \ldots(-2 n+2 l-1)}
$$

So, using the notation of double factorials, which is defined by

$$
n!!:= \begin{cases}n \times(n-2) \times \cdots \times 3 \times 1 & \text { if } n>0 \text { is odd } \\ n \times(n-2) \times \cdots \times 4 \times 2 & \text { if } n>0 \text { is even } \\ 1 & \text { if } n=-1,0\end{cases}
$$

one has

$$
\begin{equation*}
j_{n}(t)=\frac{t^{n}}{(2 n+1)!!}(1+o(t)) \quad \text { for } t \ll 1 \tag{10.71}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{n}(t)=-((2 n-1)!!) t^{-n+1}(1+o(t)) \quad \text { for } t \ll 1 \tag{10.72}
\end{equation*}
$$

One now computes $P_{n}^{T E}[\epsilon, \mu, t]$ for small $t$. For $n \geq 1$,

$$
\begin{aligned}
P_{n}^{T E}[\epsilon, \mu, t]= & (-\sqrt{-1} t)^{L}\left(\prod_{j=1}^{L} \mu_{j}^{\frac{3}{2}} \epsilon_{j}^{\frac{1}{2}} r_{j}\right)\left[\begin{array}{cc}
\frac{z_{L}^{n}}{(2 n+1)!!} t^{n}+o\left(t^{n}\right) & \frac{-\sqrt{-1} Q(n)}{z_{L}^{n+1}} t^{-n-1} \\
0
\end{array}\right] \\
\times & \prod_{j=1}^{L}\left(\begin{array}{cc}
\frac{\sqrt{-1} Q(n) n}{\mu_{j}\left(z_{j} r_{j}\right)^{n+1}} t^{-n-1}+o\left(t^{-n-1}\right)\left(\begin{array}{c}
\sqrt{-1} Q(n) \\
\frac{-(n+1)\left(z_{j} r_{j}\right)^{n}}{\left.\mu_{j} r_{j}\right)^{n+1}} t^{-n-1}+o\left(t^{-n-1}\right) \\
\mu_{j}(2 n+1)!! \\
t
\end{array}\right] \\
& {\left[\begin{array}{cc}
\frac{\left(z_{j} r_{j}\right)^{n}}{\left.(2 n+1)!t^{n}\right)} t^{n}+o\left(t^{n}\right)
\end{array}\right]} \\
& {\left[\begin{array}{cc}
n+o\left(t^{n}\right) & \frac{-\sqrt{-1} Q(n)}{\left(z_{j-1} r_{j}\right)^{n+1}} t^{-n-1}+o\left(t^{-n-1}\right) \\
\frac{(n+1)\left(z_{j-1} r_{j}\right)^{n}}{\mu_{j-1}(2 n+1)!!} t^{n}+o\left(t^{n}\right) & \frac{\sqrt{-1} Q(n) n}{\mu_{j-1}\left(z_{j-1} r_{j}\right)^{n+1}} t^{-n-1}+o\left(t^{-n-1}\right)
\end{array}\right]}
\end{array}\right)
\end{aligned}
$$

where $z_{j}=\sqrt{\epsilon_{j} \mu_{j}}$ and $Q(n)=(2 n-1)!$ !. One then has

$$
\begin{aligned}
& P_{n}^{T E}[\epsilon, \mu, t]=\left[\begin{array}{cc}
\frac{z_{L}^{n}}{(2 n+1)!!} t^{n}+o\left(t^{n}\right) & \frac{-\sqrt{-1} Q(n)}{z_{L}^{n+1}} t^{-n-1}+o\left(t^{-n-1}\right) \\
0 & 0
\end{array}\right] \times \\
& \prod_{j=1}^{L}\left[\begin{array}{cc}
\frac{Q(n) z_{j-1}^{n}}{(2 n+1)!!z_{j}^{n}}\left(n+\frac{(n+1) \mu_{j}}{\mu_{j-1}}\right)(1+o(1)) & (-\sqrt{-1}) \frac{(Q(n))^{2} n}{z_{j}^{n} z_{j-1}^{n+1} r_{j}^{2 n+1}}\left(1-\frac{\mu_{j}}{\mu_{j-1}}\right) t^{-2 n-1}(1+o(1)) \\
\sqrt{-1} \frac{z_{j-1}^{n} z_{j}^{n+1} r_{j}^{2 n+1}(n+1)}{((2 n+1)!!)^{2}}\left(1-\frac{\mu_{j}}{\mu_{j-1}}\right) t^{2 n+1}(1+o(1)) & \frac{Q(n) z_{j}^{n+1}}{(2 n+1)!!z_{j-1}^{n+1}}\left(n+1+\frac{n \mu_{j}}{\mu_{j-1}}\right)(1+o(1))
\end{array}\right] .
\end{aligned}
$$

Similarly, for the transverse magnetic case, one has

$$
\begin{aligned}
& P_{n}^{T M}[\epsilon, \mu, t]=\left[\begin{array}{cc}
\frac{(n+1) z_{L}^{n}}{(2 n+1)!!} t^{n}+o\left(t^{n}\right) & \frac{-\sqrt{-1} n Q(n)}{z_{L}^{n+1}} t^{-n-1}+o\left(t^{-n-1}\right) \\
0 & 0
\end{array}\right] \times \\
& \prod_{j=1}^{L}\left[\begin{array}{cc}
\frac{Q(n) z_{j-1}^{n}}{(2 n+1)!!z_{j}^{n}}\left(\left(n+\frac{\epsilon_{j}}{\epsilon_{j-1}}(n+1)\right)(1+o(1))\right. & (-\sqrt{-1}) \frac{(Q(n))^{2} n}{z_{j}^{n} z_{j-1}^{n+1} r_{j}^{2 n+1}}\left(1-\frac{\epsilon_{j}}{\epsilon_{j-1}}\right) t^{-2 n-1}(1+o(1)) \\
\sqrt{-1} \frac{z_{j-1}^{n} z_{j}^{n+1} r_{j}^{2 n+1}(n+1)}{((2 n+1)!!)^{2}}\left(1-\frac{\epsilon_{j}}{\epsilon_{j-1}}\right) t^{2 n+1}(1+o(1)) & \frac{Q(n) z_{j}^{n+1}}{(2 n+1)!!z_{j-1}^{n+1}}\left(n+1+\frac{\epsilon_{j}}{\epsilon_{j-1}} n\right)(1+o(1))
\end{array}\right]
\end{aligned}
$$

Using the behavior of spherical Bessel functions for small arguments, one can see that $p_{n, 1}^{T E}$ and $p_{n, 2}^{T E}$ admit the following expansions:

$$
\begin{equation*}
p_{n, 1}^{T E}[\mu, \epsilon, t]=t^{n}\left(\sum_{l=0}^{N-n} f_{n, l}^{T E}(\mu, \epsilon) t^{2 l}+o\left(t^{2 N-2 n}\right)\right) \tag{10.73}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{n, 2}^{T E}[\mu, \epsilon, t]=t^{-n-1}\left(\sum_{l=0}^{N-n} g_{n, l}^{T E}(\mu, \epsilon) t^{2 l}+o\left(t^{2 N-2 n}\right)\right) \tag{10.74}
\end{equation*}
$$

Similarly, $p_{n, 1}^{T M}$ and $p_{n, 2}^{T M}$ have the following expansions:

$$
\begin{equation*}
p_{n, 1}^{T M}[\mu, \epsilon, t]=t^{n}\left(\sum_{l=0}^{N-n} f_{n, l}^{T M}(\mu, \epsilon) t^{2 l}+o\left(t^{2 N-2 n}\right)\right) \tag{10.75}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{n, 2}^{T M}[\mu, \epsilon, t]=t^{-n-1}\left(\sum_{l=0}^{N-n} g_{n, l}^{T M}(\mu, \epsilon) t^{2 l}+o\left(t^{2 N-2 n}\right)\right) \tag{10.76}
\end{equation*}
$$

for $t=\delta \omega$ and some functions $f_{n, l}^{T E}, g_{n, l}^{T E}, f_{n, l}^{T M}$, and $g_{n, l}^{T M}$ independent of $t$.
Lemma 10.8. For any pair of $(\mu, \epsilon)$, one has

$$
\begin{equation*}
g_{n, 0}^{T E}(\mu, \epsilon) \neq 0 \tag{10.77}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{n, 0}^{T M}(\mu, \epsilon) \neq 0 \tag{10.78}
\end{equation*}
$$

Proof. Assume that there exists a pair of $(\mu, \epsilon)$ such that $g_{n, 0}^{T E}(\mu, \epsilon)=0$. Since $p_{n, 2}^{T E}[\mu, \epsilon, \delta \omega]=o\left(\delta^{-n-1}\right)$, the solution given by 2.349 with $a_{0}=1$ and $\tilde{a}_{0}=0$ satisfies

$$
\begin{cases}\nabla \times\left(\frac{1}{\mu} \nabla \times E\right)-\delta^{2} \omega^{2} \epsilon E=0 & \text { in } \mathbb{R}^{3} \backslash \bar{D} \\ \nabla \cdot E=0 & \text { in } \mathbb{R}^{3} \backslash \bar{D} \\ \left.(\nu \times E)\right|_{+}=o\left(\delta^{-(n+1)}\right) & \text { on } \partial D \\ E(x)=h_{n}^{(1)}\left(\delta k_{0}|x|\right) \boldsymbol{V}_{n, 0}(\hat{x}) & \text { for }|x|>2\end{cases}
$$

Let $\boldsymbol{V}(x)=\lim _{\delta \rightarrow 0} \delta^{n+1} E(x)$. Using 10.72 one knows that the limit $\boldsymbol{V}$ satisfies

$$
\begin{cases}\nabla \times\left(\frac{1}{\mu} \nabla \times \boldsymbol{V}\right)=0 & \text { in } \mathbb{R}^{3} \backslash \bar{D} \\ \nabla \cdot \boldsymbol{V}=0 & \text { in } \mathbb{R}^{3} \backslash \bar{D} \\ \left.(\nu \times \boldsymbol{V})\right|_{+}=0 & \text { on } \partial D \\ \boldsymbol{V}(x)=-((2 n-1)!!) \boldsymbol{V}_{n, 0}(\hat{x}) & \text { for }|x|>2\end{cases}
$$

Since $\boldsymbol{V}_{n, 0}(\hat{x})=O\left(|x|^{-1}\right)$, one gets $\boldsymbol{V}(x)=0$ by Green's formula, which is a contradiction. Thus $g_{n, 0}^{T E}(\mu, \epsilon) \neq 0$. In a similar way, 10.78 can be proved.

From Lemma 10.8 , one obtains the following result.
Proposition 10.9. One has

$$
W_{n}^{T E}[\mu, \epsilon, t]=t^{2 n+1} \sum_{l=0}^{N-n} W_{n, l}^{T E}[\mu, \epsilon] t^{2 l}+o\left(t^{2 N+1}\right)
$$

and

$$
W_{n}^{T M}[\mu, \epsilon, t]=t^{2 n+1} \sum_{l=0}^{N-n} W_{n, l}^{T M}[\mu, \epsilon] t^{2 l}+o\left(t^{2 N+1}\right),
$$

where $t=\delta \omega$ and the coefficients $W_{n, l}^{T E}[\mu, \epsilon]$ and $W_{n, l}^{T M}[\mu, \epsilon]$ are independent of $t$.

Hence, if one has $(\mu, \epsilon)$ such that

$$
\begin{equation*}
W_{n, l}^{T E}[\mu, \epsilon]=W_{n, l}^{T M}[\mu, \epsilon]=0, \quad \text { for all } 1 \leq n \leq N, 0 \leq l \leq(N-n) \tag{10.79}
\end{equation*}
$$

$(\mu, \epsilon)$ satisfies 10.68 ; in other words, it is an S-vanishing structure of order $N$ at low frequencies. It is quite challenging to construct $(\mu, \epsilon)$ analytically satisfying (10.79). The next subsection presents some numerical examples of such structures.
10.4.3. Enhancement of Near Cloaking. In this section one constructs a cloaking structure based on the following lemma.

Lemma 10.10. Let $F$ be an orientation-preserving diffeomorphism of $\mathbb{R}^{3}$ onto $\mathbb{R}^{3}$ such that $F(x)$ is identity for $|x|$ large enough. If $(E, H)$ is a solution to

$$
\begin{cases}\nabla \times E=\sqrt{-1} \omega \mu H & \text { in } \mathbb{R}^{3}  \tag{10.80}\\ \nabla \times H=-\sqrt{-1} \omega \epsilon E & \text { in } \mathbb{R}^{3} \\ \left(E-E^{i}, H-H^{i}\right) \text { is radiating, } & \end{cases}
$$

then $(\widetilde{E}, \widetilde{H})$ defined by $(\widetilde{E}(y), \widetilde{H}(y))=\left((D F)^{-T} E\left(F^{-1}(y)\right),(D F)^{-T} H\left(F^{-1}(y)\right)\right)$ satisfies

$$
\begin{cases}\nabla \times \widetilde{E}=\sqrt{-1} \omega\left(F_{*} \mu\right) \widetilde{H} & \text { in } \mathbb{R}^{3}, \\ \nabla \times \widetilde{H}=-\sqrt{-1} \omega\left(F_{*} \epsilon\right) \widetilde{E} & \text { in } \mathbb{R}^{3}, \\ \left(\widetilde{E}-\widetilde{E}^{i}, \widetilde{H}-\widetilde{H}^{i}\right) \text { is radiating, } & \end{cases}
$$

where $\left(\widetilde{E}^{i}(y), \widetilde{H}^{i}(y)\right)=\left((D F)^{-T} E^{i}\left(F^{-1}(y)\right),(D F)^{-T} H^{i}\left(F^{-1}(y)\right)\right)$,

$$
\left(F_{*} \mu\right)(y)=\frac{D F(x) \mu(x) D F^{T}(x)}{\operatorname{det}(D F(x))}, \quad \text { and } \quad\left(F_{*} \epsilon\right)(y)=\frac{D F(x) \epsilon(x) D F^{T}(x)}{\operatorname{det}(D F(x))}
$$

with $x=F^{-1}(y)$ and $D F$ is the Jacobian matrix of $F$.
Hence,

$$
A[\mu, \epsilon, \omega]=A\left[F_{*} \mu, F_{*} \epsilon, \omega\right]
$$

To compute the scattering amplitude which corresponds to the material parameters before the transformation, one considers the following scaling function, for small parameter $\delta$,

$$
\Psi_{\frac{1}{\delta}}(x)=\frac{1}{\delta} x, \quad x \in \mathbb{R}^{3}
$$

Then one has the following relation between the scattering amplitudes which correspond to two sets of differently scaled material parameters and frequency:

$$
\begin{equation*}
A_{\infty}\left[\mu \circ \Psi_{\frac{1}{\delta}}, \epsilon \circ \Psi_{\frac{1}{\delta}}, \omega\right]=A_{\infty}[\mu, \epsilon, \delta \omega] \tag{10.81}
\end{equation*}
$$

To see this, consider $(E, H)$ which satisfies

$$
\begin{cases}(\nabla \times E)(x)=\sqrt{-1} \omega\left(\mu \circ \Psi_{\frac{1}{\delta}}\right)(x) H(x) & \text { for } x \in \mathbb{R}^{3} \backslash \overline{B_{\delta}} \\ (\nabla \times H)(x)=-\sqrt{-1} \omega\left(\epsilon \circ \Psi_{\frac{1}{\delta}}\right)(x) E(x) & \text { for } x \in \mathbb{R}^{3} \backslash \overline{B_{\delta}} \\ \hat{x} \times E(x)=0 & \text { on } \partial B_{\delta} \\ \left(E-E^{i}, H-H^{i}\right) \text { is radiating, } & \end{cases}
$$

with the incident wave $E^{i}(x)=e^{\sqrt{-1} \mathbf{k} \cdot x} \hat{\mathbf{c}}$ and $H^{i}=\frac{1}{\sqrt{-1} \omega \mu_{0}} \nabla \times E^{i}$ with $\mathbf{k} \cdot \hat{\mathbf{c}}=0$ and $|\mathbf{k}|=k_{0}$. Here $B_{\delta}$ is the ball of radius $\delta$ centered at the origin. Set $y=\frac{1}{\delta} x$ and define

$$
(\widetilde{E}(y), \widetilde{H}(y)):=\left(\left(E \circ \Psi_{\frac{1}{\delta}}^{-1}\right)(y),\left(H \circ \Psi_{\frac{1}{\delta}}^{-1}\right)(y)\right)=\left(\left(E \circ \Psi_{\delta}\right)(y),\left(H \circ \Psi_{\delta}\right)(y)\right)
$$

and

$$
\left(\widetilde{E}^{i}(y), \widetilde{H}^{i}(y)\right):=\left(\left(E^{i} \circ \Psi_{\delta}\right)(y),\left(H^{i} \circ \Psi_{\delta}\right)(y)\right)
$$

Then, one has

$$
\begin{cases}\left(\nabla_{y} \times \widetilde{E}\right)(y)=\sqrt{-1} \delta \omega \mu(y) \widetilde{H}(y) & \text { for } y \in \mathbb{R}^{3} \backslash \overline{B_{1}} \\ \left(\nabla_{y} \times \widetilde{H}\right)(y)=-\sqrt{-1} \delta \omega \epsilon(y) \widetilde{E}(y) & \text { for } y \in \mathbb{R}^{3} \backslash \overline{B_{1}} \\ \hat{y} \times \widetilde{E}(y)=0 & \text { on } \partial B_{1} \\ \left(\widetilde{E}-\widetilde{E}^{i}, \widetilde{H}-\widetilde{H}^{i}\right) \text { is radiating } & \end{cases}
$$

Remind that the scattered wave can be represented using the scattering amplitude as follows:

$$
\left(E-E^{i}\right)(x) \sim \frac{e^{\sqrt{-1} k_{0}|x|}}{k_{0}|x|} A_{\infty}\left[\mu \circ \Psi_{\frac{1}{\delta}}, \epsilon \circ \Psi_{\frac{1}{\delta}}, \omega\right](\mathbf{c}, \hat{\mathbf{k}} ; \hat{x}) \quad \text { as }|x| \rightarrow \infty
$$

and

$$
\left(\widetilde{E}-\widetilde{E}^{i}\right)(y) \sim \frac{e^{\sqrt{-1}} k_{0} \delta|y|}{k_{0} \delta|y|} A_{\infty}[\mu, \epsilon, \omega](\mathbf{c}, \hat{\mathbf{k}} ; \hat{x}) \quad \text { as }|y| \rightarrow \infty
$$

Since the left-hand sides of the previous equations are coincident, one has 10.81 .
Suppose that $(\mu, \epsilon)$ is an S -vanishing structure of order $N$ at low frequencies as in Section 10.4. From 10.70 and 10.81, one has

$$
\begin{equation*}
A_{\infty}\left[\mu \circ \Psi_{\frac{1}{\delta}}, \epsilon \circ \Psi_{\frac{1}{\delta}}, \omega\right](\mathbf{c}, \hat{\mathbf{k}} ; \hat{x})=o\left(\delta^{2 N+1}\right) \tag{10.82}
\end{equation*}
$$

Then, one defines the diffeomorphism $F_{\delta}$ as

$$
F_{\delta}(x):= \begin{cases}x & \text { for }|x| \geq 2 \\ \left(\frac{3-4 \delta}{2(1-\delta)}+\frac{1}{4(1-\delta)}|x|\right) \frac{x}{|x|} & \text { for } 2 \delta \leq|x| \leq 2 \\ \left(\frac{1}{2}+\frac{1}{2 \delta}|x|\right) \frac{x}{|x|} & \text { for } \delta \leq|x| \leq 2 \delta \\ \frac{x}{\delta} & \text { for }|x| \leq \delta\end{cases}
$$

One then gets from 10.82 and Lemma 10.10 the main result of this chapter.
Theorem 10.11. If $(\mu, \epsilon)$ is an $S$-vanishing structure of order $N$ at low frequencies, then there exists $\delta_{0}$ such that

$$
A_{\infty}\left[\left(F_{\delta}\right)_{*}\left(\mu \circ \Psi_{\frac{1}{\delta}}\right),\left(F_{\delta}\right)_{*}\left(\epsilon \circ \Psi_{\frac{1}{\delta}}\right), \omega\right](\mathbf{c}, \hat{\mathbf{k}} ; \hat{x})=o\left(\delta^{2 N+1}\right)
$$

for all $\delta \leq \delta_{0}$, uniformly in $(\hat{\mathbf{k}}, \hat{x})$.
Remark that the cloaking structure $\left(\left(F_{\delta}\right)_{*}\left(\mu \circ \Psi_{\frac{1}{\delta}}\right),\left(F_{\delta}\right)_{*}\left(\epsilon \circ \Psi_{\frac{1}{\delta}}\right)\right)$ in Theorem 10.11 satisfies the perfect electric conductor boundary condition on $|x|=1$.
10.4.4. Numerical Implementation. This section provides numerical examples of S-vanishing structures of order $N$ at low frequencies based on 10.79. As in previous sections, we use a gradient descent method for a suitable energy functional. We symbolically compute the scattering coefficients. In the place of spherical Bessel functions and spherical Hankel functions, we use their low-frequency expansions and symbolically compute $W_{n}^{T E}$ and $W_{n}^{T M}$ to obtain $W_{n, l}^{T E}$ and $W_{n, l}^{T M}$. We use Code Near Cloaking for Maxwell's Equations.

The following example is an S -vanishing structure of order $N=2$ made of 6 multilayers. The radii of the concentric disks are $r_{j}=2-\frac{j-1}{6}$ for $j=1, \ldots, 7$. From Proposition 10.9, the nonzero leading terms of $W_{n}^{T E}[\mu, \epsilon, t]$ and $W_{n}^{T M}[\mu, \epsilon, t]$ up to $t^{5}$ are

- $\left[t^{3}, t^{5}\right]$ terms in $W_{1}^{T E}[\mu, \epsilon, t]$, i.e., $W_{1,0}^{T E}, W_{1,1}^{T E}$,
- $\left[t^{3}, t^{5}\right]$ terms in $W_{1}^{T M}[\mu, \epsilon, t]$, i.e., $W_{1,0}^{T M}, W_{1,1}^{T M}$,
- $\left[t^{5}\right]$ term in $W_{2}^{T E}[\mu, \epsilon, t]$, i.e., $W_{2,0}^{T E}$,
- $\left[t^{5}\right]$ term in $W_{2}^{T M}[\mu, \epsilon, t]$, i.e., $W_{2,0}^{T M}$.

Consider the mapping

$$
\begin{equation*}
(\mu, \epsilon) \longrightarrow\left(W_{1,0}^{T E}, W_{1,1}^{T E}, W_{1,0}^{T M}, W_{1,1}^{T M}, W_{2,0}^{T E}, W_{2,0}^{T M}\right) \tag{10.83}
\end{equation*}
$$

where, $\mu=\left(\mu_{1}, \ldots, \mu_{6}\right)$ and $\epsilon=\left(\epsilon_{1}, \ldots, \epsilon_{6}\right)$. One looks for $(\mu, \epsilon)$ which has the right-hand side of 10.83 ) as small as possible. Since 10.83 is a nonlinear equation, one solves it iteratively. Initially, one wets $\mu=\mu^{(0)}$ and $\epsilon=\epsilon^{(0)}$. One iteratively modifies $\left(\mu^{(i)}, \epsilon^{(i)}\right)$

$$
\begin{equation*}
\left[\mu^{(i+1)} \epsilon^{(i+1)}\right]^{T}=\left[\mu^{(i)} \epsilon^{(i)}\right]^{T}-A_{i}^{\dagger} b^{(i)} \tag{10.84}
\end{equation*}
$$

where $A_{i}^{\dagger}$ is the pseudo-inverse of

$$
A_{i}:=\left.\frac{\partial\left(W_{1,0}^{T E}, W_{1,1}^{T E}, \ldots, W_{2,0}^{T M}\right)}{\partial(\mu, \epsilon)}\right|_{(\mu, \epsilon)=\left(\mu^{(i)}, \epsilon^{(i)}\right)}
$$

and

$$
b^{(i)}=\left.\left[\begin{array}{c}
W_{1,0}^{T E} \\
W_{1,1}^{T E} \\
\vdots \\
W_{2,0}^{T M}
\end{array}\right]\right|_{(\mu, \epsilon)=\left(\mu^{(i)}, \epsilon^{(i)}\right)}
$$

Example 1. Figure 10.1 and Figure 10.2 show computational results of 6 -layers Svanishing structure of order $N=2$. One sets $r=\left(2, \frac{11}{6}, \ldots, \frac{7}{6}\right), \mu^{(0)}=(3,6,3,6,3,6)$ and $\epsilon^{(0)}=(3,6,3,6,3,6)$ and modify them following 10.84 with the constraints that $\mu$ and $\epsilon$ belongs to the interval between 0.1 and 10 . The obtained material parameters are $\mu=(0.1000,1.1113,0.2977,2.0436,0.1000,1.8260)$ and $\epsilon=(0.4356,1.1461,0.2899,1.8199,0.1000,3.1233)$, respectively. Differently from the no-layer structure with the perfect electric conductor condition at $|x|=1$, the obtained multilayer structure has the nearly zero coefficients of $W_{n}^{T E}[\mu, \epsilon, t]$ and $W_{n}^{T M}[\mu, \epsilon, t]$ up to $t^{5}$.

### 10.5. Near-Cloaking for the Elasticity System

As an application of the elastic scattering coefficients introduced in Subsection 2.15.17.2 we consider the elastic cloaking problem. The aim here is to construct an effective near cloaking structure at a fixed frequency to make the objects inside the unit disk invisible. We extend the approach of the previous sections. To this end, we first design S-vanishing structures by canceling the first elastic scattering coefficients in the next subsection.


Figure 10.1. This figure shows the graph of the material parameters and the corresponding coefficients in $W_{n}^{T E}[\mu, \epsilon, t]$ and $W_{n}^{T M}[\mu, \epsilon, t]$ up to $t^{5}$. The first row is of the no-layer case, and the second row is of 6 -layers S -vanishing structure of order $N=2$ which is explained in Example 1. In the third column, the $y$-axis shows $\left(W_{1,0}^{T E}, W_{1,1}^{T E}, W_{1,0}^{T M}, W_{1,1}^{T M}, W_{2,0}^{T E}, W_{2,0}^{T M}\right)$ from the left to the right.
10.5.1. S-vanishing Structures. For positive numbers $r_{j}(j=1,2, \ldots, L+$ 1) with $2=r_{1}>r_{2}>\cdots>r_{L+1}=1$ we construct a multi-layered structure by defining

$$
\begin{array}{rll}
A_{0} & :=\left\{x \in \mathbb{R}^{2}:\right. & |x|>2\} \\
A_{j} & :=\left\{x \in \mathbb{R}^{2}:\right. & \left.r_{j+1} \leq|x|<r_{j}\right\}, \quad j=1, \ldots, L \\
A_{L+1} & :=\left\{x \in \mathbb{R}^{2}:\right. & |x|<1\} .
\end{array}
$$

Let $\left(\lambda_{j}, \mu_{j}, \rho_{j}\right)$ be the Lamé parameters and densities of $A_{j}$ for $j=0, \ldots, L+1$. In particular, $\lambda_{0}, \mu_{0}$ and $\rho_{0}$ are the parameters of the background medium. In the sequel, the piecewise constant parameters $\lambda, \mu$ and $\rho$ are redefined as

$$
\begin{equation*}
\lambda=\sum_{j=0}^{L+1} \lambda_{j} \chi\left(A_{j}\right), \mu=\sum_{j=0}^{L+1} \mu_{j} \chi\left(A_{j}\right), \text { and } \rho=\sum_{j=0}^{L+1} \rho_{j} \chi\left(A_{j}\right) \tag{10.85}
\end{equation*}
$$

in accordance with the aforementioned multi-layered structure. The scattering coefficients $W_{m, n}^{\alpha, \beta}=W_{m, n}^{\alpha, \beta}(\lambda, \mu, \rho, \omega)$ can be defined analogously to 2.498) and the total field $\mathbf{u}=\left(u_{1}, u_{2}\right)^{t}$ solves the equation

$$
\begin{equation*}
\mathcal{L}_{\lambda, \mu} \mathbf{u}+\rho \omega^{2} \mathbf{u}=0 \quad \text { in } \quad \mathbb{R}^{2} \tag{10.86}
\end{equation*}
$$

Since the multi-layered structure is circularly symmetric it is easy to check that

$$
W_{m, n}^{\alpha, \beta}=0 \quad \text { for all } \quad \alpha, \beta \in\{P, S\} \quad \text { and } \quad n \neq m
$$

Therefore, we have the following definition of the S-vanishing structures.


Figure 10.2. This figure shows the graph of $W_{n}^{T E}[\mu, \epsilon, t]$ and $W_{n}^{T M}[\mu, \epsilon, t]$ for various values of $t$. The first row is of the nolayer case, and the second row if of 6-layers $S$-vanishing structure of order $N=2$ which is explained in Example 1. The values of $W_{n}^{T E}$ and $W_{n}^{T M}$ are much smaller in the S -vanishing structure than in the no-layer structure.

Definition 10.12 (S-vanishing Structure). The medium $(\lambda, \mu, \rho)$ defined by 10.85 is called an $S$-vanishing structure of order $N$ at frequency $\omega$ if $W_{n, n}^{\alpha, \beta}=0$ for all $|n| \leq N$ and $\alpha, \beta \in\{P, S\}$. Analogously, it is called an $S$-vanishing structure for compressional (resp. shear) waves if $W_{n, n}^{\alpha, P}=0$ (resp. $W_{n, n}^{\alpha, S}=0$ ) for all $|n| \leq N$ and $\alpha \in\{P, S\}$.

In the rest of this subsection we aim to construct an S-vanishing structure for general elastic waves. To facilitate the later analysis we adopt the notation $T_{\lambda, \mu}$ for the surface traction operator $\partial / \partial \nu$ associated with elastic moduli $\lambda$ and $\mu$. In order to design the envisioned structure it suffices to construct $(\lambda, \mu, \rho)$ such that $W_{n}^{\alpha, \beta}:=W_{n, n}^{\alpha, \beta}=0$ for all $0 \leq n \leq N$ and $\alpha, \beta \in\{P, S\}$. We assume that $D$ is a cavity, that is, the scattered field $\mathbf{u}$ satisfies the traction-free boundary condition $T_{\lambda_{L+1}, \mu_{L+1}} \mathbf{u}:=\partial \mathbf{u} / \partial \nu=0$ on $|x|=1$. Note that the two-dimensional surface traction admits the expression

$$
T_{\lambda, \mu} \mathbf{w}=2 \mu\left(\nu \cdot \nabla w_{1}, \nu \cdot \nabla w_{2}\right)+\lambda N \nabla \cdot \mathbf{w}+\mu T\left(\partial_{2} w_{1}-\partial_{1} w_{2}\right), \quad \mathbf{w}=\left(w_{1}, w_{2}\right)
$$

in terms of the normal and tangent vectors $N=\left(n_{1}, n_{2}\right)$ and $T=\left(-n_{1}, n_{2}\right)$ on the surface respectively. Here and in the sequel we use the notation $T_{\lambda, \mu} \mathbf{w}$ to indicate the dependance of $\partial \mathbf{w} / \partial \nu$ on the parameters $\lambda$ and $\mu$. We look for solutions $\mathbf{u}_{n}$ to
(10.86) of the form
$\mathbf{u}_{n}(x)=\widehat{a}_{j}^{n, P} \mathbf{J}_{n}^{P}(x)+\widehat{a}_{j}^{n, S} \mathbf{J}_{n}^{S}(x)+a_{j}^{n, P} H_{n}^{P}(x)+a_{j}^{n, S} H_{n}^{S}(x), \quad x \in A_{j}, j=0, \ldots, L$,
with the unknown coefficients $\widehat{a}_{j}^{n, \alpha}, a_{j}^{n, \alpha} \in \mathbb{C}$, to be determined later. Intuitively, one should look for solutions $\mathbf{u}_{n}$ whose coefficients fulfill the relations

$$
\begin{equation*}
\widehat{a}_{0}^{n, P} \widehat{a}_{0}^{n, S} \neq 0 \quad \text { and } \quad a_{0}^{n, P}=a_{0}^{n, S}=0 \quad \text { for all } \quad n=0, \ldots, N . \tag{10.87}
\end{equation*}
$$

Note that by (2.496) and (2.497), the scattering coefficients in this case turn out to be

$$
\begin{cases}W_{n}^{\alpha, P}=\sqrt{-1} 4 \rho_{0} c_{\alpha}^{2} a_{0}^{n, \alpha}=0 & \text { when } \widehat{a}_{0}^{n, P}=1 \text { and } \widehat{a}_{0}^{n, S}=0  \tag{10.88}\\ W_{n}^{\alpha, S}=\sqrt{-1} 4 \rho_{0} c_{\alpha}^{2} a_{0}^{n, \alpha}=0 \quad \text { when } \widehat{a}_{0}^{n, P}=0 \text { and } \widehat{a}_{0}^{n, S}=1\end{cases}
$$

where $c_{P}$ and $c_{S}$ are the pressure and shear wave speeds, respectively. The solution $\mathbf{u}_{n}$ satisfies the transmission conditions
(10.89)
$\left.\mathbf{u}_{n}\right|_{+}=\left.\mathbf{u}_{n}\right|_{-} \quad$ and $\left.\quad T_{\lambda_{j-1}, \mu_{j-1}} \mathbf{u}_{n}\right|_{+}=\left.T_{\lambda_{j}, \mu_{j}} \mathbf{u}_{n}\right|_{-} \quad$ on $\quad|x|=r_{j}, \forall j=1, \ldots, L$.
Fairly easy calculations indicate that on $|x|=r$

$$
\begin{aligned}
\widehat{e}_{r} \cdot\left[T_{\lambda, \mu} H_{n}^{P}(x)\right] & =2 \mu \frac{\partial^{2} v_{n}\left(x, \kappa_{P}\right)}{\partial r^{2}}+\lambda \Delta v_{n}\left(x, \kappa_{P}\right) \\
& =2 \mu \kappa_{P}^{2}\left(H_{n}^{(1)}\right)^{\prime \prime}\left(r \kappa_{P}\right) e^{\sqrt{-1} n \varphi_{x}}-\lambda \kappa_{P}^{2} H_{n}^{(1)}\left(r \kappa_{P}\right) e^{\sqrt{-1} n \varphi_{x}} \\
& =\frac{1}{r^{2}}\left(-2 \mu r \kappa_{p}\left(H_{n}^{(1)}\right)^{\prime}\left(r \kappa_{P}\right)+\left(2 \mu n^{2}-(\lambda+2 \mu) r^{2} \kappa_{p}^{2}\right) H_{n}^{(1)}\left(r \kappa_{P}\right)\right) e^{\sqrt{-1} n \varphi_{x}}, \\
& =: \frac{1}{r^{2}} B_{n}^{P}\left(r \kappa_{P}, \lambda, \mu\right) e^{\sqrt{-1} n \varphi_{x}}
\end{aligned}
$$

and

$$
\begin{aligned}
\widehat{e}_{\theta} \cdot\left[T_{\lambda, \mu} H_{n}^{P}(x)\right] & =2 \mu\left(-\frac{1}{r^{2}} \frac{\partial v_{n}\left(x, \kappa_{P}\right)}{\partial \varphi_{x}}+\frac{1}{r} \frac{\partial^{2} v_{n}\left(x, \kappa_{P}\right)}{\partial r \partial \varphi_{x}}\right) \\
& =\frac{1}{r^{2}}(2 \sqrt{-1} \mu n)\left(-H_{n}^{(1)}\left(r \kappa_{P}\right)+r \kappa_{P}\left(H_{n}^{(1)}\right)^{\prime}\left(r \kappa_{P}\right)\right) e^{\sqrt{-1} n \varphi_{x}} \\
& =: \frac{1}{r^{2}} C_{n}^{P}\left(r \kappa_{P}, \lambda, \mu\right) e^{\sqrt{-1} n \varphi_{x}}
\end{aligned}
$$

where

$$
\begin{aligned}
& B_{n}^{P}(t, \lambda, \mu):=-2 \mu t\left(H_{n}^{(1)}\right)^{\prime}(t)+\left(2 \mu n^{2}-(\lambda+2 \mu) t^{2}\right) H_{n}^{(1)}(t) \\
& C_{n}^{P}(t, \lambda, \mu):=(2 \sqrt{-1} \mu n)\left(-H_{n}^{(1)}(t)+t\left(H_{n}^{(1)}\right)^{\prime}(t)\right)
\end{aligned}
$$

In the sequel, we use the shorthand notation $B_{n, j}^{P}=B_{n}^{P}\left(r_{j} \kappa_{P}, \lambda_{j}, \mu_{j}\right)$ and $C_{n, j}^{P}=$ $C_{n}^{P}\left(r_{j} \kappa_{P}, \lambda_{j}, \mu_{j}\right)$ for simplicity. It holds that

$$
T_{\lambda_{j}, \mu_{j}} H_{n}^{P}(x)=\frac{1}{r_{j}^{2}}\left(B_{n, j}^{P} \mathbf{P}_{n}(\hat{x})+C_{n, j}^{P} \mathbf{S}_{n}(\hat{x})\right) \quad \text { on }|x|=r_{j}
$$

Analogously, we obtain

$$
T_{\lambda_{j}, \mu_{j}} H_{n}^{S}(x)=\frac{1}{r_{j}^{2}}\left(B_{n, j}^{S} \mathbf{P}_{n}(\hat{x})+C_{n, j}^{S} \mathbf{S}_{n}(\hat{x})\right) \quad \text { on }|x|=r_{j}
$$

with

$$
\begin{aligned}
& B_{n, j}^{S}=\left.B_{n}^{S}(t)\right|_{t=r_{j} \kappa_{S}}:=(2 \sqrt{-1} \mu n)\left(H_{n}^{(1)}\left(r_{j} \kappa_{S}\right)+r_{j} \kappa_{S}\left(H_{n}^{(1)}\right)^{\prime}\left(r_{j} \kappa_{S}\right)\right) \\
& C_{n, j}^{S}=\left.C_{n}^{S}(t)\right|_{t=r_{j} \kappa_{S}}:=2 \mu\left(r_{j} \mathrm{~K}_{S}\right)\left(H_{n}^{(1)}\right)^{\prime}\left(r_{j} \kappa_{S}\right)+\left(-2 \mu n^{2}+3 \mu\left(r_{j} \kappa_{S}\right)^{2} H_{n}^{(1)}\left(r_{j} \kappa_{S}\right)\right),
\end{aligned}
$$

and

$$
T_{\lambda_{j}, \mu_{j}} \mathbf{J}_{n}^{\alpha}(x)=\frac{1}{r_{j}^{2}}\left(\widehat{B}_{n, j}^{\alpha} \mathbf{P}_{n}(\hat{x})+\widehat{C}_{n, j}^{\alpha} \mathbf{S}_{n}(\hat{x})\right), \quad \alpha=P, S
$$

where $\widehat{B}_{n, j}^{\alpha}$ and $\widehat{C}_{n, j}^{\alpha}$ are defined in the same way as $B_{n, j}^{\alpha}$ and $C_{n, j}^{\alpha}$ with $H_{n}^{(1)}$ replaced by $J_{n}$. Hence, the transmission conditions in 10.89 can be written as

$$
\begin{equation*}
\frac{1}{r_{j-1}^{2}} \mathbf{M}_{n, j-1}\left(\widehat{a}_{j-1}^{n, P}, \widehat{a}_{j-1}^{n, S}, a_{j-1}^{n, P}, a_{j-1}^{n, S}\right)^{t}=\frac{1}{r_{j}^{2}} \mathbf{M}_{n, j}\left(\widehat{a}_{j}^{n, P}, \widehat{a}_{j}^{n, S}, a_{j}^{n, P}, a_{j}^{n, S}\right)^{t} \tag{10.90}
\end{equation*}
$$

for $j=1, \ldots, L$, where $\mathbf{M}_{n, j}, j=0, \ldots, L, n=0, \ldots, N$, is the $4 \times 4$ matrix defined by

$$
\mathbf{M}_{n, j}:=\left(\begin{array}{cccc}
t_{j, P} J_{n}^{\prime}\left(t_{j, P}\right) & \sqrt{-1} n J_{n}\left(t_{j, S}\right) & t_{j, P}\left(H_{n}^{(1)}\right)^{\prime}\left(t_{j, P}\right) & \sqrt{-1} n H_{n}^{(1)}\left(t_{j, S}\right) \\
\sqrt{-1} n J_{n}\left(t_{j, P}\right) & -t_{j, S} J_{n}^{\prime}\left(t_{j, S}\right) & i n H_{n}^{(1)}\left(t_{j, P}\right) & -t_{j, S} H_{n}^{(1)}\left(t_{j, S}\right) \\
\widehat{B}_{n, j}^{P}\left(t_{j, P}\right) & \widehat{B}_{n, j}^{S}\left(t_{j, S}\right) & B_{n, j}^{P}\left(t_{j, P}\right) & B_{n, j}^{S}\left(t_{j, S}\right) \\
\widehat{C}_{n, j}^{P}\left(t_{j, P}\right) & \widehat{C}_{n, j}^{S}\left(t_{j, P}\right) & C_{n, j}^{S}\left(t_{j, S}\right) & C_{n, j}^{S}\left(t_{j, S}\right)
\end{array}\right),
$$

The traction-free boundary condition on $|x|=r_{L+1}=1$ amounts to

$$
\begin{equation*}
\mathbf{M}_{n, L+1}\left(\widehat{a}_{L}^{n, P}, \widehat{a}_{L}^{n, S}, a_{L}^{n, P}, a_{L}^{n, S}\right)^{t}=(0,0,0,0)^{t} \tag{10.91}
\end{equation*}
$$

for $n=0, \ldots, N$ with

$$
\mathbf{M}_{n, L+1}:=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\widehat{B}_{n, L}^{P} & \widehat{B}_{n, L}^{S} & B_{n, L}^{P} & B_{n, L}^{S} \\
\widehat{C}_{n, L}^{P} & \widehat{C}_{n, L}^{S} & C_{n, L}^{P} & C_{n, L}^{S}
\end{array}\right)
$$

Combining 10.90 and 10.91 we obtain

$$
\left\{\begin{array}{l}
\mathbf{Q}^{(n)}\left(\hat{a}_{0}^{n, P}, \widehat{a}_{0}^{n, S}, a_{0}^{n, P}, a_{0}^{n, S}\right)^{t}=(0,0,0,0)^{t}  \tag{10.92}\\
\mathbf{Q}^{(n)}=\mathbf{Q}^{(n)}\left(\lambda, \mu, \rho \omega^{2}\right):=\left(\frac{r_{L}}{r_{0}}\right)^{2} \mathbf{M}_{n, L+1} \\
\quad \times \prod_{j=1}^{L} \mathbf{M}_{n, j}^{-1} \mathbf{M}_{n, j-1}=\left(\begin{array}{cc}
0 & 0 \\
\mathbf{Q}_{21}^{(n)} & \mathbf{Q}_{22}^{(n)}
\end{array}\right)
\end{array}\right.
$$

where $\mathbf{Q}_{21}^{(n)}, \mathbf{Q}_{22}^{(n)}$ are $2 \times 2$ matrix functions of $\lambda, \mu$ and $\rho \omega^{2}$.
Exactly like the acoustic case in Section 10.3 one can show that the determinant of $\mathbf{Q}_{22}^{(n)}$ is non-vanishing. Therefore, it suffices to look for the parameters $\lambda_{j}, \mu_{j}, \rho_{j}$ $(j=1,2, \ldots, L)$ from the nonlinear algebraic equations

$$
\left(\mathbf{Q}_{21}^{(n)}\right)_{i, k}\left(\lambda, \mu, \rho \omega^{2}\right)=0, \quad i, k=1,2, \quad n=1,2 \ldots
$$

We are interested in a nearly S-vanishing structure of order $N$ at low frequencies, that is, a structure $(\lambda, \mu, \rho)$ such that

$$
W_{n}^{\alpha, \beta}(\lambda, \mu, \rho, \omega)=o\left(\omega^{2 N}\right) \quad \text { for all } \quad \alpha, \beta \in\{P, S\},|n| \leq N, \quad \text { as } \quad \omega \rightarrow 0
$$

To this end, we need to study the asymptotic behavior of $W_{n}^{\alpha, \beta}(\lambda, \mu, \rho, \omega)$ as $\omega$ tends to zero. In view of 10.88 and 10.92 we find out that

$$
\begin{align*}
& \left(W_{n}^{\alpha, P}, W_{n}^{\alpha, S}\right)^{t}=\sqrt{-1} 4 \rho_{0} c_{\alpha}^{2}\left(a_{0}^{n, P}, a_{0}^{n, S}\right)^{t}  \tag{10.93}\\
& \quad=-\sqrt{-1} 4 \rho_{0} c_{\alpha}^{2}\left(\mathbf{Q}_{22}^{(n)}\right)^{-1} \mathbf{Q}_{21}^{(n)}\left(\widehat{a}_{0}^{n, P}, \widehat{a}_{0}^{n, S}\right)^{t}
\end{align*}
$$

where $\widehat{a}_{0}^{n, P}$ and $\widehat{a}_{0}^{n, S}$ are selected depending on 10.88 .
Let $W_{n}$ denote the $2 \times 2$ matrix

$$
W_{n}=\left(\begin{array}{ll}
W_{n}^{P, P} & W_{n}^{S, P} \\
W_{n}^{P, S} & W_{n}^{S, S}
\end{array}\right)
$$

Then, the following result based on relation 10.93 elucidates the low frequency asymptotic behavior of $W_{n}$.

Theorem 10.13. For all $n \in \mathbb{N}$, we have

$$
\begin{equation*}
\mathbf{W}_{n}(\lambda, \mu, \rho, \omega)=\omega^{2 n}\left(\mathbf{V}_{n, 0}(\lambda, \mu, \rho)+\sum_{l=0}^{N-n} \sum_{j=0}^{(L+1) l} \omega^{2 l}(\ln \omega)^{j} \mathbf{V}_{n, l, j}(\lambda, \mu, \rho)\right)+\mathbf{\Upsilon}_{n} \tag{10.94}
\end{equation*}
$$

as $\omega \rightarrow 0$, where the matrices $\mathbf{V}_{n, 0}$ and $\mathbf{V}_{n, l, j}$ are defined by

$$
\mathbf{V}_{n, 0}=\left(\begin{array}{cc}
\mathbf{V}_{n, 0}^{P, P} & \mathbf{V}_{n, 0}^{S, P} \\
\mathbf{V}_{n, 0}^{P, S} & \mathbf{V}_{n, 0}^{S, S}
\end{array}\right) \quad \text { and } \quad \mathbf{V}_{n, l, j}=\left(\begin{array}{cc}
\mathbf{V}_{n, l, j}^{P, P} & \mathbf{V}_{n, l, j}^{S, P} \\
\mathbf{V}_{n, l, j}^{P, S} & \mathbf{V}_{n, l, j}^{S, S}
\end{array}\right)
$$

in terms of some $V_{n, 0}^{\alpha, \beta}$ and $V_{n, l, j}^{\alpha, \beta}$ dependent on $\lambda, \mu, \rho$ but independent of $\omega$. The residual matrix $\Upsilon_{n}=\left(\Upsilon_{i k}^{n}\right)_{i, k=1,2}$ is such that $\left|\Upsilon_{i k}^{n}\right| \leq C \omega^{2 N}$, for all $i, k=1,2$, where the constant $C \in \mathbb{R}_{+}$is independent of $\omega$.

The analytic expressions of the quantities $\mathbf{V}_{n, 0}^{\alpha, \beta}$ and $\mathbf{V}_{n, l, j}^{\alpha, \beta}$ in terms of $\lambda_{j}$, $\mu_{j}$ and $\rho_{j}$ are very complicated, but can be extracted by, for example, using the symbolic toolbox of MATLAB. Theorem 10.13 follows from 10.93 and the lowfrequency asymptotics of $\mathbf{Q}_{22}^{(n)}\left(\lambda, \mu, \rho \omega^{2}\right)$ and $\mathbf{Q}_{21}^{(n)}\left(\lambda, \mu, \rho \omega^{2}\right)$ as $\omega \rightarrow 0$. The latter can be derived based on the definition given in 10.92 in combination with the expansion formulas for Bessel and Neumann functions and their derivatives for small arguments. For the sake of completeness below we sketch the proof of Theorem 10.13

Proof of Theorem 10.13. Recall that for $t \rightarrow 0$

$$
\begin{aligned}
J_{n}(t) & =\frac{t^{n}}{2^{n} \Gamma(n+1)}+O\left(t^{n+1}\right) \\
J_{n}^{\prime}(t) & =\frac{n t^{n-1}}{2^{n} \Gamma(n+1)}+O\left(t^{n+1}\right) \\
Y_{n}(t) & =-\frac{2^{n} \Gamma(n)}{\pi t^{n}}+O\left(t^{-n+1}\right) \\
Y_{n}^{\prime}(t) & =\frac{2^{n} \Gamma(n+1)}{\pi t^{n+1}}+O\left(t^{-n}\right)
\end{aligned}
$$

Hence, by the definition of $B_{n}^{\alpha}(t, \lambda, \mu), C_{n}^{\alpha}(t, \lambda, \mu), \widehat{B}_{n}^{\alpha}(t, \lambda, \mu)$ and $\widehat{C}_{n}^{\alpha}(t, \lambda, \mu)$, we have

$$
\begin{aligned}
& B_{n}^{P}(t, \lambda, \mu)=-C_{n}^{S}(t, \lambda, \mu)=-\frac{\sqrt{-1} \mu 2^{n+1} \Gamma(n+1)}{\pi t^{n}}+O\left(t^{-n+1}\right) \\
& C_{n}^{P}(t, \lambda, \mu)=-B_{n}^{S}(t, \lambda, \mu)=-\frac{\mu n 2^{n+1} \Gamma(n+1)}{\pi t^{n}}+O\left(t^{-n+1}\right) \\
& \widehat{B}_{n}^{P}(t, \lambda, \mu)=-\widehat{C}_{n}^{S}(t, \lambda, \mu)=-\frac{\sqrt{-1} \mu n t^{n}}{2^{n-1} \Gamma(n+1)}+O\left(t^{n+1}\right) \\
& \widehat{C}_{n}^{P}(t, \lambda, \mu)=-\widehat{B}_{n}^{S}(t, \lambda, \mu)=-\frac{\mu n^{2} t^{n}}{2^{n-1} \Gamma(n+1)}+O\left(t^{n+1}\right)
\end{aligned}
$$

as $t \rightarrow 0$. Inserting the previous asymptotic behavior into the expression of $\mathbf{M}_{n, j}$ we get

$$
\mathbf{M}_{n, j}=\left(\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12}  \tag{10.95}\\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right)
$$

where

$$
\begin{aligned}
& \mathbf{A}_{11}=\frac{n}{2^{n} \Gamma(n+1)}\left(\begin{array}{cc}
t_{j, P}^{n-1} & \sqrt{-1} t_{j, S}^{n} \\
\sqrt{-1} t_{j, P}^{n} & -t_{j, S}^{n-1}
\end{array}\right)+O\left(\omega^{n}\right), \\
& \mathbf{A}_{12}=\frac{2^{n} \Gamma(n+1)}{\pi}\left(\begin{array}{cc}
\sqrt{-1} t_{j, P}^{-n-1} & t_{j, S}^{-n} \\
t_{j, P}^{-n} & -\sqrt{-1} t_{j, S}^{-n-1}
\end{array}\right)+O\left(\omega^{-n}\right), \\
& \mathbf{A}_{21}=-\frac{\mu n}{2^{n-1} \Gamma(n+1)}\left(\begin{array}{cc}
\sqrt{-1} t_{j, P}^{n} & n t_{j, S}^{n} \\
n t_{j, P}^{n} & -\sqrt{-1} t_{j, S}^{n-1}
\end{array}\right)+O\left(\omega^{n+1}\right), \\
& \mathbf{A}_{22}=-\frac{2^{n+1} \mu \Gamma(n+1)}{\pi}\left(\begin{array}{cc}
\sqrt{-1} t_{j, P}^{-n} & t_{j, S}^{-n} \\
t_{j, P}^{-n} & -\sqrt{-1} t_{j, S}^{-n-1}
\end{array}\right)+O\left(\omega^{-n+1}\right) .
\end{aligned}
$$

This implies that

$$
\begin{align*}
& \mathbf{M}_{n, j}=\left(\begin{array}{cc}
O\left(\omega^{n-1}\right) & O\left(\omega^{-n-1}\right) \\
O\left(\omega^{n}\right) & O\left(\omega^{-n}\right)
\end{array}\right), \quad j=1, \ldots, L  \tag{10.96}\\
& \mathbf{M}_{n, L}=\left(\begin{array}{cc}
0 & 0 \\
O\left(\omega^{n}\right) & O\left(\omega^{-n}\right)
\end{array}\right) \quad \text { as } \omega \rightarrow 0 \tag{10.97}
\end{align*}
$$

Moreover, the inverse of $\mathbf{M}_{n, j}$ can be expressed as

$$
\mathbf{M}_{n, j}^{-1}=\left(\begin{array}{cc}
\mathbf{A}_{11}^{-1}+\mathbf{A}_{11}^{-1} \mathbf{A}_{12} \mathbf{B}^{-1} \mathbf{A}_{21} \mathbf{A}_{11}^{-1} & -\mathbf{A}_{11}^{-1} \mathbf{A}_{12} \mathbf{B}^{-1} \\
-\mathbf{B}^{-1} \mathbf{A}_{21} \mathbf{A}_{11}^{-1} & \mathbf{B}^{-1}
\end{array}\right)
$$

where $\mathbf{B}$ is the Schur complement of $\mathbf{A}_{22}$, that is,

$$
\mathbf{B}:=\mathbf{A}_{22}-\mathbf{A}_{21} \mathbf{A}_{11}^{-1} \mathbf{A}_{12}
$$

Since
$\mathbf{A}_{11}^{-1}=O\left(\omega^{-n+1}\right), \quad \mathbf{A}_{11}^{-1} \mathbf{A}_{12}=O\left(\omega^{-2 n}\right), \quad \mathbf{A}_{21} \mathbf{A}_{11}^{-1}=O(\omega) \quad$ and $\quad \mathbf{B}^{-1}=O\left(\omega^{n}\right)$, it follows that

$$
\mathbf{M}_{n, j}^{-1}=\left(\begin{array}{cc}
O\left(\omega^{-n+1}\right) & O\left(\omega^{-n}\right)  \tag{10.98}\\
O\left(\omega^{n+1}\right) & O\left(\omega^{n}\right)
\end{array}\right) \quad \text { as } \omega \rightarrow 0
$$

Inserting 10.96, 10.97 and 10.98 into the expression 10.92 of $\mathbf{Q}^{(n)}$ and then making use of the series expansions of $J_{n}, Y_{n}, J_{n}^{\prime}$ and $Y_{n}^{\prime}$ we find out that

$$
\begin{aligned}
& \mathbf{Q}_{21}^{(n)}\left(\lambda, \mu, \rho \omega^{2}\right)=\omega^{n}\left(\boldsymbol{\Gamma}_{n, 0}(\lambda, \mu, \rho)+\sum_{l=1}^{N-n} \sum_{j=0}^{L+1} \boldsymbol{\Gamma}_{n, l}^{(j)}(\lambda, \mu, \rho) \omega^{2 l}(\ln \omega)^{j}+o\left(\omega^{2(N-n)}\right)\right) \\
& \mathbf{Q}_{22}^{(n)}\left(\lambda, \mu, \rho \omega^{2}\right)=\omega^{-n}\left(H_{n, 0}(\lambda, \mu, \rho)+\sum_{l=1}^{N-n} \sum_{j=0}^{L+1} H_{n, l}^{(j)}(\lambda, \mu, \rho) \omega^{2 l}(\ln \omega)^{j}+o\left(\omega^{2(N-n)}\right)\right),
\end{aligned}
$$

which together with 10.93 yields 10.94 . Here, the remaining $o\left(\omega^{2(N-n)}\right)$ terms are understood element-wisely for the matrices.

In order to construct a nearly S-vanishing structure of order $N$ at low frequencies, thanks to Theorem 10.13 we need to determine the parameters $\lambda_{j}, \mu_{j}$ and $\rho_{j}$ from the equations

$$
\mathbf{V}_{n, 0}^{\alpha, \beta}(\lambda, \mu, \rho)=\mathbf{V}_{n, l, j}^{\alpha, \beta}(\lambda, \mu, \rho)=0
$$

for all $0 \leq n \leq N, 1 \leq l \leq(N-n), 1 \leq j \leq(L+1) l$ and $\alpha, \beta \in\{P, S\}$. Numerically, this can be achieved by applying, for example, the gradient descent method to the minimization problem

$$
\min _{\lambda_{j}, \mu_{j}, \rho_{j}} \sum_{\alpha, \beta \in\{P, S\}}\left\{\left|\mathbf{V}_{n, 0}^{\alpha, \beta}\right|^{2}+\sum_{l=0}^{N-n} \sum_{j=0}^{(L+1) l}\left|\mathbf{V}_{n, l, j}^{\alpha, \beta}\right|^{2}\right\}
$$

10.5.2. Enhancement of Near Cloaking. The aim of this section is to show that the nearly S-vanishing structures constructed in Subsection 10.5.1 can be used to enhance the cloaking effect in elasticity. The enhancement of near cloaking is based on the idea of transformation optics used in the previous sections. Let $(\lambda, \mu, \rho)$ be a nearly S-vanishing structure of order $N$ at low frequencies, taking the form of 10.85 . This implies that for some fixed $\omega>0$ there exists $\epsilon_{0}>0$ such that

$$
\left|W_{m, n}^{\alpha, \beta}[\lambda, \mu, \rho, \epsilon \omega]\right|=o\left(\epsilon^{2 N}\right), \quad|n| \leq N, \quad \epsilon \leq \epsilon_{0}
$$

On the other hand, recall from the proof of Lemma 2.145 that

$$
\begin{array}{r}
\left|W_{n}^{\alpha, \beta}[\lambda, \mu, \rho, \epsilon \omega]\right| \leq \frac{C_{\alpha, \beta}^{2|n|-2}}{|n|^{2|n|-2}} \epsilon^{2|n|-2} \\
\leq \frac{C_{\alpha, \beta}^{2|n|-2}}{|n|^{2|n|-2}} \epsilon^{2 N-2} \quad \text { for all } \quad|n| \geq N, \epsilon \leq \epsilon_{0} \tag{10.100}
\end{array}
$$

Hence, by Theorem 2.146, the far-field elastic scattering amplitudes can be estimated by
uniformly in all observation directions $\hat{x}$ and incident directions $\hat{x}^{\prime}$. Introduce the transformation on $\mathbb{R}^{2}$ :

$$
\Psi_{\epsilon}(x):=\frac{1}{\epsilon} x, \quad x \in \mathbb{R}^{2}
$$

Then arguing as in the acoustic and electromagnetic case we have

$$
\mathbf{u}_{\alpha}^{\infty}\left[\lambda \circ \Psi_{\epsilon}, \mu \circ \Psi_{\epsilon}, \rho \circ \Psi_{\epsilon}, \omega\right]=\mathbf{u}_{\alpha}^{\infty}[\lambda, \mu, \rho, \epsilon \omega]=o\left(\epsilon^{2 N-2}\right) \quad \text { for all } \quad \epsilon \leq \epsilon_{0}
$$

Note that the medium $\left(\lambda \circ \Psi_{\epsilon}, \mu \circ \Psi_{\epsilon}, \rho \circ \Psi_{\epsilon}\right)$ is a homogeneous multi-coated structure of radius $2 \epsilon$.

We now apply the transformation invariance of the Lamé system to the medium $\left(\lambda \circ \Psi_{\epsilon}, \mu \circ \Psi_{\epsilon}, \rho \circ \Psi_{\epsilon}\right)$. Recall that the elastic wave propagation in such a homogeneous isotropic medium can be restated as

$$
\nabla \cdot(\mathfrak{C}: \nabla \mathbf{u})+\omega^{2}\left(\rho \circ \Psi_{\epsilon}\right) \mathbf{u}=0 \quad \text { in } \quad \mathbb{R}^{2}
$$

where $\mathfrak{C}=\left(C_{i j k l}\right)_{i, j, k, l=1}^{N}$ is the fourth-rank stiffness tensor defined by

$$
\begin{equation*}
C_{i j k l}(x)=\left(\lambda \circ \Psi_{\epsilon}\right) \delta_{i, j} \delta_{k, l}+\left(\mu \circ \Psi_{\epsilon}\right)\left(\delta_{i, k} \delta_{j, l}+\delta_{i, l} \delta_{j, k}\right), \tag{10.102}
\end{equation*}
$$

and the action of $\mathfrak{C}$ on a matrix $\mathbf{A}=\left(a_{i j}\right)_{i, j=1,2}$ is defined as

$$
\begin{equation*}
\mathfrak{C}: \mathbf{A}=(\mathfrak{C}: \mathbf{A})_{i, j=1}^{2}=\left(\sum_{k, l=1,2} C_{i j k l} a_{k l}\right)_{i, j=1,2} \tag{10.103}
\end{equation*}
$$

In the case of a generic anisotropic elastic material, the stiffness tensor satisfies the following symmetries

$$
\begin{equation*}
\text { major symmetry: } \quad C_{i j k l}=C_{k l i j}, \quad \text { minor symmetries: } \quad C_{i j k l}=C_{j i k l}=C_{i j l k}, \tag{10.104}
\end{equation*}
$$

for all $i, j, k, l=1,2$. Let $\tilde{x}=\left(\tilde{x}_{1}, \tilde{x}_{2}\right)=F_{\epsilon}(x): \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be a bi-Lipschitz and orientation-preserving transformation such that $F_{\epsilon}(\{|x|<\epsilon\})=\{|\tilde{x}|<1\}$ and the region $|x| \geq 2$ remains invariant under the transformation. This implies that we have blown up a small traction-free disk of radius $\epsilon<1$ to the unit disk centered at the origin. The push-forwards of $\mathfrak{C}$ and $\rho$ are defined respectively by

$$
\begin{aligned}
& \left(F_{\epsilon}\right)_{*} \mathfrak{C}:=\widehat{\mathfrak{C}}=\left(\widehat{C}_{i q k p}(\tilde{x})\right)_{i, q, k, p=1}^{2}=\left(\left.\frac{1}{\operatorname{det}(\mathbf{M})}\left\{\sum_{l, j=1,2} C_{i j k l} \frac{\partial \tilde{x}_{p}}{\partial x_{l}} \frac{\partial \tilde{x}_{q}}{\partial x_{j}}\right\}\right|_{x=F_{\epsilon}^{-1}(\tilde{x})}\right)_{i, q, k, p=1,2}, \\
& \left(F_{\epsilon}\right)_{*} \rho:=\widehat{\rho}=\left.\left(\frac{\rho}{\operatorname{det}(\mathbf{M})}\right)\right|_{x=F_{\epsilon}^{-1}(\tilde{x})}, \quad \mathbf{M}=\left(\frac{\partial \tilde{x}_{i}}{\partial x_{j}}\right)_{i, j=1,2}
\end{aligned}
$$

We need the following lemma (see, for instance, [266, $\mathbf{3 5 2}]$ ).
Lemma 10.14. The function $\mathbf{u}$ is a solution to $\nabla \cdot(\mathfrak{C}: \nabla u)+\omega^{2} \rho \mathbf{u}=0$ in $\mathbb{R}^{2}$ if and only if $\widehat{\mathbf{u}}=\mathbf{u} \circ\left(F_{\epsilon}\right)^{-1}$ satisfies $\widehat{\nabla} \cdot(\widehat{\mathfrak{C}}: \widehat{\nabla} \widehat{\mathbf{u}})+\omega^{2} \widehat{\rho} \widehat{\mathbf{u}}=0$ in $\mathbb{R}^{2}$, where $\widehat{\nabla}$ denotes the gradient operator with respect to the transformed variable $\tilde{x}$.

Applying the above lemma to the Lamé system (10.102) we obtain the following result.

Theorem 10.15. If $(\lambda, \mu, \rho)$ is a nearly $S$-vanishing structure of order $N$ at low frequencies, there exists $\epsilon_{0}>0$ such that

$$
\mathbf{u}_{\alpha}^{\infty}\left[\left(F_{\epsilon}\right)_{*} \mathfrak{C},\left(F_{\epsilon}\right)_{*}\left(\rho \circ \Psi_{\epsilon}\right), \omega\right]\left(x, x^{\prime}\right)=o\left(\epsilon^{2 N-2}\right), \quad \alpha=P, S
$$

for all $\epsilon<\epsilon_{0}$, uniformly in all $x$ and $x^{\prime}$. Here the stiffness tensor $\mathfrak{C}$ is defined by (10.102). Moreover, an elastic medium $\left(\left(F_{\epsilon}\right)_{*} \mathfrak{C},\left(F_{\epsilon}\right)_{*}\left(\rho \circ \Psi_{\epsilon}\right)\right)$ in $1<|x|<2$ is a nearly cloaking device for the hidden region $|x|<1$.

Theorem 10.15 implies that for any frequency $\omega$ and any integer number $N$ there exist $\epsilon_{0}=\epsilon_{0}(\omega, N)>0$ and the elastic medium $\left(\left(F_{\epsilon}\right)_{*} \mathfrak{C},\left(F_{\epsilon}\right)_{*}\left(\rho \circ \Psi_{\epsilon}\right)\right)$ with $\epsilon<\epsilon_{0}$ such that the nearly cloaking enhancement can be achieved at the order $o\left(\epsilon^{2 N-2}\right)$. We finish this section with the following remarks.

REMARK 10.16. Unlike the acoustic and electromagnetic case, the transformed elastic tensor $\left(F_{\epsilon}\right)_{*} \mathfrak{C}$ is not anisotropic, since it possesses the major symmetry only. Note that the transformed mass density $\left(F_{\epsilon}\right)_{*}\left(\rho \circ \Psi_{\epsilon}\right)$ is still isotropic. In fact, it has been pointed out by Milton, Briane and Willis 352] that the invariance of the Lamé system can be achieved only if one relaxes the assumption on the minor symmetry of the transformed elastic tensor. This has led Norris and Shuvalov 372 and Parnell 393 to explore the elastic cloaking by using Cosserat material or by employing non-linear pre-stress in a neo-Hookean elastomeric material.

REMARK 10.17. We have designed an enhanced nearly cloaking device for general incoming elastic plane waves. A device for cloaking only compressional or shear waves can be analogously constructed by using the corresponding elastic scattering coefficients.

### 10.6. Concluding Remarks

In this chapter, near-cloaking examples for electromagnetic and acoustic waves have been shown. Based on the scattering coefficients vanishing approach, cloaking devices that achieve an enhanced interior cloaking effect have been designed. Such cloaking devices have been obtained via blow-up using the transformation optics of multicoated domains. The cloaking devices have anisotropic material parameters. Nevertheless, they can be approximated by concentric isotropic homogeneous coatings 409. For wave propagation problems, when considering near-cloaking for the Helmholtz or Maxwell equations, it was proved in [38 that cloaking is increasingly difficult as the cloaked object becomes bigger or the operating frequency becomes higher. The difficulty scales proportionally to the object diameter of the frequency. Another important observation made in [38 is that the reduction factor of the scattering cross-section is higher in the backscattering region than in the forwarded one. This is due to the creeping waves propagating in the shadow region. As a consequence, the cloaking problem becomes easier if only scattered waves at certain angles are visible. The constructions proposed in this chapter can be extended to the enhanced reshaping problem. In [38], it was also shown how to make any target look like a disc with homogeneous physical parameters.

## CHAPTER 11

## Anomalous Resonance Cloaking and Shielding

### 11.1. Introduction

In this chapter, we consider the dielectric problem with a source term, which models the quasi-static (zero-frequency) transverse magnetic regime. The cloaking of the source is achieved in a region external to a plasmonic structure. The plasmonic structure consists of a shell having relative permittivity $-1+\sqrt{-1} \delta$ with $\delta$ modeling losses.

The cloaking issue is directly linked to the existence of anomalous localized resonance (ALR), which is tied to the fact that an elliptic system of equations can exhibit localization effects near the boundary of ellipticity. The plasmonic structure exhibits ALR if, as the loss parameter $\delta$ goes to zero, the magnitude of the quasi-static in-plane electric field diverges throughout a specific region (with sharp boundary not defined by any discontinuities in the relative permittivity), called the anomalous resonance region, but converges to a smooth field outside that region. The anomalous feature of the resonance is that it is not associated to a finite dimensional eigenvalue and a forcing term at or near the resonant frequency. Instead, the resonance here is associated to an infinite dimensional kernel of the limiting (non-elliptic) operator. The localized feature of the resonance refers to the fact that the resonance is spatially localized.

To state the problem, let $\Omega_{e}$ be a bounded domain in $\mathbb{R}^{2}$ and let $\Omega_{i}$ be a domain whose closure is contained in $\Omega_{e}$. Throughout this chapter, we assume that $\Omega_{e}$ and $\Omega_{i}$ are smooth. For a given loss parameter $\delta>0$, the permittivity distribution in $\mathbb{R}^{2}$ is given by

$$
\varepsilon_{\delta}= \begin{cases}1 & \text { in } \mathbb{R}^{2} \backslash \overline{\Omega_{e}}  \tag{11.1}\\ -1+\sqrt{-1} \delta & \text { in } \Omega_{e} \backslash \overline{\Omega_{i}} \\ 1 & \text { in } \Omega_{i}\end{cases}
$$

We may consider the configuration as a core with permittivity 1 coated by the shell $\Omega_{e} \backslash \overline{\Omega_{i}}$ with permittivity $-1+\sqrt{-1} \delta$. This structure is called a superlens. It is inserted into a medium with permittivity 1. It turns out that quite interesting behavior happens in the limit as $\delta \rightarrow 0$. The superlens acts as an exterior cloaking device for certain sources since the resonance cancels the effect of those sources.

For a given function $f$ compactly supported in $\mathbb{R}^{2}$ satisfying

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} f d x=0 \tag{11.2}
\end{equation*}
$$

(which physically is required by conservation of charge), we consider the following dielectric problem:

$$
\begin{equation*}
\nabla \cdot \varepsilon_{\delta} \nabla V_{\delta}=\alpha f \quad \text { in } \mathbb{R}^{2} \tag{11.3}
\end{equation*}
$$

with the decay condition $V_{\delta}(x) \rightarrow 0$ as $|x| \rightarrow \infty$.
A fundamental problem is to identify those sources $f$ such that when $\alpha=1$ then first

$$
\begin{equation*}
E_{\delta}:=\int_{\Omega_{e} \backslash \overline{\Omega_{i}}} \delta\left|\nabla V_{\delta}\right|^{2} d x \rightarrow \infty \quad \text { as } \delta \rightarrow 0 \tag{11.4}
\end{equation*}
$$

and second $V_{\delta}$ remains bounded outside some radius $a$ :

$$
\begin{equation*}
\left|V_{\delta}(x)\right|<C, \text { when }|x|>a \tag{11.5}
\end{equation*}
$$

for some constants $C$ and $a$ independent of $\delta$ (which requires that the ball $\Omega_{a}:=$ $\{|x|<a\}$ contains the entire region of anomalous localized resonance). The quantity $E_{\delta}$ is proportional to the electromagnetic power dissipated into heat by the time harmonic electrical field averaged over time. Hence (11.4) implies an infinite amount of energy dissipated per unit time in the limit $\delta \rightarrow 0$ which is unphysical. If instead we choose $\alpha=1 / \sqrt{E_{\delta}}$ then the source $\alpha f$ will produce the same power independent of $\delta$ and the new associated solution $V_{\delta}$ (which is the previous solution $V_{\delta}$ multiplied by $\alpha$ ) will approach zero outside the radius $a$ : cloaking due to anomalous localized resonance (CALR) occurs. The conditions $\sqrt{11.4}$ ) and $\sqrt{11.5}$ ) are sufficient to ensure CALR: a necessary and sufficient condition is that (with $\alpha=1$ ) $V_{\delta} / \sqrt{E_{\delta}}$ goes to zero outside some radius as $\delta \rightarrow 0$. We also consider a weaker blow-up of the energy dissipation, namely,

$$
\begin{equation*}
\limsup _{\delta \rightarrow 0} E_{\delta}=\infty \tag{11.6}
\end{equation*}
$$

We say that weak CALR takes place if 11.6 holds (in addition to 11.5$)$ ). Then the (renormalized) source $f / \sqrt{E_{\delta}}$ will be essentially invisible for an infinite sequence of small values of $\delta$ tending to zero (but would be visible for values of $\delta$ interspersed between this sequence if CALR does not additionaly hold).

The aim of this chapter is to review a general method based on the potential theory to study cloaking due to anomalous resonance. Using layer potential techniques, we reduce the problem to a singularly perturbed system of integral equations. The system is non-self-adjoint. A symmetrization technique can be applied in the general case. In the case of an annulus ( $\Omega_{i}$ is the disk of radius $\rho_{i}$ and $\Omega_{e}$ is the concentric disk of radius $\rho_{e}$ ), it is known 353 that there exists a critical radius (the cloaking radius)

$$
\begin{equation*}
\rho_{\star}=\sqrt{\rho_{e}^{3} \rho_{i}^{-1}} \tag{11.7}
\end{equation*}
$$

such that any finite collection of dipole sources located at fixed positions within the annulus $\Omega_{\rho_{\star}} \backslash \bar{\Omega}_{e}$ is cloaked. We show that if $f$ is an integrable function supported in $E \subset \Omega_{\rho_{\star}} \backslash \overline{\Omega_{e}}$ satisfying $(11.2)$ and the Newtonian potential of $f$ does not extend as a harmonic function in $\Omega_{\rho_{\star}}$, then weak CALR takes place. Moreover, we show that if the Fourier coefficients of the Newtonian potential of $f$ satisfy a mild gap condition, then CALR takes place. Conversely we show that if the source function $f$ is supported outside $\Omega_{\rho_{\star}}$ then (11.4) does not happen and no cloaking occurs.

In this chapter, we also show that a cylindrical superlens can also act as a new kind of electrostatic shielding device if the core is eccentric to the shell. Electrostatic shielding is the phenomenon that is observed when a Faraday cage operates to block the effects of an electric field. Such a cage can block the effects of an external field on its internal contents, or the effects of an internal field on the outside environment. While such a conventional device shields a region enclosed by the device, a superlens
with an eccentric core can shield a non-coated region which is located outside the device. Moreover, the size of the shielded region can be arbitrarily large while that of the device is fixed. We call this phenomenon shielding at a distance. The key element to study in the eccentric case is the Möbius transformation via which a concentric annulus is transformed into an eccentric one. We also provide various numerical examples to show the cloaking and shielding effects due to anomalous resonance.

This chapter is organized as follows. In Section 11.2 we transform the problem into a system of integral equations using layer potentials. In Section 11.3, we treat the special case of an annulus. In Section 11.4 we investigate the conditions required for shielding at a distance and geometric features such as the location and size of the shielded region. The results on cloaking are from 31 and those on shielding at a distance are from 460. As shown in this chapter, plasmonic resonance effects have many applications in cloaking and shielding. This is one of the reasons why the development of negative index metamaterials is another very much-studied research area 141, 142, 325, 433.

### 11.2. Layer Potential Formulation

As in Chapter 2, for $\partial \Omega_{i}$ or $\partial \Omega_{e}$, we denote, respectively, the single and double layer potentials of a function $\phi \in L^{2}$ as $\mathcal{S}_{\Omega_{i}}^{0}[\phi]$ and $\mathcal{D}_{\Omega_{e}}^{0}[\phi]$. We also introduce the associated Neumann-Poincaré operators $\mathcal{K}_{\Omega_{i}}^{0}$ and $\mathcal{K}_{\Omega_{e}}^{0}$.

Let $F$ be the Newtonian potential of $f$, i.e.,

$$
\begin{equation*}
F(x)=\int_{\mathbb{R}^{2}} \Gamma(x, y) f(y) d y, \quad x \in \mathbb{R}^{2} \tag{11.8}
\end{equation*}
$$

Then $F$ satisfies $\Delta F=f$ in $\mathbb{R}^{2}$, and the solution $V_{\delta}$ to 11.3 may be represented as

$$
\begin{equation*}
V_{\delta}(x)=F(x)+\mathcal{S}_{\Omega_{i}}^{0}\left[\phi_{i}\right](x)+\mathcal{S}_{\Omega_{e}}^{0}\left[\phi_{e}\right](x) \tag{11.9}
\end{equation*}
$$

for some functions $\phi_{i} \in L_{0}^{2}\left(\partial \Omega_{i}\right)$ and $\phi_{e} \in L_{0}^{2}\left(\partial \Omega_{e}\right)$ ( $L_{0}^{2}$ is the collection of all square integrable functions with the integral zero). The transmission conditions along the interfaces $\partial \Omega_{e}$ and $\partial \Omega_{i}$ satisfied by $V_{\delta}$ read

$$
\begin{array}{ll}
\left.(-1+\sqrt{-1} \delta) \frac{\partial V_{\delta}}{\partial \nu}\right|_{+}=\left.\frac{\partial V_{\delta}}{\partial \nu}\right|_{-} \quad \text { on } \partial \Omega_{i} \\
\left.\frac{\partial V_{\delta}}{\partial \nu}\right|_{+}=\left.(-1+\sqrt{-1} \delta) \frac{\partial V_{\delta}}{\partial \nu}\right|_{-} \quad \text { on } \partial \Omega_{e}
\end{array}
$$

Hence the pair of potentials $\left(\phi_{i}, \phi_{e}\right)$ is the solution to the following system of integral equations:

$$
\left\{\begin{array}{l}
\left.(-1+\sqrt{-1} \delta) \frac{\partial \mathcal{S}_{\Omega_{i}}^{0}\left[\phi_{i}\right]}{\partial \nu_{i}}\right|_{+}-\left.\frac{\partial \mathcal{S}_{\Omega_{i}}^{0}\left[\phi_{i}\right]}{\partial \nu_{i}}\right|_{-}+(-2+\sqrt{-1} \delta) \frac{\partial \mathcal{S}_{\Omega_{e}}^{0}\left[\phi_{e}\right]}{\partial \nu_{i}}=(2-\sqrt{-1} \delta) \frac{\partial F}{\partial \nu_{i}} \quad \text { on } \partial \Omega_{i} \\
(2-\sqrt{-1} \delta) \frac{\partial \mathcal{S}_{\Omega_{i}}^{0}\left[\phi_{i}\right]}{\partial \nu_{e}}+\left.\frac{\partial \mathcal{S}_{\Omega_{e}}^{0}\left[\phi_{e}\right]}{\partial \nu_{e}}\right|_{+}-\left.(-1+\sqrt{-1} \delta) \frac{\partial \mathcal{S}_{\Omega_{e}}^{0}\left[\phi_{e}\right]}{\partial \nu_{e}}\right|_{-}=(-2+\sqrt{-1} \delta) \frac{\partial F}{\partial \nu_{e}} \quad \text { on } \partial \Omega_{e}
\end{array}\right.
$$

Note that we have used the notation $\nu_{i}$ and $\nu_{e}$ to indicate the outward normal on $\partial \Omega_{i}$ and $\partial \Omega_{e}$, respectively. Using the jump formula 2.8 for the normal derivative
of the single layer potentials, the above equations can be rewritten as

$$
\left[\begin{array}{cc}
-z_{\delta} I+\left(\mathcal{K}_{\Omega_{i}}^{0}\right)^{*} & \frac{\partial}{\partial \nu_{i}} \mathcal{S}_{\Omega_{e}}^{0}  \tag{11.10}\\
\frac{\partial}{\partial \nu_{e}} \mathcal{S}_{\Omega_{i}}^{0} & z_{\delta} I+\left(\mathcal{K}_{\Omega_{e}}^{0}\right)^{*}
\end{array}\right]\left[\begin{array}{l}
\phi_{i} \\
\phi_{e}
\end{array}\right]=-\left[\begin{array}{c}
\frac{\partial F}{\partial \nu_{i}} \\
\frac{\partial F}{\partial \nu_{e}}
\end{array}\right]
$$

on $L_{0}^{2}\left(\partial \Omega_{i}\right) \times L_{0}^{2}\left(\partial \Omega_{e}\right)$, where we set

$$
\begin{equation*}
z_{\delta}=\frac{\sqrt{-1} \delta}{2(2-\sqrt{-1} \delta)} \tag{11.11}
\end{equation*}
$$

Note that the operator in 11.10 can be viewed as a compact perturbation of the operator

$$
R_{\delta}:=\left[\begin{array}{cc}
-z_{\delta} I+\left(\mathcal{K}_{\Omega_{i}}^{0}\right)^{*} & 0  \tag{11.12}\\
0 & z_{\delta} I+\left(\mathcal{K}_{\Omega_{e}}^{0}\right)^{*}
\end{array}\right]
$$

From Lemma 2.2 it follows that the eigenvalues of $\left(\mathcal{K}_{\Omega_{i}}^{0}\right)^{*}$ and $\left(\mathcal{K}_{\Omega_{e}}^{0}\right)^{*}$ lie in the interval $\left(-\frac{1}{2}, \frac{1}{2}\right]$. Observe that $z_{\delta} \rightarrow 0$ as $\delta \rightarrow 0$ and that there are sequences of eigenvalues of $\left(\mathcal{K}_{\Omega_{i}}^{0}\right)^{*}$ and $\left(\mathcal{K}_{\Omega_{e}}^{0}\right)^{*}$ approaching 0 since $\left(\mathcal{K}_{\Omega_{i}}^{0}\right)^{*}$ and $\left(\mathcal{K}_{\Omega_{e}}^{0}\right)^{*}$ are compact. So 0 is the essential singularity of the operator valued meromorphic function

$$
\lambda \in \mathbb{C} \mapsto\left(\lambda I+\left(\mathcal{K}_{\Omega}^{0}\right)^{*}\right)^{-1}
$$

This causes a serious difficulty in dealing with 11.10 . We emphasize that $\left(\mathcal{K}_{\Omega_{e}}^{0}\right)^{*}$ is not self-adjoint in general. In fact, $\left(\mathcal{K}_{\Omega_{e}}^{0}\right)^{*}$ is self-adjoint only when $\partial \Omega_{e}$ is a circle (or a sphere in three dimensions).

Let $\mathcal{H}=L^{2}\left(\partial \Omega_{i}\right) \times L^{2}\left(\partial \Omega_{e}\right)$. We write 11.10 in a slightly different form. We first apply the operator

$$
\left[\begin{array}{cc}
-I & 0 \\
0 & I
\end{array}\right]: \mathcal{H} \rightarrow \mathcal{H}
$$

to 11.10 . Then the equation becomes

$$
\left[\begin{array}{cc}
z_{\delta} I-\left(\mathcal{K}_{\Omega_{i}}^{0}\right)^{*} & -\frac{\partial}{\partial \nu_{i}} \mathcal{S}_{\Omega_{e}}^{0}  \tag{11.13}\\
\frac{\partial}{\partial \nu_{e}} \mathcal{S}_{\Omega_{i}}^{0} & z_{\delta} I+\left(\mathcal{K}_{\Omega_{e}}^{0}\right)^{*}
\end{array}\right]\left[\begin{array}{c}
\phi_{i} \\
\phi_{e}
\end{array}\right]=\left[\begin{array}{c}
\frac{\partial F}{\partial \nu_{i}} \\
-\frac{\partial F}{\partial \nu_{e}}
\end{array}\right]
$$

Let the Neumann-Poincaré-type operator $\mathbb{K}^{*}: \mathcal{H} \rightarrow \mathcal{H}$ be defined by

$$
\mathbb{K}^{*}:=\left[\begin{array}{cc}
-\left(\mathcal{K}_{\Omega_{i}}^{0}\right)^{*} & -\frac{\partial}{\partial \nu_{i}} \mathcal{S}_{\Omega_{e}}^{0}  \tag{11.14}\\
\frac{\partial}{\partial \nu_{e}} \mathcal{S}_{\Omega_{e}}^{0} & \left(\mathcal{K}_{\Omega_{e}}^{0}\right)^{*}
\end{array}\right],
$$

and let

$$
\Phi:=\left[\begin{array}{l}
\phi_{i}  \tag{11.15}\\
\phi_{e}
\end{array}\right], \quad g:=\left[\begin{array}{c}
\frac{\partial F}{\partial \nu_{i}} \\
-\frac{\partial F}{\partial \nu_{e}}
\end{array}\right]
$$

Then, 11.13 can be rewritten in the form

$$
\begin{equation*}
\left(z_{\delta} \mathbb{I}+\mathbb{K}^{*}\right)[\Phi]=g \tag{11.16}
\end{equation*}
$$

where $\mathbb{I}$ is given by

$$
\mathbb{I}=\left[\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right]
$$

### 11.3. Anomalous Resonance in an Annulus

In this section we consider the anomalous resonance when the domains $\Omega_{e}$ and $\Omega_{i}$ are concentric disks. We calculate the explicit form of the limiting solution. Throughout this section, we set $\Omega_{e}=\left\{|x|<\rho_{e}\right\}$ and $\Omega_{i}=\left\{|x|<\rho_{i}\right\}$, where $\rho_{e}>\rho_{i}$.

According to 2.44 and 2.45, if $\Phi$ is given by

$$
\Phi=\sum_{n \neq 0}\left[\begin{array}{l}
\phi_{i}^{n} \\
\phi_{e}^{n}
\end{array}\right] e^{\sqrt{-1} n \theta},
$$

then

$$
\mathbb{K}^{*}[\Phi]=\sum_{n \neq 0}\left[\begin{array}{l}
\frac{\left(\rho_{i} / \rho_{e}\right)^{|n|-1}}{2} \phi_{e}^{n} \\
\frac{\left(\rho_{i} / \rho_{e}\right)^{|n|+1}}{2} \phi_{i}^{n}
\end{array}\right] e^{\sqrt{-1} n \theta}
$$

Thus, if $g$ is given by

$$
g=\sum_{n \neq 0}\left[\begin{array}{l}
g_{i}^{n} \\
g_{e}^{n}
\end{array}\right] e^{\sqrt{-1} n \theta}
$$

the integral equations 11.16 are equivalent to

$$
\left\{\begin{array}{l}
z_{\delta} \phi_{i}^{n}+\frac{\left(\rho_{i} / \rho_{e}\right)^{|n|-1}}{2} \phi_{e}^{n}=g_{i}^{n}  \tag{11.17}\\
z_{\delta} \phi_{e}^{n}+\frac{\left(\rho_{i} / \rho_{e}\right)^{|n|+1}}{2} \phi_{i}^{n}=g_{e}^{n}
\end{array}\right.
$$

for every $|n| \geq 1$. It is readily seen that the solution $\Phi=\left(\phi_{i}, \phi_{e}\right)$ to 11.17) is given by

$$
\begin{aligned}
& \phi_{i}=2 \sum_{n \neq 0} \frac{2 z_{\delta} g_{i}^{n}-\left(\rho_{i} / \rho_{e}\right)^{|n|-1} g_{e}^{n}}{4 z_{\delta}^{2}-\left(\rho_{i} / \rho_{e}\right)^{2|n|}} e^{\sqrt{-1} n \theta} \\
& \phi_{e}=2 \sum_{n \neq 0} \frac{2 z_{\delta} g_{e}^{n}-\left(\rho_{i} / \rho_{e}\right)^{|n|+1} g_{i}^{n}}{4 z_{\delta}^{2}-\left(\rho_{i} / \rho_{e}\right)^{2|n|}} e^{\sqrt{-1} n \theta}
\end{aligned}
$$

If the source is located outside the structure, i.e., $f$ is supported in $\mathbb{R}^{2} \backslash \overline{\Omega_{e}}$, then the Newtonian potential of $f, F$, is harmonic in $\Omega_{e}$ and

$$
\begin{equation*}
F(x)=c-\sum_{n \neq 0} \frac{g_{e}^{n}}{|n| \rho_{e}^{|n|-1}} r^{|n|} e^{\sqrt{-1} n \theta} \tag{11.18}
\end{equation*}
$$

for $|x| \leq \rho_{e}$, where $g$ is defined by 11.15). Thus we have

$$
\begin{equation*}
g_{i}^{n}=-g_{e}^{n}\left(\rho_{i} / \rho_{e}\right)^{|n|-1} \tag{11.19}
\end{equation*}
$$

Here, $g_{e}^{n}$ is the Fourier coefficient of $-\frac{\partial F}{\partial \nu_{e}}$ on $\Gamma_{e}$, or in other words,

$$
\begin{equation*}
-\frac{\partial F}{\partial \nu_{e}}=\sum_{n \neq 0} g_{e}^{n} e^{\sqrt{-1} n \theta} \tag{11.20}
\end{equation*}
$$

We then get

$$
\left\{\begin{array}{l}
\phi_{i}=-2 \sum_{n \neq 0} \frac{\left(2 z_{\delta}+1\right)\left(\rho_{i} / \rho_{e}\right)^{|n|-1} g_{e}^{n}}{4 z_{\delta}^{2}-\left(\rho_{i} / \rho_{e}\right)^{2|n|}} e^{\sqrt{-1} n \theta}  \tag{11.21}\\
\phi_{e}=2 \sum_{n \neq 0} \frac{\left(2 z_{\delta}+\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right) g_{e}^{n}}{4 z_{\delta}^{2}-\left(\rho_{i} / \rho_{e}\right)^{2|n|}} e^{\sqrt{-1} n \theta}
\end{array}\right.
$$

Therefore, from (2.37) we find that

$$
\begin{equation*}
\mathcal{S}_{D}^{0}\left[\phi_{i}\right](x)+\mathcal{S}_{\Omega}^{0}\left[\phi_{e}\right](x)=\sum_{n \neq 0} \frac{2\left(\rho_{i}^{2|n|}-\rho_{e}^{2|n|}\right) z_{\delta}}{|n| \rho_{e}^{|n|-1}\left(4 z_{\delta}^{2}-\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right)} \frac{g_{e}^{n}}{r^{|n|}} e^{\sqrt{-1} n \theta}, \quad \rho_{e}<r=|x| \tag{11.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{S}_{D}^{0}\left[\phi_{i}\right](x)=-\sum_{n \neq 0} \frac{\rho_{i}^{2|n|}\left(2 z_{\delta}+1\right)}{|n| \rho_{e}^{|n|-1}\left(\left(\rho_{i} / \rho_{e}\right)^{2|n|}-4 z_{\delta}^{2}\right)} \frac{g_{e}^{n}}{r^{|n|}} e^{\sqrt{-1} n \theta}, \quad \rho_{i}<r=|x|<\rho_{e} \tag{11.23}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{S}_{\Omega}^{0}\left[\phi_{e}\right](x)=\sum_{n \neq 0} \frac{\left(2 z_{\delta}+\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right)}{|n| \rho_{e}^{|n|-1}\left(\left(\rho_{i} / \rho_{e}\right)^{2|n|}-4 z_{\delta}^{2}\right)} g_{e}^{n} r^{|n|} e^{\sqrt{-1} n \theta}, \quad \rho_{i}<r=|x|<\rho_{e} \tag{11.24}
\end{equation*}
$$

We next obtain the following lemma which provides essential estimates for the investigation of this section.

Lemma 11.1. There exists $\delta_{0}$ such that

$$
\begin{equation*}
E_{\delta}:=\int_{\Omega_{e} \backslash \overline{\Omega_{i}}} \delta\left|\nabla V_{\delta}\right|^{2} \approx \sum_{n \neq 0} \frac{\delta\left|g_{e}^{n}\right|^{2}}{|n|\left(\frac{\delta^{2}}{4}+\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right)} \tag{11.25}
\end{equation*}
$$

uniformly in $\delta \leq \delta_{0}$.
Proof. Using 11.18, 11.23, and 11.24, one can see that

$$
V_{\delta}(x)=c+\rho_{e} \sum_{n \neq 0}\left[\frac{\rho_{i}^{2|n|}}{r^{|n|}}\left(2 z_{\delta}+1\right)-\left(4 z_{\delta}^{2}+2 z_{\delta}\right) r^{|n|}\right] \frac{g_{e}^{n} e^{\sqrt{-1} n \theta}}{|n| \rho_{e}^{|n|}\left(4 z_{\delta}^{2}-\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right)}
$$

Then straightforward computations yield that

$$
E_{\delta} \approx \rho_{e}^{2} \sum_{n \neq 0} \delta\left(1-\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right)\left|\frac{2 z_{\delta}+1}{4 z_{\delta}^{2}+\left(\rho_{i} / \rho_{e}\right)^{2|n|}}\right|^{2}\left(4\left|z_{\delta}\right|^{2}-\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right) \frac{\left|g_{e}^{n}\right|^{2}}{|n|}
$$

If $\delta$ is sufficiently small, then one can also easily show that

$$
\left|4 z_{\delta}^{2}-\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right| \approx \frac{\delta^{2}}{4}+\left(\rho_{i} / \rho_{e}\right)^{2|n|}
$$

Therefore we get 11.25 and the proof is complete.
We next investigate the behavior of the series in the right-hand side of 11.25 .
Let

$$
\begin{equation*}
N_{\delta}=\frac{\ln (\delta / 2)}{\ln \left(\rho_{i} / \rho_{e}\right)} \tag{11.26}
\end{equation*}
$$

If $|n| \leq N_{\delta}$, then $(\delta / 2) \leq\left(\rho_{i} / \rho_{e}\right)^{|n|}$, and hence
(11.27)
$\sum_{n \neq 0} \frac{\delta\left|g_{e}^{n}\right|^{2}}{|n|\left(\frac{\delta^{2}}{4}+\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right)} \geq \sum_{0 \neq|n| \leq N_{\delta}} \frac{\delta\left|g_{e}^{n}\right|^{2}}{|n|\left(\frac{\delta^{2}}{4}+\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right)} \geq \frac{1}{2} \sum_{0 \neq|n| \leq N_{\delta}} \frac{\delta\left|g_{e}^{n}\right|^{2}}{|n|\left(\rho_{i} / \rho_{e}\right)^{2|n|}}$.
Suppose that

$$
\begin{equation*}
\limsup _{|n| \rightarrow \infty} \frac{\left|g_{e}^{n}\right|^{2}}{|n|\left(\rho_{i} / \rho_{e}\right)^{|n|}}=\infty \tag{11.28}
\end{equation*}
$$

Then there is a subsequence $\left\{n_{k}\right\}$ with $\left|n_{1}\right|<\left|n_{2}\right|<\ldots$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\left|g_{e}^{n_{k}}\right|^{2}}{\left|n_{k}\right|\left(\rho_{i} / \rho_{e}\right)^{\left|n_{k}\right|}}=\infty \tag{11.29}
\end{equation*}
$$

If we take $\delta=2\left(\rho_{i} / \rho_{e}\right)^{\left|n_{k}\right|}$, then $N_{\delta}=\left|n_{k}\right|$ and

$$
\begin{equation*}
\sum_{0 \neq|n| \leq N_{\delta}} \frac{\delta\left|g_{e}^{n}\right|^{2}}{|n|\left(\rho_{i} / \rho_{e}\right)^{2|n|}}=\left(\rho_{i} / \rho_{e}\right)^{\left|n_{k}\right|} \sum_{0 \neq|n| \leq\left|n_{k}\right|} \frac{\left|g_{e}^{n}\right|^{2}}{|n|\left(\rho_{i} / \rho_{e}\right)^{2|n|}} \geq \frac{\left|g_{e}^{\left|n_{k}\right|}\right|^{2}}{\left|n_{k}\right|\left(\rho_{i} / \rho_{e}\right)^{\left|n_{k}\right|}} . \tag{11.30}
\end{equation*}
$$

Thus we obtain from 11.25 that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E_{\left(\rho_{i} / \rho_{e}\right)^{\left|n_{k}\right|}}=\infty \tag{11.31}
\end{equation*}
$$

We emphasize that 11.28 is not enough to guarantee 11.4 . We now impose an additional condition for CALR to occur. We assume that $\left\{g_{e}^{n}\right\}$ satisfies the following gap property:

GP : There exists a sequence $\left\{n_{k}\right\}$ with $\left|n_{1}\right|<\left|n_{2}\right|<\ldots$ such that

$$
\lim _{k \rightarrow \infty}\left(\rho_{i} / \rho_{e}\right)^{\left|n_{k+1}\right|-\left|n_{k}\right|} \frac{\left|g_{e}^{n_{k}}\right|^{2}}{\left|n_{k}\right|\left(\rho_{i} / \rho_{e}\right)^{\left|n_{k}\right|}}=\infty .
$$

If GP holds, then we immediately see that 11.28 holds, but the converse is not true. If 11.28 holds, i.e., there is a subsequence $\left\{n_{k}\right\}$ with $\left|n_{1}\right|<\left|n_{2}\right|<\ldots$ satisfying (11.29) and the gap $\left|n_{k+1}\right|-\left|n_{k}\right|$ is bounded, then GP holds. In particular, if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\left|g_{e}^{n}\right|^{2}}{|n|\left(\rho_{i} / \rho_{e}\right)^{|n|}}=\infty \tag{11.32}
\end{equation*}
$$

then GP holds.
Assume that $\left\{g_{e}^{n}\right\}$ satisfies GP and $\left\{n_{k}\right\}$ is such a sequence. Let $\delta=2\left(\rho_{i} / \rho_{e}\right)^{\alpha}$ for some $\alpha$ and let $k(\alpha)$ be the number such that

$$
\left|n_{k(\alpha)}\right| \leq \alpha<\left|n_{k(\alpha)+1}\right| .
$$

Then, we have

$$
\begin{equation*}
\sum_{0 \neq|n| \leq N_{\delta}} \frac{\delta\left|g_{e}^{n}\right|^{2}}{|n|\left(\rho_{i} / \rho_{e}\right)^{2|n|}}=\left(\rho_{i} / \rho_{e}\right)^{\alpha} \sum_{0 \neq|n| \leq \alpha} \frac{\left|g_{e}^{n}\right|^{2}}{|n|\left(\rho_{i} / \rho_{e}\right)^{2|n|}} \geq\left(\rho_{i} / \rho_{e}\right)^{\left|n_{k(\alpha)+1}\right|-\left|n_{k(\alpha)}\right|} \frac{\left|g_{e}^{n_{k(\alpha)}}\right|^{2}}{\left|n_{k(\alpha)}\right|\left(\rho_{i} / \rho_{e}\right)^{\left|n_{k(\alpha)}\right|}} \rightarrow \infty \tag{11.33}
\end{equation*}
$$

as $\alpha \rightarrow \infty$.
We obtain the following lemma.

Lemma 11.2. If 11.28 holds, then

$$
\begin{equation*}
\limsup _{\delta \rightarrow 0} E_{\delta}=\infty \tag{11.34}
\end{equation*}
$$

If $\left\{g_{e}^{n}\right\}$ satisfies the condition $G P$, then

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} E_{\delta}=\infty \tag{11.35}
\end{equation*}
$$

Suppose that the source function is supported inside the radius $\rho_{\star}=\sqrt{\rho_{e}^{3} \rho_{i}^{-1}}$. Then its Newtonian potential cannot be extended harmonically in $|x|<\rho_{\star}$ in general. So, if $F$ is given by

$$
\begin{equation*}
F=c-\sum_{n \neq 0} a_{n} r^{|n|} e^{\sqrt{-1} n \theta}, \quad r<\rho_{e} \tag{11.36}
\end{equation*}
$$

then the radius of convergence is less than $\rho_{\star}$. Thus we have

$$
\begin{equation*}
\limsup _{|n| \rightarrow \infty}|n|\left|a_{n}\right|^{2} \rho_{\star}^{2|n|}=\infty \tag{11.37}
\end{equation*}
$$

i.e., 11.28 holds. The GP condition is equivalent to the existence of $\left\{n_{k}\right\}$ with $\left|n_{1}\right|<\left|n_{2}\right|<\ldots$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left(\rho_{i} / \rho_{e}\right)^{\left|n_{k+1}\right|-\left|n_{k}\right|}\left|n_{k}\right|\left|a_{n_{k}}\right|^{2} \rho_{\star}^{2\left|n_{k}\right|}=+\infty \tag{11.38}
\end{equation*}
$$

The following is the main theorem of this section.
THEOREM 11.3. Let $f$ be a source function supported in $\mathbb{R}^{2} \backslash \overline{\Omega_{e}}$ and $F$ be the Newtonian potential of $f$.
(i) If $F$ does not extend as a harmonic function in $\Omega_{\rho_{\star}}:=\left\{|x|<\rho_{\star}\right\}$, then weak CALR occurs, i.e.,

$$
\begin{equation*}
\limsup _{\delta \rightarrow 0} E_{\delta}=\infty \tag{11.39}
\end{equation*}
$$

and (11.5) holds with $a=\rho_{e}^{2} / \rho_{i}$.
(ii) If the Fourier coefficients of $F$ satisfy 11.38), then CALR occurs, i.e.,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} E_{\delta}=\infty \tag{11.40}
\end{equation*}
$$

and (11.5) holds with $a=\rho_{e}^{2} / \rho_{i}$.
(iii) If $F$ extends as a harmonic function in a neighborhood of $\overline{\Omega_{\rho_{\star}}}$, then CALR does not occur, i.e.,

$$
\begin{equation*}
E_{\delta}<C \tag{11.41}
\end{equation*}
$$

for some $C$ independent of $\delta$.
Proof. If $F$ does not extend as a harmonic function in $\Omega_{\rho_{\star}}$, then 11.28 holds. Thus we have 11.39 ). If 11.38 holds, then 11.40 holds by Lemma 11.2 . Moreover, by 11.22 , we see that

$$
\begin{aligned}
\left|V_{\delta}\right| & \leq|F|+\sum_{n \neq 0}\left|\frac{2\left(\rho_{i}^{2|n|}-\rho_{e}^{2|n|}\right) z_{\delta}}{|n| \rho_{e}^{|n|-1}\left(4 z_{\delta}^{2}-\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right)} \frac{g_{e}^{n}}{r^{|n|}}\right| \leq|F|+C \sum_{n \neq 0} \frac{\delta \rho_{e}^{|n|}}{\left(\frac{\delta^{2}}{4}+\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right)|n| r|n|} \\
& \leq|F|+C \sum_{n \neq 0} \frac{\rho_{e}^{2|n|}}{|n| \rho_{i}^{|n|} r^{|n|}}<C, \quad \text { if } \quad r=|x|>\frac{\rho_{e}^{2}}{\rho_{i}}
\end{aligned}
$$

for some constants $C$ which may differ at each occurrence.

If $F$ extends as a harmonic function in a neighborhood of $\overline{\Omega_{\rho_{\star}}}$, then the power series of $F$, which is given by 11.18, converges for $r<\rho_{\star}+2 \epsilon$ for some $\epsilon>0$. Therefore there exists a constant $C$ such that

$$
\frac{\left|g_{e}^{n}\right|}{|n| \rho_{e}^{|n|-1}} \leq C \frac{1}{\left(\rho_{\star}+\epsilon\right)^{|n|}}
$$

for all $n$. It then follows that

$$
\begin{equation*}
\left|g_{e}^{n}\right| \leq C\left(\rho_{e}^{2}\left(\rho_{i} / \rho_{e}\right)^{-1}+\rho_{e} \epsilon\right)^{-|n| / 2} \rho_{e}^{|n|} \leq\left(\left(\rho_{i} / \rho_{e}\right)^{-1}+\epsilon\right)^{-|n| / 2} \tag{11.42}
\end{equation*}
$$

for all $n$. This tells us that

$$
\sum_{n \neq 0} \frac{\delta\left|g_{e}^{n}\right|^{2}}{|n|\left(\delta^{2}+\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right)} \leq \sum_{n \neq 0} \frac{\left|g_{e}^{n}\right|^{2}}{2|n|\left(\rho_{i} / \rho_{e}\right)^{|n|}} \leq \sum_{n \neq 0} \frac{1}{2|n|\left(1+\epsilon\left(\rho_{i} / \rho_{e}\right)\right)^{|n|}}
$$

This completes the proof.
If $f$ is a dipole in $\Omega_{\rho_{\star}} \backslash \overline{\Omega_{e}}$, i.e., $f(x)=a \cdot \nabla \delta_{y}(x)$ for a vector $a$ and $y \in \Omega_{\rho_{\star}} \backslash \overline{\Omega_{e}}$ where $\delta_{y}$ is the Dirac delta function at $y$, then $F(x)=a \cdot \nabla \Gamma(x, y)$. From the following expansion of the fundamental solution of the Laplacian:

$$
\begin{equation*}
\frac{(-1)^{|\alpha|}}{\alpha!} \partial^{\alpha} \Gamma(x, 0)=\frac{-1}{2 \pi|\alpha|}\left[a_{\alpha}^{|\alpha|} \frac{\cos |\alpha| \theta}{r^{|\alpha|}}+b_{\alpha}^{|\alpha|} \frac{\sin |\alpha| \theta}{r^{|\alpha|}}\right], \tag{11.43}
\end{equation*}
$$

we have

$$
\begin{equation*}
\Gamma(x, y)=\sum_{n=1}^{\infty} \frac{-1}{2 \pi n}\left[\frac{\cos n \theta_{y}}{r_{y}^{n}} r^{n} \cos n \theta+\frac{\sin n \theta_{y}}{r_{y}^{n}} r^{n} \sin n \theta\right]+C \tag{11.44}
\end{equation*}
$$

Then we see that the Fourier coefficients of $F$ have the growth rate $r_{y}^{-n}$ and satisfy (11.38), and hence CALR takes place. Similarly CALR takes place for a sum of dipole sources at different fixed positions in $\Omega_{\rho_{\star}} \backslash \overline{\Omega_{e}}$. We mention that this fact was found in $\mathbf{3 5 3}$.

If $f$ is a quadrapole, i.e.,

$$
f(x)=A: \nabla \nabla \delta_{y}(x)=\sum_{i, j=1}^{2} a_{i j} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \delta_{y}(x)
$$

for a $2 \times 2$ matrix $A=\left(a_{i j}\right)$ and $y \in \Omega_{\rho_{\star}} \backslash \overline{\Omega_{e}}$. Then

$$
F(x)=\sum_{i, j=1}^{2} a_{i j} \frac{\partial^{2} \Gamma(x, y)}{\partial x_{i} \partial x_{j}}
$$

Thus CALR takes place. This is in agreement with the numerical result in $\mathbf{3 7 0}$.
If $f$ is supported in $\mathbb{R}^{2} \backslash \overline{\Omega_{\rho_{\star}}}$, then $F$ is harmonic in a neighborhood of $\overline{\Omega_{\rho_{\star}}}$, and hence CALR does not occur by Theorem 11.3 . In fact, we can say more about the behavior of the solution $V_{\delta}$ as $\delta \rightarrow 0$ which is related to the observation in [369, 354 that in the limit $\delta \rightarrow 0$ the annulus itself becomes invisible to sources that are sufficiently far away.

THEOREM 11.4. If $f$ is supported in $\mathbb{R}^{2} \backslash \overline{\Omega_{\rho_{\star}}}$, then 11.41) holds (with $\alpha=1$ in (11.3)). Moreover, we have

$$
\begin{equation*}
\sup _{|x| \geq \rho_{\star}}\left|V_{\delta}(x)-F(x)\right| \rightarrow 0 \quad \text { as } \quad \delta \rightarrow 0 \tag{11.45}
\end{equation*}
$$

Proof. Since $\operatorname{supp} f \subset \mathbb{R}^{2} \backslash \overline{\Omega_{\rho_{\star}}}$, the power series of $F$, which is given by (11.18), converges for $r<\rho_{\star}+2 \epsilon$ for some $\epsilon>0$.

According to 11.22 , if $\rho_{e}<r=|x|$, then we have

$$
V_{\delta}(x)-F(x)=\sum_{n \neq 0} \frac{2\left(\rho_{e}^{2|n|}-\rho_{i}^{2|n|}\right) z_{\delta}}{|n| \rho_{e}^{|n|-1}\left(\left(\rho_{i} / \rho_{e}\right)^{2|n|}-4 z_{\delta}^{2}\right)} \frac{g_{e}^{n}}{r^{|n|}} e^{\sqrt{-1} n \theta}
$$

If $|x|=\rho_{\star}$, then the identity

$$
\frac{\left(\rho_{e}^{2|n|}-\rho_{i}^{2|n|}\right) z_{\delta}}{|n| \rho_{e}^{|n|-1}\left(\left(\rho_{i} / \rho_{e}\right)^{2|n|}-4 z_{\delta}^{2}\right)} \frac{g_{e}^{n}}{\rho_{\star}^{|n|}}=\frac{\left(1-\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right) z_{\delta}}{\left(\left(\rho_{i} / \rho_{e}\right)^{|n|}-4 z_{\delta}^{2}\left(\rho_{i} / \rho_{e}\right)^{-|n|}\right)} \frac{g_{e}^{n} \rho_{\star}^{|n|}}{|n| \rho_{e}^{|n|-1}}
$$

holds and

$$
\begin{aligned}
& \left|\frac{\left(1-\left(\rho_{i} / \rho_{e}\right)^{2|n|}\right) z_{\delta}}{\left(\left(\rho_{i} / \rho_{e}\right)^{|n|}-4 z_{\delta}^{2}\left(\rho_{i} / \rho_{e}\right)^{-|n|}\right)}\right| \leq\left|\frac{1}{\left(z_{\delta}^{-1}\left(\rho_{i} / \rho_{e}\right)^{|n|}-z_{\delta}\left(\rho_{i} / \rho_{e}\right)^{-|n|}\right)}\right| \\
& \leq\left|\frac{1}{\Im m\left(z_{\delta}^{-1}\left(\rho_{i} / \rho_{e}\right)^{|n|}-z_{\delta}\left(\rho_{i} / \rho_{e}\right)^{-|n|}\right)}\right|=\left(\frac{\delta}{4+\delta^{2}}\left(\rho_{i} / \rho_{e}\right)^{-|n|}+\frac{1}{\delta}\left(\rho_{i} / \rho_{e}\right)^{|n|}\right)^{-1}
\end{aligned}
$$

It then follows from (11.42) that
$\left|V_{\delta}(x)-F(x)\right| \leq 2 \sum_{n \neq 0}\left(\frac{\delta}{4+\delta^{2}}\left(\rho_{i} / \rho_{e}\right)^{-|n|}+\frac{1}{\delta}\left(\rho_{i} / \rho_{e}\right)^{|n|}\right)^{-1} \frac{\rho_{e}}{|n|}\left(\frac{\left(\rho_{i} / \rho_{e}\right)^{-1}}{\left(\rho_{i} / \rho_{e}\right)^{-1}+\epsilon}\right)^{|n| / 2}$,
and hence

$$
\left|V_{\delta}(x)-F(x)\right| \rightarrow 0 \quad \text { as } \delta \rightarrow 0
$$

Since $V_{\delta}-F$ is harmonic in $|x|>\rho_{e}$ and tends to 0 as $|x| \rightarrow \infty$, we obtain 11.45 by the maximum principle. This completes the proof.

Theorem 11.4 shows that any source supported outside $\Omega_{\rho_{\star}}$ cannot make the blow-up of the power dissipation happen and hence is not cloaked. In fact, it is known that we can recover the source $f$ from its Newtonian potential $F$ outside $\Omega_{\rho_{\star}}$ since $f$ is supported outside $\overline{\Omega_{\rho_{\star}}}$ (see $[\mathbf{2 7 0})$. Therefore we infer from 11.45 ) that $f$ may be recovered approximately by observing $V_{\delta}$ outside $\Omega_{\rho_{\star}}$.

### 11.4. Shielding at a Distance

The aim of this section is to investigate the conditions required for shielding at a distance and geometric features such as the location and size of the shielded region. The key element to study in the eccentric case is the Möbius transformation via which a concentric annulus is transformed into an eccentric one. The electrostatic properties of the eccentric superlens can be derived in a straightforward way from those of the concentric case since the Möbius transformation is a conformal mapping.

We let $\Omega_{i}$ and $\Omega_{e}$ denote circular disks centered at the origin with the radii $\rho_{i}$ and $\rho_{e}$, respectively. We assume that $0<\rho_{i}<\rho_{e}<1$.

As in the previous section, the core $\left(\Omega_{i}\right)$ and the background $\left(\mathbb{R}^{2} \backslash \overline{\Omega_{e}}\right)$ are assumed to be occupied by the isotropic material of permittivity 1 and the shell ( $\Omega_{e} \backslash \overline{\Omega_{i}}$ by the plasmonic material of permittivity $-1+\sqrt{-1} \delta$. The obtained concentric superlens geometry is described in Figure 11.1 (a).

Identifying $\mathbb{R}^{2}$ as $\mathbb{C}, \Omega_{i}$ and $\Omega_{e}$ can be represented as

$$
\Omega_{i}=\left\{z \in \mathbb{C}:|z|<\rho_{i}\right\} \quad \text { and } \quad \Omega_{e}=\left\{z \in \mathbb{C}:|z|<\rho_{e}\right\} .
$$

We also assume the annulus structure to be small compared to the operating wavelength so that it can adopt the quasi-static approximation. Then (the quasi-static) electric potential $V_{\delta}$ satisfies

$$
\begin{equation*}
\nabla \cdot \epsilon_{\delta} \nabla V_{\delta}=f \quad \text { in } \mathbb{C} \tag{11.46}
\end{equation*}
$$

where $f$ represents an electrical source. We assume that $f$ is a point multipole source of order $n$ located at a location $z_{0} \in \mathbb{R}^{2} \backslash \overline{\Omega_{e}}$. Then the potential $F$ generated by the source $f$ can be represented as

$$
F(z)=\sum_{k=1}^{n} \Re\left\{c_{k}\left(z-z_{0}\right)^{-k}\right\}, \quad z \in \mathbb{C}
$$

with complex coefficients $c_{k}$ 's. When $n=1$, the source $f$ (or the potential $F$ ) means a point dipole source.

Then, from the previous section, the anomalous localized resonance can be summarized as follows.
(i) the dissipation energy $W_{\delta}$ diverges as the loss parameter $\delta$ goes to zero if and only if a point source $f$ is located inside the region $\Omega_{*}:=\left\{|z|<\rho_{*}\right\}$, where $\rho_{*}:=\sqrt{\rho_{e}^{3} / \rho_{i}}$ and $W_{\delta}$ is given by

$$
W_{\delta}:=\Im \int_{\mathbb{R}^{2}} \epsilon_{\delta}\left|\nabla V_{\delta}\right|^{2} d x=\delta \int_{\Omega_{e} \backslash \overline{\Omega_{i}}}\left|\nabla V_{\delta}\right|^{2}
$$

Let us call $\Omega_{*}$ (or $\rho_{*}$ ) the critical region (or the critical radius), respectively.
(ii) the electric field $-\nabla V_{\delta}$ stays bounded outside some circular region regardless of $\delta$. More precisely, we have

$$
\left|\nabla V_{\delta}(z)\right| \leq C, \quad z \in \Omega_{b}:=\left\{|z|>\rho_{e}^{2} / \rho_{i}\right\}
$$

for some constant $C$ independent of $\delta$. Here, the subscript 'b' in $\Omega_{b}$ indicates the boundedness of the electric field. Let us call $\Omega_{b}$ the calm region.
11.4.1. Möbius Transformation. In this subsection, we show that the concentric annulus can be transformed into an eccentric one by applying the Möbius transformation $\Phi$ defined as

$$
\begin{equation*}
\zeta=\Phi(z):=a \frac{z+1}{z-1} \tag{11.49}
\end{equation*}
$$

with a given positive number $a$. We shall also discuss how the critical region is transformed depending on the ciritical parameter $\rho_{*}$.

The function $\Phi$ is a conformal mapping from $\mathbb{C} \backslash\{1\}$ to $\mathbb{C} \backslash\{a\}$. It maps the point $z=1$ to infinity, infinity to $\zeta=a$, and $z=0$ to $\zeta=-a$. It maps a circle centered at the origin, say $S_{\rho}:=\{z \in \mathbb{C}:|z|=\rho\}$, to the circle given by

$$
\begin{equation*}
\Phi\left(S_{\rho}\right)=\{z \in \mathbb{C}:|z-c|=r\}, \quad \text { where } c=a \frac{\rho^{2}+1}{\rho^{2}-1} \text { and } r=\frac{2 a}{\left|\rho-\rho^{-1}\right|} \tag{11.50}
\end{equation*}
$$

So the concentric circles $S_{\rho}$ 's with $\rho \neq 1$ are transformed to eccentric ones in $\zeta$ plane; see Figure 11.2 .

Let us discuss how the concentric superlens described in Section 11.3 is geometrically transformed by the mapping $\Phi$. Note that for $0<\rho<1$, the transformed circle $\Phi\left(S_{\rho}\right)$ always lies in the left half-plane of $\mathbb{C}$. Since we assume that $0<\rho_{i}<\rho_{e}<1$, the concentric annulus in $z$-plane is changed to an eccentric one


Figure 11.1. Cloaking due to the anomalous localized resonance: (a) shows the structure of the superlens with concentric core; (b) illustrates the cloaking effect.


Figure 11.2. The Möbius transformation $\Phi$ defined in 11.49 maps $0, \infty, 1$ to $-a,+a, \infty$, respectively. The left figure shows radial coordinate curves $\{|z|=\rho\}, \rho>0$, and the right figure their images transformed by $\Phi$ with $a=1$. Concentric circles satisfying $\rho \neq 1$ are transformed into eccentric ones.
contained in the left half $\zeta$-plane. We let $\widetilde{\Omega}_{i}$ (or $\widetilde{\Omega}_{e}$ ) denote the transformed disk of $\Omega_{i}\left(\right.$ or $\left.\Omega_{e}\right)$, respectively.

Now we consider the critical region $\Omega_{*}=\left\{|z|<\rho_{*}\right\}$ and the calm region $\Omega_{b}$. Let us denote the transformed critical region (or calm region) by $\widetilde{\Omega}_{*}$ (or $\widetilde{\Omega}_{b}$ ), respectively. The shape of $\widetilde{\Omega}_{*}$ can be very different depending on the value of $\rho_{*}$. Suppose $0<\rho_{*}<1$ for a moment. Then the region $\widetilde{\Omega}_{*}$ is a circular disk contained in the left half $\zeta$-plane. Next, assume that $\rho_{*}>1$. In this case, $\widetilde{\Omega}_{*}$ becomes the region outside a disk which is disjoint from the eccentric annulus. Contrary to the case when $\rho_{*}<1$, the region $\widetilde{\Omega}_{*}$ is now unbounded. Similarly, the shape of $\widetilde{\Omega}_{b}$ depends on the parameter $\rho_{b}:=\rho_{e}^{2} / \rho_{i}$. If $0<\rho_{b}<1, \widetilde{\Omega}_{b}$ is a region outside a circle. But, if $\rho_{b}>1, \widetilde{\Omega}_{b}$ becomes a bounded circular region which does not intersect with the eccentric superlens. This unbounded (or bounded) feature of the shape of $\widetilde{\Omega}_{*}$ (or $\widetilde{\Omega}_{b}$ ) will be essentially used to design a new shielding device.
11.4.2. Potential in the Transformed Space. Here, we will transform the potential $V_{\delta}$ via the Möbius map $\Phi$ and then show that the resulting potential describes the physics of the eccentric superlens. Let us define the transformed potential $\widetilde{V}_{\delta}$ by $\widetilde{V}_{\delta}(\zeta):=V_{\delta} \circ \Phi^{-1}(\zeta)$. Since the Möbius transformation $\Phi$ is a conformal mapping, it preserves the harmonicity of the potential and interface conditions. It can be easily shown that the transformed potential $V_{\delta}$ satisfies

$$
\begin{equation*}
\nabla \cdot \widetilde{\epsilon}_{\delta} \nabla \tilde{V}_{\delta}=\widetilde{f} \quad \text { in } \mathbb{C} \tag{11.51}
\end{equation*}
$$

where $\widetilde{f}(\zeta)=\frac{1}{\left|\Phi^{\prime}\right|^{2}}\left(f \circ \Phi^{-1}\right)(\zeta)$ and the permittivity $\tilde{\epsilon}_{\delta}$ is given by

$$
\widetilde{\epsilon}_{\delta}(\zeta)= \begin{cases}1 & \text { in } \widetilde{\Omega}_{i}  \tag{11.52}\\ -1+\sqrt{-1} \delta & \text { in } \widetilde{\Omega}_{e} \backslash \widetilde{\Omega}_{i} \\ 1 & \text { in the background }\end{cases}
$$

Therefore, the transformed potential $\widetilde{V}_{\delta}$ represents the quasi-static electrical potential of the eccentric superlens 11.52 induced by the source $\tilde{f}(\zeta)$.

Now we consider some physical properties in the transformed space. The dissipation energy $\widetilde{W}_{\delta}$ in the transformed space turns out to be the same as the original one $W_{\delta}$ as follows:

$$
\begin{equation*}
\widetilde{W}_{\delta}=\delta \int_{\partial\left(\widetilde{\Omega}_{e} \backslash \widetilde{\Omega}_{i}\right)} \widetilde{V}_{\delta} \frac{\partial \widetilde{V}_{\delta}}{\partial \widetilde{n}} d \widetilde{l}=\delta \int_{\partial\left(\Omega_{e} \backslash \Omega_{i}\right)} V_{\delta} \frac{1}{\left|\Phi^{\prime}\right|} \frac{\partial V_{\delta}}{\partial n}\left|\Phi^{\prime}\right| d l=W_{\delta} \tag{11.53}
\end{equation*}
$$

In the derivation we have used the Green's identity and the harmonicity of the potentials $V_{\delta}$ and $\widetilde{V}_{\delta}$.

The point source $f$ is transformed into another point source at a different location. To see this, we recall that the source $f$ is located at $z=z_{0}$ in the original space. It generates the potential $F(z)=\sum_{k=1}^{n} \Re\left\{c_{k}\left(z-z_{0}\right)^{-k}\right\}$. By the map $\Phi$, the potential $F$ becomes $\widetilde{F}:=F \circ \Phi^{-1}$ which is of the following form:

$$
\begin{equation*}
\widetilde{F}(\zeta)=\sum_{k=1}^{n} \Re\left\{d_{n}\left(\zeta-\zeta_{0}\right)^{-k}\right\} \tag{11.54}
\end{equation*}
$$

where $d_{k}$ 's are complex constants and $\zeta_{0}:=\Phi\left(z_{0}\right)$. So the transformed source $\tilde{f}$ is a point multipole source of order $n$ located at $\zeta=\zeta_{0}$. It is also worth remarking that, if the point source $f$ is located at $z_{0}=1$ in the original space, then $\widetilde{f}$ becomes a multipole source at infinity in the transformed space. In fact, its corresponding potential $\widetilde{F}$ is of the following form:

$$
\widetilde{F}(\zeta)=\sum_{k=1}^{n} \Re\left\{e_{k} \zeta^{k}\right\}
$$

for some complex constants $e_{k}$. For example, if $n=1$, then the source $\tilde{f}$ (or potential $\widetilde{F}$ ) represents a uniform incident field.
11.4.3. Shielding at a Distance Due to Anomalous Resonance. In this subsection, we analyze the anomalous resonance in the eccentric annulus and explain how a new kind of shielding effect can arise. In view of the previous subsection, the mathematical description of anomalous resonance in the eccentric case can be directly obtained from that in the concentric case as follows:


Figure 11.3. Shielding at a distance due to the anomalous localized resonance: (left) shows the structure of the superlens with the eccentric core; (right) illustrates shielding at a distance.
(i) the dissipation energy $\widetilde{W}_{\delta}$ diverges as the loss parameter $\delta$ goes to zero if and only if a point source $\tilde{f}$ is located inside the region $\widetilde{\Omega}_{*}$.
(ii) the electric field $-\nabla \widetilde{V}_{\delta}$ stays bounded in the calm region $\widetilde{\Omega}_{b}$ regardless of $\delta$, i.e.,

$$
\begin{equation*}
\left|\nabla \widetilde{V}_{\delta}(\zeta)\right| \leq C, \quad \zeta \in \widetilde{\Omega}_{b} \tag{11.55}
\end{equation*}
$$

for some constant $C$ independent of $\delta$.
Now we discuss a new shielding effect. Suppose the parameters $\rho_{i}$ and $\rho_{e}$ satisfy $\rho_{*}=\sqrt{\rho_{e}^{3} / \rho_{i}}>1$. Then, as explained in Subsection 11.4.1. the calm region $\widetilde{\Omega}_{b}$ becomes a bounded circular region which does not intersect with the eccentric structure. If a point source is located within the critical region $\widetilde{\Omega}_{*}$, then the anomalous resonance occurs and the normalized electric field $-\nabla V_{\delta} / \sqrt{E}_{\delta}$ is nearly zero inside the calm region $\widetilde{\Omega}_{b}$. So the bounded circular region $\widetilde{\Omega}_{b}$ is not affected by any surrounding point source located in $\widetilde{\Omega}_{*}$. In other words, the shielding effect does occur in $\widetilde{\Omega}_{b}$, but there is a significant difference in this shielding effect compared to the standard one. There is no additional material enclosing the region $\widetilde{\Omega}_{b}$; the eccentric structure is located disjointly. So we call this effect 'shielding at a distance' and $\widetilde{\Omega}_{b}$ 'the shielding region'. The condition for its occurrence can be summarized as follows: shielding at a distance happens in $\widetilde{\Omega}_{b}$ if and only if the critical parameter $\rho_{*}$ and the source location $\zeta_{0}$ satisfy

$$
\begin{equation*}
\rho_{*}>1 \text { and } \zeta_{0} \in \widetilde{\Omega}_{*} \tag{11.56}
\end{equation*}
$$

The shielding effect occurs for not only a point source but also an external field like a uniform incident field $\widetilde{F}(\zeta)=-\Re\left\{E_{0} \zeta\right\}$ for a complex constant $E_{0}$. As mentioned previously, an external field of the form $\Re\left\{\sum_{k=1}^{n} e_{k} \zeta^{k}\right\}$ can be considered as a point source at $\zeta=\infty$. Since the critical region $\widetilde{\Omega}_{*}$ contains the point at infinity when $\rho_{\stackrel{*}{*}}>1$, the anomalous resonance will happen and then the circular bounded region $\widetilde{\Omega}_{b}$ will be shielded. It is worth remarking that, unlike in the eccentric case, the anomalous resonance cannot result from any external field with source at infinity for the concentric case.
11.4.4. Numerical Illustration. In this subsection we illustrate shielding at a distance by showing several examples of the field distribution generated by an
eccentric annulus and a point source. To compute the field distribution, we use an analytic solution derived by applying a separation of variables method in the polar coordinates to the concentric case and then using the Möbius transformation $\Phi$. We use Code Anomalous Resonance - Cloaking and Shielding,

For all the examples below, we fix $\rho_{e}=0.7$ for the concentric shell and $a=1$ for the Möbius transformation. We also fix the loss parameter as $\delta=10^{-12}$.

Example 1 (Cloaking of a dipole source) We first present an eccentric annulus which acts as a cloaking device (Figure 11.4. Since we want to make a 'cloaking' device, we need $\rho_{b}$ to satisfy the condition $\rho_{b}<1$. Setting $\rho_{i}=0.55$ for this example, we have $\rho_{b}=\rho_{e}^{2} / \rho_{i}=0.89<1\left(\rho_{*}=\left(\rho_{e}^{3} / \rho_{i}\right)^{1 / 2}=0.79\right)$. Then by applying the Möbius transformation $\Phi$, the concentric annulus is transformed to the following eccentric structure from 11.50 : the outer region $\widetilde{\Omega}_{e}=\Phi\left(\Omega_{e}\right)$ is the circular disk of radius 2.75 centered at $(-2.92,0)$ and the core $\widetilde{\Omega}_{i}=\Phi\left(\Omega_{i}\right)$ is of radius 1.58 centered at $(-1.87,0)$. The boundaries of the physical regions $\partial \widetilde{\Omega}_{i}$ and $\partial \widetilde{\Omega}_{e}$ are plotted as solid white curves in Figure 11.4. On the other hand, the critical region's boundary $\partial \widetilde{\Omega}_{*}$, which is not a material interface, and is the circle of radius 4.08 centered at $(-4.55,0)$, is plotted as a dashed white circle. We refrain from plotting the calm region's boundary $\partial \widetilde{\Omega}_{b}$ in the figure for the sake of the simplicity; it is relatively close to $\partial \widetilde{\Omega}_{*}$. Note that the calm region $\widetilde{\Omega}_{b}$ is an unbounded region whose boundary is slightly outside of $\partial \widetilde{\Omega}_{*}$.

In Figure 11.4 (a), we assume that a dipole source $\widetilde{F}(\zeta)=\Re\left\{\bar{b}\left(\zeta-\zeta_{0}\right)^{-1}\right\}$ is located at $\zeta_{0}=(-3.4,8.5)$ with the dipole moment $b=(3,-3)$. The point source is plotted as a small solid disk (in white). It is clearly seen that the field distribution is smooth over the entire region except at the dipole source. That is, the anomalous resonance does not occur. We can detect the dipole source by measuring the perturbation of the electric field.

In Figure $11.4(\mathrm{~b})$, we change the location of the source to $\zeta_{0}=(-3.4,3.5)$ so that the source's location belongs to the critical region $\widetilde{\Omega}_{*}$. Then the anomalous resonance does occur, as shown in the figure. As a result, the potential outside the white dashed circle becomes nearly constant. In other words, the dipole source is almost cloaked.

Example 2 (Shielding at a distance for a dipole source) Next we show that changing the size of the core allows for shielding at a distance to happen for a dipole source (Figure 11.5).

In Figure 11.5 (a), we let $\rho_{i}=0.55$ as in Example 1. We also assume that a dipole source $\bar{F}(\zeta)=\Re\left\{\bar{b}\left(\zeta-\zeta_{0}\right)^{-1}\right\}$ is located at $\zeta_{0}=(5,5)$ with the dipole moment $b=(3,3)$. Since the source is located outside the critical region, the anomalous resonance does not happen.

Now let us change the size of the core. To make the shielding at distance occur, the critical radius $\rho_{*}$ satisfies the condition $\rho_{*}>1$. We set $\rho_{i}=0.2$ so that $\rho_{*}=\sqrt{\rho_{e}^{3} / \rho_{i}}=1.31>1$. Then, the core $\widetilde{\Omega}_{i}=\Phi\left(\Omega_{i}\right)$ becomes the circular disk of radius 0.42 centered at $(-1.08,0)$. The critical region $\widetilde{\Omega}_{*}$ becomes the region outside the circle of radius 3.53 centered at $(4.06,0)$. The resulting eccentric annulus and the critical region are illustrated in Figure 11.5(b). Note that the source is contained in the new critical region $\widetilde{\Omega}_{*}$ and $\rho_{*}>1$. In other words, the condition 11.56 for shielding at a distance is satisfied. Indeed, inside the white dashed circle, the


Figure 11.4. Cloaking for a dipole source. We set $\rho_{i}=0.55$, $\rho_{e}=0.7$ and $a=1$. The dipole source is located at $\zeta_{0}=(-3.4,8.5)$ in the left figure and at $\zeta_{0}=(-3.4,3.5)$ in the right figure. (left) A dipole source (small solid disk in white) is located outside the critical region $\widetilde{\Omega}_{*}$ (white dashed circle). The field outside $\widetilde{\Omega}_{*}$ is significantly perturbed by the source. (right) A dipole source is located inside the critical region $\widetilde{\Omega}_{*}$. The anomalous resonance happens near the superlens but the field outside $\widetilde{\Omega}_{*}$ becomes nearly zero. The source becomes almost cloaked. The plot range is from -10 (blue) to 10 (red).
potential becomes nearly constant while there is an anomalous resonance outside. Thus, the shielding at a distance occurs.

Example 3 (Shielding at a distance for a uniform field) Finally, we consider shielding at a distance for a uniform field (Figure 11.6). We keep the parameters $a, \rho_{i}$ and $\rho_{e}$ as in the previous example but change the dipole source to a uniform field $\widetilde{F}(\zeta)=-\Re\left\{E_{0} \zeta\right\}$ with $E_{0}=1$. As mentioned previously, an external field can be considered as a point source located at infinity.

In the left figure, the critical region does not contain infinity. So the anomalous resonance does not happen. The uniform field can be easily detected. In the right figure, we change the core as in the previous example. Now the critical region (the region outside the white dashed circle) does contain infinity. So the anomalous resonance does happen. Again, the potential becomes nearly constant in the region inside the dashed circle. This means there is shielding at a distance for a uniform field.

### 11.5. Concluding Remarks

The convergence to a smooth field outside the region was shown in 369, where the first numerical evidence for ALR was also presented. A proof of ALR for a dipolar source outside a plasmonic annulus was given in 354. The condition for CALR in the annulus case was also derived in 31. A necessary and sufficient condition on the source term to be cloaked in the general case was derived in 31. It is based on a symmetrization principle for the associated boundary integral formulation. It is worth mentioning that if the real part of the permittivity of the


Figure 11.5. Shielding at a distance for a dipole source. We set $\rho_{e}=0.7, a=1$ and $\zeta_{0}=(5,5)$. We also set $\rho_{i}=0.55$ in the left figure and $\rho_{i}=0.2$ in the right figure. (left) The critical region $\widetilde{\Omega}_{*}$ (white dashed line) contains the eccentric superlens (white solid lines). The field outside the white dashed circle is significantly perturbed by the source. (right) The critical region is now the region outside the white dashed circle which does not contain the superlens any longer. The field inside the white dashed circle is nearly zero and so the shielding occurs. The plot range is from -10 (blue) to 10 (red).


Figure 11.6. Shielding at a distance for a uniform field. We set $\rho_{e}=0.7$ and $a=1$. We also set $\rho_{i}=0.55$ in the left figure and $\rho_{i}=0.2$ in the right figure. (left) The critical region $\widetilde{\Omega}_{*}$ (white dashed line) contains the eccentric superlens (white solid lines). The uniform incident field is nearly unperturbed outside the white dashed circle. (right) The critical region $\widetilde{\Omega}_{*}$ is the region outside the white dashed circle which does not contain the superlens any longer. The field inside the white dashed circle is nearly zero and so the shielding occurs. The plot range is from -15 (blue) to 15 (red).
shell is different from -1 , then CALR does not occur [32. On the other hand, if the cylindrical structure has an eccentric core, then a new kind of shielding effect can happen 460. Using the Möbius transformation, the shielding at distance has been investigated both analytically and numerically. In contrast with conventional shielding, the anomalous resonance shielding effect does not require any material which encloses the region to be shielded.

The results of this chapter on anomalous resonance cloaking were extended in [297] to the case when the core $D$ is not radial by a different method based on a variational approach. In 347, the cloaking due to anomalous localized resonance in the quasistatic regime in the case when a general charge density distribution is brought near a slab superlens is analyzed.

On the other hand, it was shown in [32] that in three dimensions CALR does not occur. The occurrence of CALR is in fact determined by the eigenvalue distribution of the Neumann-Poincaré-type operator associated with the structure [32]. However, using a shell with a specially designed anisotropic dielectric constant, it is possible to make CALR occur in three dimensions [33].

In 148, various examples including an elliptical core in an elliptical shell are considered via numerical simulation. The results are similar to those of the radial case considered here; in particular, the structure seemed to cloak a polarizable dipole placed sufficiently near the shell. When the core and the shell are confocal ellipses, the critical elliptic radius such that, for any source inside it, CALR takes place and, for any source outside it, CALR does not take place was computed in [175] by again using the spectral properties of the Neumann-Poincaré-type operator associated with the two elliptic interfaces.

Using the spectral properties of the Neumann-Poincaré operator for the Lamé system of elasto-statics (see Subsection 2.15.8), it was shown in 85 that CALR takes place at accumulation points of eigenvalues of the Neumann-Poincaré operator for the elasto-static system. In [87], the anomalous localized resonance on the circular coated structure and cloaking related to it in the context of elasto-static systems are investigated. The structure consists of the circular core with constant Lamé parameters and the circular shell of negative Lamé parameters proportional to those of the core. As in this chapter, it is shown that cloaking by anomalous localized resonance takes place if and only if the dipole type source lies inside critical radii determined by the radii of the core and the shell. This result has been obtained in 326 using a variational approach similar to that in [297].

In [294], it is shown that anomalous localized resonance may appear only for bodies so small such that the quasi-static approximation is realistic. This gives limits for size of the objects for which CALR may be used. Such limits may also apply for shielding at a distance for the full Maxwell equations.

## CHAPTER 12

## Plasmonic Metasurfaces

### 12.1. Introduction

A metasurface is a composite material layer, designed and optimized in order to control and transform electromagnetic fields. The layer thickness is negligible with respect to the wavelength in the surrounding space. The composite structure forming the metasurface is assumed to behave as a material in the electromagnetic sense, meaning that it can be homogenized on the wavelength scale, and the metasurface can be adequately characterized by its effective, surface-averaged properties 444.

In this chapter, we consider the scattering by a thin layer of periodic plasmonic nanoparticles mounted on a perfectly conducting sheet. We design the thin layer to have anomalous reflection properties and therefore to be viewed as a metasurface. As the thickness of the layer, which is of the same order as the diameter of the individual nanoparticles, is negligible compared to the wavelength, it can be approximated by an impedance boundary condition. Our main result is to show that at some resonant frequencies the impedance blows up, allowing for a significant reduction of the scattering from the plate. Using the spectral properties of the periodic Neumann-Poincaré operator defined in 12.6), we investigate the dependency of the impedance with respect to changes in the nanoparticle geometry and configuration. We fully characterize the resonant frequencies in terms of the periodicity, the shape and the material parameters of the nanoparticles. As the period of the array is much smaller than the wavelength, the resonant frequencies of the array of nanoparticles differ significantly from those of single nanoparticles. As shown in this chapter, they are associated with eigenvalues of a periodic Neumann-Poincaré type operator. In contrast with quasi-static plasmonic resonances of single nanoparticles, they depend on the particle size. For simplicity, only one-dimensional arrays embedded in $\mathbb{R}^{2}$ are considered in this chapter. The extension to the two-dimensional case is straightforward and the dependence of the plasmonic resonances on the parameters of the lattice is easy to derive.

We present numerical results to illustrate our main results in this chapter, which open a door for a mathematical and numerical framework for realizing full control of waves using metasurfaces $[\mathbf{1 5}, \mathbf{3 5 9}, \mathbf{4 4 4}$. Our approach applies to any example of periodic distributions of resonators having (subwavelength) resonances in the quasistatic regime. It provides a framework for explaining the observed extraordinary or meta-properties of such structures and for optimizing these properties.

The chapter is organized as follows. We first formulate the problem of approximating the effect of a thin layer with impedance boundary conditions. Then using the results of Subsection 2.6 .1 on the one-dimensional periodic Green's function
and layer potentials, we derive an explicit formula for the equivalent boundary condition in terms of the eigenvalues and eigenvectors of the one-dimensional periodic Neumann-Poincaré operator defined by (12.6), and give the shape derivative of the impedance parameter. Finally, we illustrate with a few numerical experiments the anomalous change in the equivalent impedance boundary condition due to the plasmonic resonances of the periodic array of nanoparticles. For simplicity, we only consider the scalar wave equation and use a two-dimensional setup. The results of this chapter can be readily generalized to higher dimensions as well as to the full Maxwell equations. Our results in this chapter are from [73].

### 12.2. Setting of the Problem

We use the Helmholtz equation to model the propagation of light. As said before, this approximation can be viewed as a special case of Maxwell's equations, when the incident wave $u^{i}$ is transverse magnetic or transverse electric polarized.

Consider a particle occupying a bounded domain $D \Subset \mathbb{R}^{2}$ of class $\mathcal{C}^{1, \eta}$ for some $\eta>0$ and with size of order $\delta \ll 1$. The particle is characterized by electric permittivity $\varepsilon_{c}$ and magnetic permeability $\mu_{c}$, both of which may depend on the frequency of the incident wave. Assume that $\Im m \varepsilon_{c}>0$, $\Re e \mu_{c}<0$, $\Im m \mu_{c}>0$ and define

$$
k_{m}=\omega \sqrt{\varepsilon_{m} \mu_{m}}, \quad k_{c}=\omega \sqrt{\varepsilon_{c} \mu_{c}}
$$

where $\varepsilon_{m}$ and $\mu_{m}$ are the permittivity and permeability of free space, respectively, and $\omega$ is the frequency. Throughout this chapter, we assume that $\varepsilon_{m}$ and $\mu_{m}$ are real and positive and $k_{m}$ is of order 1.

We consider the configuration shown in Figure 12.1, where a particle $D$ is repeated periodically in the $x_{1}$-axis with period $\delta$, and is of a distance of order $\delta$ from the boundary $x_{2}=0$ of the half-space $\mathbb{R}_{+}^{2}:=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, x_{2}>0\right\}$. We denote by $\mathcal{D}$ this collection of periodically arranged particles and $\Omega:=\mathbb{R}_{+}^{2} \backslash \overline{\mathcal{D}}$.


Figure 12.1. Thin layer of nanoparticles in the half-space.

Let $u^{i}(x)=e^{\sqrt{-1} k_{m} d \cdot x}$ be the incident wave. Here, $d$ is the unit incidence direction. The scattering problem is modeled as follows:

$$
\left\{\begin{array}{l}
\nabla \cdot \frac{1}{\mu_{\mathcal{D}}} \nabla u+\omega^{2} \varepsilon_{\mathcal{D}} u=0 \quad \text { in } \mathbb{R}_{+}^{2} \backslash \partial \mathcal{D},  \tag{12.1}\\
u_{+}-u_{-}=0 \text { on } \partial \mathcal{D}, \\
\left.\frac{1}{\mu_{m}} \frac{\partial u}{\partial \nu}\right|_{+}-\left.\frac{1}{\mu_{c}} \frac{\partial u}{\partial \nu}\right|_{-}=0 \quad \text { on } \partial \mathcal{D}, \\
u-u^{i} \text { satisfies an outgoing radiation condition at infinity, } \\
u=0 \text { on } \partial \mathbb{R}_{+}^{2}=\left\{\left(x_{1}, 0\right), x_{1} \in \mathbb{R}\right\}
\end{array}\right.
$$

where

$$
\varepsilon_{\mathcal{D}}=\varepsilon_{m} \chi(\Omega)+\varepsilon_{c} \chi(\mathcal{D}), \quad \mu_{\mathcal{D}}=\varepsilon_{m} \chi(\Omega)+\varepsilon_{c} \chi(\mathcal{D})
$$

and $\partial / \partial \nu$ denotes the outward normal derivative on $\partial \mathcal{D}$.
Following [2], under the assumption that the wavelength of the incident wave is much larger than the size of the nanoparticle, a certain homogenization occurs, and we can construct $z \in \mathbb{C}$ such that the solution to

$$
\left\{\begin{array}{l}
\Delta u_{\mathrm{app}}+k_{m}^{2} u_{\mathrm{app}}=0 \text { in } \mathbb{R}_{+}^{2},  \tag{12.2}\\
u_{\mathrm{app}}+\delta z \frac{\partial u_{\text {ap }}}{\partial x_{2}}=0 \text { on } \partial \mathbb{R}_{+}^{2}, \\
u_{\text {app }}-u^{i} \text { satisfies outgoing radiation condition at infinity, }
\end{array}\right.
$$

gives the leading order approximation for $u$. We refer to $u_{\text {app }}+\delta z \partial u_{\text {app }} / \partial x_{2}=0$ as the equivalent impedance boundary condition for problem 12.1.

### 12.3. Boundary-Layer Corrector and Effective Impedance

In order to compute $z$, we introduce the following asymptotic expansion [2, 4]:

$$
\begin{equation*}
u=u^{(0)}+u_{B L}^{(0)}+\delta\left(u^{(1)}+u_{B L}^{(1)}\right)+\ldots, \tag{12.3}
\end{equation*}
$$

where the leading-order term $u^{(0)}$ is solution to

$$
\left\{\begin{array}{l}
\Delta u^{(0)}+k_{m}^{2} u^{(0)}=0 \text { in } \mathbb{R}_{+}^{2}, \\
u^{(0)}=0 \text { on } \partial \mathbb{R}_{+}^{2}, \\
u^{(0)}-u^{i} \text { satisfies an outgoing radiation condition at infinity. }
\end{array}\right.
$$

The boundary-layer correctors $u_{B L}^{(0)}$ and $u_{B L}^{(1)}$ have to be exponentially decaying in the $x_{2}$-direction. Note that, according to [2, 4], $u_{B L}^{(0)}$ is introduced in order to correct (up to the first order in $\delta$ ) the transmission condition on the boundary of the nanoparticles, which is not satisfied by the leading-order term $u^{(0)}$ in the asymptotic expansion of $u$, while $u_{B L}^{(1)}$ is a higher-order correction term and does not contribute to the first-order equivalent boundary condition in 12.2 .

We next construct the corrector $u_{B L}^{(0)}$. We first introduce a function $\alpha$ and a complex constant $\alpha_{\infty}$ such that they satisfy the rescaled problem

$$
\left\{\begin{array}{l}
\Delta \alpha=0 \quad \text { in }\left(\mathbb{R}_{+}^{2} \backslash \overline{\mathcal{B}}\right) \cup \mathcal{B}  \tag{12.4}\\
\left.\alpha\right|_{+}-\left.\alpha\right|_{-}=0 \quad \text { on } \partial \mathcal{B} \\
\left.\frac{1}{\mu_{m}} \frac{\partial \alpha}{\partial \nu}\right|_{+}-\left.\frac{1}{\mu_{c}} \frac{\partial \alpha}{\partial \nu}\right|_{-}=\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right) \nu_{2} \quad \text { on } \partial \mathcal{B} \\
\alpha=0 \text { on } \partial \mathbb{R}_{+}^{2} \\
\alpha-\alpha_{\infty} \text { is exponentially decaying as } x_{2} \rightarrow+\infty
\end{array}\right.
$$

Here, $\nu=\left(\nu_{1}, \nu_{2}\right)$ and $B=D / \delta$ is repeated periodically in the $x_{1}$-axis with period 1 and $\mathcal{B}$ is the collection of these periodically arranged particles.

Then $u_{B L}^{(0)}$ is defined by

$$
u_{B L}^{(0)}(x):=\delta \frac{\partial u^{(0)}}{\partial x_{2}}\left(x_{1}, 0\right)\left(\alpha\left(\frac{x}{\delta}\right)-\alpha_{\infty}\right)
$$

The corrector $u^{(1)}$ can be found to be the solution to

$$
\left\{\begin{array}{l}
\Delta u^{(1)}+k_{m}^{2} u^{(1)}=0 \quad \text { in } \mathbb{R}_{+}^{2} \\
u^{(1)}=\alpha_{\infty} \frac{\partial u^{(0)}}{\partial x_{2}} \quad \text { on } \partial \mathbb{R}_{+}^{2} \\
u^{(1)} \text { satisfies an outgoing radiation condition at infinity. }
\end{array}\right.
$$

By writing

$$
\begin{equation*}
u_{\mathrm{app}}=u^{(0)}+u_{B L}^{(0)}+\delta u^{(1)} \tag{12.5}
\end{equation*}
$$

we arrive at 12.2 with $z=-\alpha_{\infty}$, up to a second-order term in $\delta$. We summarize the above results in the following theorem.

THEOREM 12.1. The solution $u_{\text {app }}$ to (12.2) with $z=-\alpha_{\infty}$ approximates pointwisely (for $x_{2}>0$ ) the exact solution $u$ to 12.1) as $\delta \rightarrow 0$, up to a second-order term in $\delta$.

In order to compute $\alpha_{\infty}$, we derive an integral representation for the solution $\alpha$ to 12.4 . We make use of the periodic Green function $G_{\sharp}$ defined by (2.106). Let

$$
G_{\sharp}^{+}(x, y)=G_{\sharp}\left(\left(x_{1}-y_{1}, x_{2}-y_{2}\right)\right)-G_{\sharp}\left(\left(x_{1}-y_{1},-x_{2}-y_{2}\right)\right),
$$

which is the periodic Green's function in the upper half-space with Dirichlet boundary conditions, and define

$$
\begin{aligned}
\mathcal{S}_{B \sharp}^{+}: H^{-\frac{1}{2}}(\partial B) & \longrightarrow H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}\right), H^{\frac{1}{2}}(\partial B) \\
\varphi & \longmapsto \mathcal{S}_{B, \sharp}^{+}[\varphi](x)=\int_{\partial B} G_{\sharp}^{+}(x, y) \varphi(y) d \sigma(y)
\end{aligned}
$$

for $x \in \mathbb{R}_{+}^{2}, x \in \partial B$ and

$$
\begin{align*}
& \left(\mathcal{K}_{B \sharp}^{*}\right)^{+}: H^{-\frac{1}{2}}(\partial B) \longrightarrow H^{-\frac{1}{2}}(\partial B) \\
& \varphi \longmapsto\left(\mathcal{K}_{B, \sharp}^{*}\right)^{+}[\varphi](x)=\int_{\partial B} \frac{\partial G_{\sharp}^{+}(x, y)}{\partial \nu(x)} \varphi(y) d \sigma(y) \tag{12.6}
\end{align*}
$$

for $x \in \partial B$.

It is clear that the results of Lemma 2.37 hold true for $\mathcal{S}_{B \sharp}^{+}$and $\left(\mathcal{K}_{B \sharp}^{*}\right)^{+}$. Moreover, for any $\varphi \in H^{-\frac{1}{2}}(\partial B)$, we have

$$
\mathcal{S}_{B, \sharp}^{+}[\varphi](x)=0 \quad \text { for } x \in \partial \mathbb{R}_{+}^{2}
$$

Now, we can readily see that $\alpha$ can be represented as $\alpha=\mathcal{S}_{B, \sharp}^{+}[\varphi]$, where $\varphi \in H^{-\frac{1}{2}}(\partial B)$ satisfies

$$
\left.\frac{1}{\mu_{m}} \frac{\partial \mathcal{S}_{B, \sharp}^{+}[\varphi]}{\partial \nu}\right|_{+}-\left.\frac{1}{\mu_{c}} \frac{\partial \mathcal{S}_{B, \sharp}^{+}[\varphi]}{\partial \nu}\right|_{-}=\left(\frac{1}{\mu_{c}}-\frac{1}{\mu_{m}}\right) \nu_{2} \quad \text { on } \partial B .
$$

Using the jump formula from Lemma 2.37, we arrive at

$$
\left(\lambda_{\mu} I-\left(\mathcal{K}_{B \sharp}^{*}\right)^{+}\right)[\varphi]=\nu_{2},
$$

where

$$
\lambda_{\mu}=\frac{\mu_{c}+\mu_{m}}{2\left(\mu_{c}-\mu_{m}\right)}
$$

Therefore, using item (v) in Lemma 2.37 on the characterization of the spectrum of $\mathcal{K}_{B \sharp}^{*}$ and the fact that the spectra of $\left(\mathcal{K}_{B \sharp}^{*}\right)^{+}$and $\mathcal{K}_{B \sharp}^{*}$ are the same, we obtain that

$$
\alpha=\mathcal{S}_{B, \sharp}^{+}\left(\lambda_{\mu} I-\left(\mathcal{K}_{B \sharp}^{*}\right)^{+}\right)^{-1}\left[\nu_{2}\right] .
$$

Lemma 12.2. Let $x=\left(x_{1}, x_{2}\right)$. Then, for $x_{2} \rightarrow+\infty$, the following asymptotic expansion holds:

$$
\alpha=\alpha_{\infty}+O\left(e^{-x_{2}}\right)
$$

with

$$
\alpha_{\infty}=-\int_{\partial B} y_{2}\left(\lambda_{\mu} I-\left(\mathcal{K}_{B \sharp}^{*}\right)^{+}\right)^{-1}\left[\nu_{2}\right](y) d \sigma(y) .
$$

Proof. The result follows from an asymptotic analysis of $G_{\sharp}^{+}(x, y)$. Indeed, suppose that $x_{2} \rightarrow+\infty$, we have

$$
\begin{aligned}
& G_{\sharp}^{+}(x, y)=\frac{1}{4 \pi} \ln \left(\sinh ^{2}\left(\pi\left(x_{2}-y_{2}\right)\right)+\sin ^{2}\left(\pi\left(x_{1}-y_{1}\right)\right)\right) \\
& -\frac{1}{4 \pi} \ln \left(\sinh ^{2}\left(\pi\left(x_{2}+y_{2}\right)\right)+\sin ^{2}\left(\pi\left(x_{1}-y_{1}\right)\right)\right) \\
& =\frac{1}{4 \pi} \ln \left(\sinh ^{2}\left(\pi\left(x_{2}-y_{2}\right)\right)\right) \\
& -\frac{1}{4 \pi} \ln \left(\sinh ^{2}\left(\pi\left(x_{2}+y_{2}\right)\right)\right) \\
& +O\left(\ln \left(1+\frac{1}{\sinh ^{2}\left(x_{2}\right)}\right)\right) \\
& =\frac{1}{2 \pi}\left(\ln \left(\frac{e^{\pi\left(x_{2}-y_{2}\right)}-e^{-\pi\left(x_{2}+y_{2}\right)}}{2}\right)\right. \\
& \left.-\ln \left(\frac{e^{\pi\left(x_{2}+y_{2}\right)}-e^{-\pi\left(x_{2}-y_{2}\right)}}{2}\right)\right)+O\left(\ln \left(1+e^{-x_{2}^{2}}\right)\right) \\
& =-y_{2}+O\left(e^{-x_{2}}\right)
\end{aligned}
$$

which yields the desired result.

Finally, it is important to note that $\alpha_{\infty}$ depends on the geometry and size of the particle $B$.

As $\left(\mathcal{K}_{B \sharp}^{*}\right)^{+}: \mathcal{H}_{0}^{*} \rightarrow \mathcal{H}_{0}^{*}$ is a compact self-adjoint operator, where $\mathcal{H}_{0}^{*}$ is defined as in Lemma 2.37, we can write

$$
\begin{aligned}
& \alpha_{\infty}=-\int_{\partial B} y_{2}\left(\lambda_{\mu} I-\left(\mathcal{K}_{B \sharp}^{*}\right)^{+}\right)^{-1}\left[\nu_{2}\right](y) d \sigma(y), \\
&=-\int_{\partial B} y_{2} \sum_{j=1}^{\infty} \frac{\left\langle\varphi_{j}, \nu_{2}\right\rangle_{\mathcal{H}_{0}^{*} \varphi_{j}(y)}^{\lambda_{\mu}-\lambda_{j}} d \sigma(y),}{} \\
&=\sum_{j=1}^{\infty} \frac{\left\langle\varphi_{j}, \nu_{2}\right\rangle_{\mathcal{H}_{0}^{*}}\left\langle\varphi_{j}, y_{2}\right\rangle_{-\frac{1}{2}, \frac{1}{2}}}{\lambda_{\mu}-\lambda_{j}},
\end{aligned}
$$

where $\lambda_{1}, \lambda_{2}, \ldots$ are the eigenvalues of $\left(\mathcal{K}_{B \sharp}^{*}\right)^{+}$and $\varphi_{1}, \varphi_{2}, \ldots$ is a corresponding orthornormal basis of eigenvectors.

On the other hand, by integrating by parts we get

$$
\left\langle\varphi_{j}, y_{2}\right\rangle_{-\frac{1}{2}, \frac{1}{2}}=\frac{1}{\frac{1}{2}-\lambda_{j}}\left\langle\varphi_{j}, \nu_{2}\right\rangle_{\mathcal{H}_{0}^{*}}
$$

This, together with the fact that $\Im m \lambda_{\mu}<0$ (by the Drude model (7.4) , yields the following lemma.

Lemma 12.3. We have $\Im m \alpha_{\infty}>0$.
Finally, we give a formula for the shape derivative of $\alpha_{\infty}$. This formula can be used to optimize $\left|\alpha_{\infty}\right|$, for a given frequency $\omega$, in terms of the shape $B$ of the nanoparticle. Let $B_{\eta}$ be an $\eta$-perturbation of $B$; i.e., let $h \in \mathcal{C}^{1}(\partial B)$ and $\partial B_{\eta}$ be given by

$$
\partial B_{\eta}=\{x+\eta h(x) \nu(x), x \in \partial B\}
$$

Following Subsection 7.2.1.1, we can prove that

$$
\begin{aligned}
\alpha_{\infty}\left(B_{\eta}\right)= & \alpha_{\infty}(B)+\eta\left(\frac{\mu_{m}}{\mu_{c}}-1\right) \\
& \times \int_{\partial B} h\left[\left.\left.\frac{\partial v}{\partial \nu}\right|_{-} \frac{\partial w}{\partial \nu}\right|_{-}+\left.\left.\frac{\mu_{c}}{\mu_{m}} \frac{\partial v}{\partial T}\right|_{-} \frac{\partial w}{\partial T}\right|_{-}\right] d \sigma
\end{aligned}
$$

where $\partial / \partial T$ is the tangential derivative on $\partial B, v$ and $w$ periodic with respect to $x_{1}$ of period 1 and satisfy

$$
\left\{\begin{array}{l}
\Delta v=0 \quad \text { in }\left(\mathbb{R}_{+}^{2} \backslash \overline{\mathcal{B}}\right) \cup \mathcal{B} \\
\left.v\right|_{+}-\left.v\right|_{-}=0 \quad \text { on } \partial \mathcal{B} \\
\left.\frac{\partial v}{\partial \nu}\right|_{+}-\left.\frac{\mu_{m}}{\mu_{c}} \frac{\partial v}{\partial \nu}\right|_{-}=0 \quad \text { on } \partial \mathcal{B} \\
v-x_{2} \rightarrow 0 \quad \text { as } x_{2} \rightarrow+\infty
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\Delta w=0 \quad \text { in }\left(\mathbb{R}_{+}^{2} \backslash \overline{\mathcal{B}}\right) \cup \mathcal{B} \\
\left.\frac{\mu_{m}}{\mu_{c}} w\right|_{+}-\left.w\right|_{-}=0 \quad \text { on } \partial \mathcal{B} \\
\left.\frac{\partial w}{\partial \nu}\right|_{+}-\left.\frac{\partial w}{\partial \nu}\right|_{-}=0 \quad \text { on } \partial \mathcal{B} \\
w-x_{2} \rightarrow 0 \quad \text { as } x_{2} \rightarrow+\infty
\end{array}\right.
$$

respectively. Therefore, the following proposition holds.
Proposition 12.4. The shape derivative $d_{S} \alpha_{\infty}(B)$ of $\alpha_{\infty}$ is given by

$$
d_{S} \alpha_{\infty}(B)=\left(\frac{\mu_{m}}{\mu_{c}}-1\right)\left[\left.\left.\frac{\partial v}{\partial \nu}\right|_{-} \frac{\partial w}{\partial \nu}\right|_{-}+\left.\left.\frac{\mu_{c}}{\mu_{m}} \frac{\partial v}{\partial T}\right|_{-} \frac{\partial w}{\partial T}\right|_{-}\right]
$$

If we aim to maximize the functional $J:=\frac{1}{2}\left|\alpha_{\infty}\right|^{2}$ over $B$, then it can be easily seen that $J$ is Fréchet differentiable and its Fréchet derivative is given by

$$
\Re e d_{S} \alpha_{\infty}(B) \overline{\alpha_{\infty}(B)}
$$

In order to include cases where topology changes and multiple components are allowed, a level-set version of the optimization procedure described below can be developed (see Appendix B).

### 12.4. Numerical Illustrations

We now demonstrate the dependence of the equivalent boundary condition parameter $\alpha_{\infty}$ on the incident wavelength for various nanoparticle configurations. We use the Drude model for the permeability of background material, which is water, and the nanoparticles which are gold. The Drude model for the permeability $\mu$ is given by

$$
\mu(\omega)=1-\frac{\omega_{p}^{2}}{\omega^{2}+\sqrt{-1} \tau \omega}
$$

In particular, to model gold nanoparticles we choose the plasma frequency $\omega_{p}$ to be

$$
\omega_{p}=9.03 \times 2 \pi \times \frac{1.6 \times 10^{-19}}{6.6 \times 10^{-34}}
$$

and the damping coefficient $\tau$ to be

$$
\tau=0.053 \times 2 \pi \times \frac{1.6 \times 10^{-19}}{6.6 \times 10^{-34}}
$$

The discretization of the boundary of the nanoparticle, along with the computation of the Neumann-Poincaré operator $\left(\mathcal{K}_{B \sharp}^{*}\right)^{+}$, where $B$ is a disk, is performed in the same fashion as in Section 2.4.5 We then calculate

$$
\alpha_{\infty}=-\int_{\partial B} y_{2}\left(\lambda_{\mu} I-\left(\mathcal{K}_{B \sharp}^{*}\right)^{+}\right)^{-1}\left[\nu_{2}\right](y) d \sigma(y),
$$

and plot its modulus $\left|\alpha_{\infty}\right|$ for a range of wavelengths in the interval $\left[150 \times 10^{-9}, 350 \times\right.$ $10^{-9}$ ].

We use Code Plasmonic Metasurfaces. In Figure 12.2 we place the row of nanoparticles a distance of 0.5 from the surface $\partial \mathbb{R}_{+}^{2}$ and vary the radii from 0.1 to 0.4. In Figure 12.3 we set the nanoparticle radius to be 0.2 and observe the change in $\left|\alpha_{\infty}\right|$ when we first position the nanoparticles a distance of 0.25 from the surface, and then a distance of 0.75 .

In Figures 12.4 and 12.5 we demonstrate that in the case of a single row of nanoparticles we have a distinct resonance peak, whereas in in the case of three well-separated nanoparticles (all in the unit cell) we have delocalized resonances.


Figure 12.2. $\left|\alpha_{\infty}\right|$ as a function of wavelength for a set of radii varying from 0.1 to 0.4 .


Figure 12.3. $\left|\alpha_{\infty}\right|$ as a function of wavelength for a set of radii for a disk of radius 0.2 as for distances of 0.25 and 0.45 from the boundary at $x_{2}=0$.

### 12.5. Concluding Remarks

In this chapter, we have considered the scattering by an array of plasmonic nanoparticles mounted on a perfectly conducting plate and showed both analytically and numerically the significant change in the boundary condition induced by the nanoparticles at their periodic plasmonic frequencies. We have also proposed


Figure 12.4. We observe a strong localized resonant peak in the case of a single row of nanoparticles.


Figure 12.5. When we have three nanoparticles in each cell of the array we observe delocalized resonance.
an optimization approach to maximize this change in terms of the shape of the nanoparticles. Our results in this chapter can be generalized in many directions. Different boundary conditions on the plate as well as curved plates can be considered. Our approach can be easily extended to two-dimensional arrays embedded in $\mathbb{R}^{3}$ and the lattice effect can be included by using the Green's function for a general lattice (as in 2.128 ). Full Maxwell's equations to model the light propagation can be used. The observed extraordinary or meta-properties of periodic distributions of subwavelength resonators can be explained by the approach proposed in this chapter.

## Part 5

## Subwavelength Phononics

## CHAPTER 13

## Helmholtz Resonator

### 13.1. Introduction

The Helmholtz resonator is an acoustic device which has many important applications in phononics. It consists of a closed cavity connected to the exterior domain by an opening hole.

In this section we study perturbations of scattering frequencies of Helmholtz resonators with small openings. We provide on the one hand results on the existence and localization of the scattering frequencies and on the other hand the leadingorder terms in their asymptotic expansions in terms of the characteristic width of the openings.

We show that the spectrum of the Helmholtz resonator essentially coincides with the spectrum of the Laplacian with Neumann boundary condition in the closed cavity, but there is an additional resonant frequency which is a sub-wavelength resonance. Its associated eigenfunction is essentially constant in the cavity and it essentially vanishes in the exterior domain. It is the key to super-resolution and super-focusing for acoustic waves in systems of Helmholtz resonators.

As in the previous chapters, we transform the problem of finding the scattering frequencies into that of the determination of the characteristic values of certain integral operator-valued functions in the complex plane. The generalization of the Steinberg theorem given in Theorem 1.16 yields the discreteness of the set of resonant frequencies. The generalized Rouché theorem shows the existence of resonant frequencies close to the eigenfrequencies of the unperturbed resonator. In principle, the general form of the argument principle in Theorem 1.14 can be applied to derive full asymptotic expansions for the scattering frequencies. As will be shown in this chapter, the leading-order terms can be obtained by a simpler method based on pole-pencil decomposition of integral operator-valued functions and the use of the Hilbert transform.

### 13.2. Hilbert Transform

In order to study resonance frequencies of Helmholtz resonators, the Hilbert transform will be needed.

Let the set $\mathcal{X}^{\epsilon}$, for small $\epsilon>0$, be defined by

$$
\begin{equation*}
\mathcal{X}^{\epsilon}=\left\{\varphi: \int_{-\epsilon}^{\epsilon} \sqrt{\epsilon^{2}-x^{2}}|\varphi(x)|^{2} d x<+\infty\right\} \tag{13.1}
\end{equation*}
$$

Equipped with the norm

$$
\|\varphi\|_{\mathcal{X}^{\epsilon}}=\left(\int_{-\epsilon}^{\epsilon} \sqrt{\epsilon^{2}-x^{2}}|\varphi(x)|^{2} d x\right)^{1 / 2},
$$

$\mathcal{X}^{\epsilon}$ is a Hilbert space. Introduce

$$
\begin{equation*}
\mathcal{Y}^{\epsilon}=\left\{\psi \in \mathcal{C}^{0}([-\epsilon, \epsilon]): \psi^{\prime} \in \mathcal{X}^{\epsilon}\right\} \tag{13.2}
\end{equation*}
$$

where $\psi^{\prime}$ is the distribution derivative of $\psi$. The set $\mathcal{Y}^{\epsilon}$ is a Hilbert space with the norm

$$
\|\psi\|_{\mathcal{Y}^{\epsilon}}=\left(\|\psi\|_{\mathcal{X}^{\epsilon}}^{2}+\left\|\psi^{\prime}\right\|_{\mathcal{X}^{\epsilon}}^{2}\right)^{1 / 2}
$$

Let $\mathcal{L}_{\epsilon}: \mathcal{X}^{\epsilon} \rightarrow \mathcal{Y}^{\epsilon}$ be defined by

$$
\begin{equation*}
\mathcal{L}_{\epsilon}[\varphi](x)=\int_{-\epsilon}^{\epsilon} \ln |x-y| \varphi(y) d y . \tag{13.3}
\end{equation*}
$$

We establish two results concerning the integral operator $\mathcal{L}_{\epsilon}$. These results are proved in 417.

Lemma 13.1. For all $0<\epsilon<2$, the integral operator $\mathcal{L}_{\epsilon}: \mathcal{X}^{\epsilon} \mapsto \mathcal{Y}^{\epsilon}$ is invertible.
Let $\varphi$ be a function of $\mathcal{X}^{\epsilon}$. The function

$$
\psi(x)=\int_{-\epsilon}^{\epsilon} \ln |x-y| \varphi(y) d y
$$

is differentiable and its derivative on $(-\epsilon, \epsilon)$ is given by (see for instance [364, p. 30])

$$
\begin{equation*}
\psi^{\prime}(x)=\mathcal{H}_{\epsilon}[\varphi](x) \tag{13.4}
\end{equation*}
$$

where $\mathcal{H}_{\epsilon}$ denotes the finite Hilbert transform (or Tricomi's operator)

$$
\begin{equation*}
\mathcal{H}_{\epsilon}[\varphi](x)=\int_{-\epsilon}^{\epsilon} \frac{\varphi(y)}{x-y} d y \quad \text { for } x \in(-\epsilon, \epsilon) . \tag{13.5}
\end{equation*}
$$

The following explicit expressions hold. For any $x \in(-\epsilon, \epsilon)$, we have

$$
\begin{align*}
& \mathcal{H}_{\epsilon}\left[\frac{1}{\sqrt{\epsilon^{2}-y^{2}}}\right](x)=0,  \tag{13.6}\\
& \mathcal{H}_{\epsilon}\left[\sqrt{\epsilon^{2}-y^{2}}\right](x)=\pi x, \tag{13.7}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{H}_{\epsilon}\left[\frac{y}{\sqrt{\epsilon^{2}-y^{2}}}\right](x)=-\pi \tag{13.8}
\end{equation*}
$$

The main difficulty in studying the finite Hilbert transform $\mathcal{H}_{\epsilon}$ on Hölder continuous functions (with requirements at the endpoints) is that it has no smoothness preserving property, as shown by the following formulas:

$$
\mathcal{H}_{\epsilon}[1](x)=\ln \frac{\epsilon+x}{\epsilon-x}
$$

and

$$
\mathcal{H}_{\epsilon}^{\prime}[\varphi](x)-\frac{\varphi(-\epsilon)}{\epsilon+x}+\frac{\varphi(\epsilon)}{\epsilon-x}+\mathcal{H}_{\epsilon}\left[\varphi^{\prime}\right](x) .
$$

The development of such a theory is a rather long and complicated process. See for instance 376 .

Here the weighted space $\mathcal{X}^{\epsilon}$ is introduced to make the theory relatively simple and yet general enough for applications. The following mapping properties of the finite Hilbert transform hold. See 417] for a proof.

Lemma 13.2 (Finite Hilbert transform). The operator $\mathcal{H}_{\epsilon}: \mathcal{X}^{\epsilon} \rightarrow \mathcal{X}^{\epsilon}$ satisfies $\operatorname{dim} \operatorname{Ker}\left(\mathcal{H}_{\epsilon}\right)=1$ and $\operatorname{Im} \mathcal{H}_{\epsilon}=\mathcal{X}^{\epsilon}$.

As shown by formula 13.6 , $\operatorname{Ker}\left(\mathcal{H}_{\epsilon}\right)$ is spanned by $1 / \sqrt{\epsilon^{2}-y^{2}}$. We refer the reader to [93, 203] for the mapping properties of the finite Hilbert transform in more general weighted spaces. We will need the following Hölder estimate [364]

$$
\begin{equation*}
\left\|\int_{-1}^{1} \frac{\varphi(y)}{x-y} d y\right\|_{L^{\infty}([-1,1])} \leq C\|\varphi\|_{\mathcal{C}^{0, \eta}([-1,1])} \tag{13.9}
\end{equation*}
$$

for $\varphi \in \mathcal{C}^{0, \eta}([-1,1])$ with $\eta>0$.
We now solve explicitly the integral equation

$$
\begin{equation*}
\mathcal{L}_{\epsilon}[\varphi](x)=\psi(x), \quad \forall x \in(-\epsilon, \epsilon), \tag{13.10}
\end{equation*}
$$

where $\psi$ is a given function in $\mathcal{Y}^{\epsilon}$ and $\varphi$ is the unknown function. Differentiating 13.10 with respect to the $x$-variable, we obtain the singular integral equation 13.4). The general solution of equation (13.4) is given by the Hilbert inversion formula (see for instance [364]):

$$
\begin{equation*}
\varphi_{\lambda}(x)=-\frac{1}{\pi^{2} \sqrt{\epsilon^{2}-x^{2}}} \int_{-\epsilon}^{\epsilon} \frac{\sqrt{\epsilon^{2}-y^{2}} \psi^{\prime}(y)}{x-y} d y+\frac{\lambda}{\sqrt{\epsilon^{2}-x^{2}}} \tag{13.11}
\end{equation*}
$$

where $\lambda$ is a complex constant. Therefore, the solution $\varphi$ in $\mathcal{X}^{\epsilon}$ of 13.10 is necessarily one of the $\varphi_{\lambda}$ given by (13.11), where $\lambda$ is chosen appropriately. Denote by $\lambda(\psi)$ the appropriate choice of $\lambda$ and consider

$$
\begin{equation*}
a(\psi)=\psi(x)-\mathcal{L}_{\epsilon}\left[\varphi_{\lambda=0}\right](x) \tag{13.12}
\end{equation*}
$$

We first observe that the quantity $a(\psi)$ is a constant, since its derivative with respect to $x$ is identically equal to zero on $(-\epsilon, \epsilon)$. Now, substitute $\varphi_{\lambda(\psi)}$ into 13.10 to get

$$
\lambda(\psi) \mathcal{L}_{\epsilon}\left[y \mapsto \frac{1}{\sqrt{\epsilon^{2}-y^{2}}}\right]=a(\psi)
$$

But, a straightforward calculation shows that

$$
\mathcal{L}_{\epsilon}\left[y \mapsto \frac{1}{\sqrt{\epsilon^{2}-y^{2}}}\right](x)=\pi \ln \frac{\epsilon}{2} \quad \text { for all } x \in(-\epsilon, \epsilon),
$$

and therefore,

$$
\lambda(\psi)=\frac{a(\psi)}{\pi \ln (\epsilon / 2)}
$$

Thus,

$$
\begin{equation*}
\mathcal{L}_{\epsilon}^{-1}[\psi](x)=-\frac{1}{\pi^{2} \sqrt{\epsilon^{2}-x^{2}}} \int_{-\epsilon}^{\epsilon} \frac{\sqrt{\epsilon^{2}-y^{2}} \psi^{\prime}(y)}{x-y} d y+\frac{a(\psi)}{(\pi \ln (\epsilon / 2)) \sqrt{\epsilon^{2}-x^{2}}}, \tag{13.13}
\end{equation*}
$$

where $a(\psi)$ is given by 13.12 . This calculation has been done by Carleman in 166.

Note that for $\epsilon=2, \mathcal{L}_{2}$ has a nontrivial kernel. However, for $0<\epsilon<2$, the solution to 13.10 is clearly unique. In fact, by 13.11 and 13.12 , it follows that if $\psi \equiv 0$, then $\mathcal{L}_{\epsilon}^{-1}[\psi] \equiv 0$.

We will also need the following lemma.

Lemma 13.3. Let $\mathcal{R}_{\epsilon}$ be the integral operator defined from $\mathcal{X}^{\epsilon}$ into $\mathcal{Y}^{\epsilon}$ by

$$
\mathcal{R}_{\epsilon}[\varphi](x)=\int_{-\epsilon}^{\epsilon} R(x, y) \varphi(y) d y
$$

with $R(x, y)$ of class $\mathcal{C}^{1, \eta}$ in $x$ and $y$, for $\eta>0$. There exists a positive constant $C$, independent of $\epsilon$, such that

$$
\begin{equation*}
\left\|\mathcal{L}_{\epsilon}^{-1} \mathcal{R}_{\epsilon}\right\|_{\mathcal{L}\left(\mathcal{X}^{\epsilon}, \mathcal{X}^{\epsilon}\right)} \leq \frac{C}{|\ln \epsilon|} \tag{13.14}
\end{equation*}
$$

where

$$
\left\|\mathcal{L}_{\epsilon}^{-1} \mathcal{R}_{\epsilon}\right\|_{\mathcal{L}\left(\mathcal{X}^{\epsilon}, \mathcal{X}^{\epsilon}\right)}=\sup _{\varphi \in \mathcal{X}^{\epsilon},\|\varphi\|_{\mathcal{X}}=1}\left\|\mathcal{L}_{\epsilon}^{-1} \mathcal{R}_{\epsilon}[\varphi]\right\|_{\mathcal{X}^{\epsilon}}
$$

Proof. Let $\varphi \in \mathcal{X}^{\epsilon}$. By the Hilbert inversion formula 13.11, we have

$$
\begin{align*}
\mathcal{L}_{\epsilon}^{-1} \mathcal{R}_{\epsilon}[\varphi](x) & =-\frac{1}{\pi^{2} \sqrt{\epsilon^{2}-x^{2}}} \int_{-\epsilon}^{\epsilon} \frac{\sqrt{\epsilon^{2}-y^{2}}\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(y)}{x-y} d y+\frac{\lambda\left(\mathcal{R}_{\epsilon}[\varphi]\right)}{\sqrt{\epsilon^{2}-x^{2}}}  \tag{13.15}\\
& :=I_{1}^{\epsilon}[\varphi](x)+I_{2}^{\epsilon}[\varphi](x)
\end{align*}
$$

where

$$
\lambda\left(\mathcal{R}_{\epsilon}[\varphi]\right)=\frac{a\left(\mathcal{R}_{\epsilon}[\varphi]\right)}{\pi \ln (\epsilon / 2)}
$$

We estimate $\left\|I_{1}^{\epsilon}[\varphi]\right\|_{\mathcal{X}^{\epsilon}}$ and $\left\|I_{2}^{\epsilon}[\varphi]\right\|_{\mathcal{X}^{\epsilon}}$ separately.
For $\left\|I_{1}^{\epsilon}[\varphi]\right\|_{\mathcal{X} \epsilon}$, we have

$$
\begin{aligned}
\left\|I_{1}^{\epsilon}[\varphi]\right\|_{\mathcal{X}^{\epsilon}} & \left(\int_{-\epsilon}^{\epsilon} \frac{1}{\sqrt{\epsilon^{2}-x^{2}}}\left(\int_{-\epsilon}^{\epsilon} \frac{\sqrt{\epsilon^{2}-y^{2}}\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(y)}{x-y} d y\right)^{2} d x\right)^{\frac{1}{2}} \\
& \leq C\left\|\int_{-\epsilon}^{\epsilon} \frac{\sqrt{\epsilon^{2}-y^{2}}\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(y)}{x-y} d y\right\|_{L^{\infty}([-\epsilon, \epsilon])} \\
& =C \epsilon\left\|\int_{-1}^{1} \frac{\sqrt{1-y^{2}}\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(\epsilon y)}{x-y} d y\right\|_{L^{\infty}([-1,1])}
\end{aligned}
$$

We then have from the Hölder estimate 13.9 for the Hilbert transform

$$
\begin{aligned}
\left\|\int_{-1}^{1} \frac{\sqrt{1-y^{2}}\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(\epsilon y)}{x-y} d y\right\|_{L^{\infty}([-1,1])} & \leq C\left\|\sqrt{1-y^{2}}\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(\epsilon y)\right\|_{\mathcal{C}^{0, \eta}([-1,1])} \\
& \leq C\left\|\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(\epsilon y)\right\|_{\mathcal{C}^{0, \eta}([-1,1])} \\
& \leq C\left\|\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(y)\right\|_{\mathcal{C}^{0, \eta}([-\epsilon, \epsilon])} \\
& \leq C \int_{-\epsilon}^{\epsilon}|\varphi(y)| d y \leq C\|\varphi\|_{\mathcal{X}^{\epsilon}}
\end{aligned}
$$

since the kernel $R$ is of class $\mathcal{C}^{1, \eta}$. Thus, we obtain

$$
\begin{equation*}
\left\|I_{1}^{\epsilon}[\varphi]\right\|_{\mathcal{X}^{\epsilon}} \leq C \epsilon\|\varphi\|_{\mathcal{X}^{\epsilon}} \tag{13.16}
\end{equation*}
$$

To estimate $\left\|I_{2}^{\epsilon}[\varphi]\right\|_{\mathcal{X}^{\epsilon}}$, we first observe that

$$
\begin{aligned}
\left\|I_{2}^{\epsilon}[\varphi]\right\|_{\mathcal{X}^{\epsilon}} & =\left(\int_{-\epsilon}^{\epsilon} \sqrt{\epsilon^{2}-x^{2}}\left|I_{2}^{\epsilon}[\varphi](x)\right|^{2} d x\right)^{1 / 2} \\
& =\sqrt{\pi}\left|\lambda\left(\mathcal{R}_{\epsilon}[\varphi]\right)\right|=\left|\frac{a\left(\mathcal{R}_{\epsilon}[\varphi]\right)}{\sqrt{\pi} \ln (\epsilon / 2)}\right|
\end{aligned}
$$

At this point, let us recall that

$$
a\left(\mathcal{R}_{\epsilon}[\varphi]\right)=\mathcal{R}_{\epsilon}[\varphi]-\mathcal{L}_{\epsilon}\left[t \mapsto \frac{1}{\sqrt{\epsilon^{2}-t^{2}}} \int_{-\epsilon}^{\epsilon} \frac{\sqrt{\epsilon^{2}-y^{2}}}{t-y}\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(y) d y\right] .
$$

Once again, from the smoothness of the kernel $R$ in $x$ and $y$, we have

$$
\begin{equation*}
\sup _{-\epsilon \leq x \leq \epsilon}\left|\mathcal{R}_{\epsilon}[\varphi](x)\right| \leq C\|\varphi\|_{\mathcal{X} \epsilon} \tag{13.17}
\end{equation*}
$$

On the other hand, we get from (13.7) that

$$
\begin{aligned}
& \int_{-\epsilon}^{\epsilon} \frac{\sqrt{\epsilon^{2}-y^{2}}}{t-y}\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(y) d y \\
& =\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(t) \int_{-\epsilon}^{\epsilon} \frac{\sqrt{\epsilon^{2}-y^{2}}}{t-y} d y+\int_{-\epsilon}^{\epsilon} \frac{\sqrt{\epsilon^{2}-y^{2}}}{t-y}\left[\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(y)-\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(t)\right] d y \\
& =\pi t\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(t)+\int_{-\epsilon}^{\epsilon} \frac{\sqrt{\epsilon^{2}-y^{2}}}{t-y}\left[\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(y)-\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(t)\right] d y .
\end{aligned}
$$

Put

$$
I_{\epsilon}(t):=\int_{-\epsilon}^{\epsilon} \frac{\sqrt{\epsilon^{2}-y^{2}}}{t-y}\left[\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(y)-\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(t)\right] d y .
$$

Then, we have

$$
\begin{aligned}
\left|I_{\epsilon}(t)\right| & \leq C \epsilon^{1+\eta} \sup _{t, y}\left|\frac{\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(y)-\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(t)}{|y-t|^{\eta}}\right| \\
& \leq C \epsilon^{1+\eta} \int_{-\epsilon}^{\epsilon}|\varphi(y)| d y \leq C \epsilon^{1+\eta}\|\varphi\|_{\mathcal{X}^{\epsilon}} .
\end{aligned}
$$

Therefore, it follows that

$$
\begin{aligned}
& \left|\mathcal{L}_{\epsilon}\left[t \mapsto \frac{1}{\sqrt{\epsilon^{2}-t^{2}}} \int_{-\epsilon}^{\epsilon} \frac{\sqrt{\epsilon^{2}-y^{2}}}{t-y}\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(y) d y\right]\right| \\
& \quad \leq\left|\mathcal{L}_{\epsilon}\left[\frac{\pi t\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(t)}{\sqrt{\epsilon^{2}-t^{2}}}\right]\right|+\left|\mathcal{L}_{\epsilon}\left[\frac{I_{\epsilon}(t)}{\sqrt{\epsilon^{2}-t^{2}}}\right]\right| \\
& \\
& \quad \leq\left(\sup _{t}\left|\pi t\left(\mathcal{R}_{\epsilon}[\varphi]\right)^{\prime}(t)\right|+\sup _{t}\left|I_{\epsilon}(t)\right|\right)\left|\mathcal{L}_{\epsilon}\left[\frac{1}{\sqrt{\epsilon^{2}-t^{2}}}\right]\right| \leq C \epsilon|\ln \epsilon|\|\varphi\|_{\mathcal{X}^{\epsilon}},
\end{aligned}
$$

which, combined with 13.17), gives

$$
\begin{equation*}
\left\|I_{2}^{\epsilon}[\varphi]\right\|_{\mathcal{X}^{\epsilon}} \leq \frac{C}{|\ln \epsilon|}\|\varphi\|_{\mathcal{X}^{\epsilon}} \tag{13.18}
\end{equation*}
$$

Combining 13.16 and 13.18 yields the desired estimate 13.14 .
13.3. Perturbations of Scattering Frequencies of a Helmholtz Resonator

Let $\Omega \subset \mathbb{R}^{2}$ be a bounded simply connected domain with boundary $\partial \Omega$ of class $\mathcal{C}^{2}$. Let $\mu_{0}$ be a simple eigenvalues of $-\Delta$ in $\Omega$ with Neumann conditions, namely, a simple eigenvalue of 3.1 and let $V$ be a neighborhood of $\mu_{0}$ in the complex plane such that $\mu_{0}$ is the only eigenvalue of (3.1) in $V$.

The acoustic Helmholtz resonator we consider is a surface $\partial \Omega_{\epsilon}=\partial \Omega \backslash \Sigma_{\epsilon}$, where $\partial \Omega_{\epsilon}$ is obtained from $\partial \Omega$ by making a small opening $\Sigma_{\epsilon}$ in the boundary with diameter tending to zero as $\epsilon \rightarrow 0$. This opening connects the interior and the exterior parts of the resonator. If $\mu_{0}$ is an eigenvalue of (3.1), the corresponding scattering problem is to find $\mu^{\epsilon}$ (with $\Im m \mu^{\epsilon} \geq 0$ ) close to $\mu_{0}$ such that there exists a nontrivial solution to

$$
\left\{\begin{array}{l}
\left(\Delta+\mu^{\epsilon}\right) u^{\epsilon}=0 \quad \text { in } \Omega \cup\left(\mathbb{R}^{2} \backslash \bar{\Omega}\right)  \tag{13.19}\\
\frac{\partial u^{\epsilon}}{\partial \nu}=0 \quad \text { on } \partial \Omega_{\epsilon} \\
\left|\frac{\partial u^{\epsilon}}{\partial r}-\sqrt{-1 \mu^{\epsilon}} u^{\epsilon}\right|=O\left(r^{-1}\right) \quad \text { as } r=|x| \rightarrow+\infty
\end{array}\right.
$$

As in the previous chapters, we reduce the scattering problem 13.19 to the study of characteristic values of a certain operator-valued function, and by means of the generalized Rouché theorem we prove the existence of a scattering frequency $\mu^{\epsilon}$ with small imaginary part which converges to $\mu_{0}$ as $\epsilon \rightarrow 0$. We then construct the leading-order term in its asymptotic expansion.

To simplify the exposition, we shall assume that 0 is the center to which the opening can be contracted and the opening $\Sigma_{\epsilon}$ is flat: $\Sigma_{\epsilon}=(-\epsilon, \epsilon)$. It can be shown that the curvature of the opening does not influence the leading-order term in the asymptotic expansion of the scattering frequencies [224. Following the arguments presented in the previous section, we only outline the derivation of an asymptotic expansion of $\mu^{\epsilon}$, leaving the details to the reader.
13.3.1. Problem Formulation. We say that $\mu \in \mathbb{C}$ (with $\Im m \mu \geq 0$ ) is a scattering pole if there exists a nontrivial solution to the exterior problem

$$
\left\{\begin{array}{l}
(\Delta+\mu) v=0 \quad \text { in } \mathbb{R}^{2} \backslash \bar{\Omega}  \tag{13.20}\\
\frac{\partial v}{\partial \nu}=0 \text { on } \partial \Omega \\
\int_{\mathbb{R}^{2} \backslash \bar{\Omega}}|v|^{2}<+\infty
\end{array}\right.
$$

Introduce the exterior Neumann function $N_{\mathbb{R}^{2} \backslash \bar{\Omega}}^{\sqrt{\mu}}$, that is, the unique solution to

$$
\begin{cases}\left(\Delta_{x}+\mu\right) N_{\mathbb{R}^{2} \backslash \bar{\Omega}}^{\sqrt{\mu}}(x, z)=-\delta_{z} & \text { in } \mathbb{R}^{2} \backslash \bar{\Omega}  \tag{13.21}\\ \frac{\left.\partial N_{\mathbb{R}^{2} \backslash \bar{\Omega}}^{\sqrt{\mu}}\right|_{\partial \Omega}=0}{\partial \nu} & \text { on } \partial \Omega \\ \left|\frac{\partial N_{\mathbb{R}^{2} \backslash \bar{\Omega}}^{\sqrt{\mu}}}{\partial r}-\sqrt{-1 \mu} N_{\mathbb{R}^{2} \backslash \bar{\Omega}}^{\sqrt{\mu}}\right|=O\left(r^{-1}\right) & \text { as } r=|x| \rightarrow+\infty\end{cases}
$$

Set $\varphi^{\epsilon}$ to be the normal derivative of $u^{\epsilon}$ on the opening $\Sigma_{\epsilon}$ :

$$
\varphi^{\epsilon}=\frac{\partial u^{\epsilon}}{\partial \nu} \quad \text { on } \Sigma_{\epsilon} .
$$

By Green's formula, $\varphi^{\epsilon}$ satisfies the integral equation

$$
\begin{equation*}
\int_{\Sigma_{\epsilon}}\left(N_{\mathbb{R}^{2} \backslash \bar{\Omega}}^{\sqrt{\mu^{\epsilon}}}+N_{\Omega}^{\sqrt{\mu^{\epsilon}}}\right)(x, y) \varphi^{\epsilon}(y) d y=0 \quad \text { on } \Sigma_{\epsilon} \tag{13.22}
\end{equation*}
$$

where the interior Neumann function $N_{\Omega}^{\sqrt{\mu^{\epsilon}}}$ is defined by 2.179 and the exterior Neumann function $N_{\mathbb{R}^{2} \backslash \bar{\Omega}}^{\sqrt{\epsilon}}$ is defined by 13.21 .

Define the operator-valued function $\mu \mapsto \mathcal{A}_{\epsilon}(\mu)$ by

$$
\mathcal{A}_{\epsilon}(\mu)[\varphi](x):=\int_{-\epsilon}^{\epsilon}\left(N_{\mathbb{R}^{2} \backslash \bar{\Omega}}^{\sqrt{\mu^{\epsilon}}}+N_{\Omega}^{\sqrt{\mu^{\epsilon}}}\right)(x, y) \varphi(y) d y .
$$

By virtue of 13.22 ), the problem of finding the scattering frequencies can be reduced to that of finding the characteristic values of $\mathcal{A}_{\epsilon}(\mu)$.
13.3.2. Asymptotic Formula for Perturbations in Scattering Frequencies. Let $\mu_{0}$ be a simple eigenvalue of (3.1) associated with the normalized eigenfunction $u_{j_{0}}$ and let $V$ be a complex neighborhood of $\mu_{0}$ such that (i) $\mu_{0}$ is the only eigenvalue of (3.1) in $V$ and (ii) there is no scattering pole of 13.20) in $V$.

Writing

$$
N_{\mathbb{R}^{2} \backslash \bar{\Omega}}^{\sqrt{\mu}}(x, z)=-\frac{1}{2 \pi} \ln |x-z|+r(x, z, \mu),
$$

where $r(x, z, \mu)$ is holomorphic with respect to $\mu$ in $V$ and smooth in $x$ and $z$, we obtain the following pole-pencil decomposition of $\mathcal{A}_{\epsilon}$ in $V$.

Lemma 13.4. The following pole-pencil decomposition of $\mathcal{A}_{\epsilon}(\mu): \mathcal{X}^{\epsilon} \rightarrow \mathcal{Y}^{\epsilon}$ holds for any $\mu \in V \backslash\left\{\mu_{0}\right\}$ :

$$
\begin{equation*}
\mathcal{A}_{\epsilon}(\mu)=-\frac{1}{\pi} \mathcal{L}_{\epsilon}+\frac{\mathcal{K}_{\epsilon}}{\mu_{0}-\mu}+\mathcal{R}_{\epsilon}(\mu) \tag{13.23}
\end{equation*}
$$

where

$$
\mathcal{L}_{\epsilon}[\varphi](x)=\int_{-\epsilon}^{\epsilon} \ln |x-y| \varphi(y) d y
$$

$\mathcal{K}_{\epsilon}$ is the one-dimensional operator given by

$$
\mathcal{K}_{\epsilon}[\varphi](x)=\left\langle\varphi, u_{j_{0}}\right\rangle_{L^{2}\left(\Sigma_{\epsilon}\right)} u_{j_{0}}
$$

and

$$
\mathcal{R}_{\epsilon}(\mu)[\varphi](x)=\int_{-\epsilon}^{\epsilon} R(\mu, x, y) \varphi(y) d y
$$

with $(\mu, x, y) \mapsto R(\mu, x, y)$ holomorphic in $\mu$ and smooth in $x$ and $y$.
We now prove that the set of characteristic values of $\mathcal{A}_{\epsilon}$ is discrete.
Lemma 13.5. The set of characteristic values of $\mu \mapsto \mathcal{A}_{\epsilon}(\mu)$ is discrete.
Proof. We only give a proof for the discreteness of the set of characteristic values of $\mathcal{A}_{\epsilon}$ in $V$. The same arguments apply in neighborhoods $V_{j}$ of $\mu_{j}, j \geq 1$, and in $\mathbb{C} \backslash \bigcup_{j} V_{j}$. Recall that $\mathcal{L}_{\epsilon}: \mathcal{X}^{\epsilon} \rightarrow \mathcal{Y}^{\epsilon}$ is invertible and $\left\|\mathcal{L}_{\epsilon}^{-1} \mathcal{R}_{\epsilon}\right\|_{\mathcal{L}\left(\mathcal{X}^{\epsilon}, \mathcal{X}^{\epsilon}\right)} \rightarrow$ 0 as $\epsilon \rightarrow 0$. Therefore, $-(1 /(\pi)) \mathcal{L}_{\epsilon}+\mathcal{R}_{\epsilon}: \mathcal{X}^{\epsilon} \rightarrow \mathcal{Y}^{\epsilon}$ is invertible for $\epsilon$ small enough. It then follows from the pole-pencil decomposition 13.23 that $\mathcal{A}_{\epsilon}$ is
finitely meromorphic and of Fredholm type in $V$. Moreover, since $\mathcal{K}_{\epsilon}$ is of finitedimension, there exists $\mu^{*} \in V$ such that $\mathcal{A}_{\epsilon}\left(\mu^{*}\right)$ is invertible. Therefore, the generalization of the Steinberg theorem (Theorem 1.16) gives the discreteness of the set of characteristic values of $\mathcal{A}_{\epsilon}$ in $V$.

Next, we prove that there exists exactly one characteristic value of $\mathcal{A}_{\epsilon}$ located in the neighborhood $V$ of $\mu_{0}$ and compute its asymptotic expansion as $\epsilon$ goes to zero. The method is based on the pole-pencil decomposition 13.23 ) of the operatorvalued function $\mathcal{A}_{\epsilon}$, followed by an application of the generalized Rouché theorem.

Lemma 13.6. The operator-valued function $\mathcal{A}_{\epsilon}(\mu)$ has exactly one characteristic value in $V$.

Proof. We first study the principal part of $\mathcal{A}_{\epsilon}$, that is, the integral operatorvalued function defined by

$$
\mathcal{N}_{\epsilon}: \mu \mapsto \mathcal{N}_{\epsilon}(\mu)=-\frac{1}{\pi} \mathcal{L}_{\epsilon}+\frac{\mathcal{K}_{\epsilon}}{\mu_{0}-\mu}
$$

and show that its multiplicity in $V$ is equal to zero. Let us find the characteristic values of $\mathcal{N}_{\epsilon}$ in $V$, that is, the complex numbers $\hat{\mu}$, such that there exists $\hat{\varphi} \not \equiv 0$ satisfying $\mathcal{N}_{\epsilon}(\hat{\mu})[\hat{\varphi}] \equiv 0$ on $(-\epsilon, \epsilon)$. Equivalently, we have

$$
\frac{1}{\pi} \mathcal{L}_{\epsilon}[\hat{\varphi}]+\frac{\left\langle\hat{\varphi}, u_{j_{0}}\right\rangle}{\hat{\mu}-\mu_{0}} u_{j_{0}}=0
$$

Since the operator $\mathcal{L}_{\epsilon}$ is invertible, it follows that

$$
\begin{equation*}
\frac{1}{\pi} \hat{\varphi}+\frac{\left\langle\hat{\varphi}, u_{j_{0}}\right\rangle}{\hat{\mu}-\mu_{0}} \mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right]=0 \tag{13.24}
\end{equation*}
$$

and, by multiplying 13.24 by $u_{j_{0}}$, we find

$$
\left\langle\hat{\varphi}, u_{j_{0}}\right\rangle\left(\frac{1}{\pi}+\frac{\left\langle\mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right], u_{j_{0}}\right\rangle}{\hat{\mu}-\mu_{0}}\right)=0 .
$$

Hence,

$$
\begin{equation*}
\hat{\mu}=\mu_{0}-\pi\left\langle\mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right], u_{j_{0}}\right\rangle \tag{13.25}
\end{equation*}
$$

since by $\sqrt{13.24},\left\langle\hat{\varphi}, u_{j_{0}}\right\rangle=0$ would imply that $\hat{\varphi} \equiv 0$.
Moreover, from

$$
\left|\left\langle\mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right], u_{j_{0}}\right\rangle\right| \longrightarrow 0 \quad \text { as } \epsilon \rightarrow 0
$$

it follows that

$$
\left|\hat{\mu}-\mu_{0}\right| \longrightarrow 0 \quad \text { as } \epsilon \rightarrow 0
$$

If the normalization condition $\left\langle\hat{\varphi}, u_{j_{0}}\right\rangle=1$ is chosen, then 13.24 and 13.25 show that the root function associated to this characteristic value $\hat{\mu}$ is given by

$$
\hat{\varphi}=\frac{\mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right]}{\left\langle\mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right], u_{j_{0}}\right\rangle}
$$

The last point to investigate is the multiplicity of $\hat{\mu}$ as a characteristic value of $\mathcal{N}_{\epsilon}$, that is, the order of $\hat{\mu}$ as a pole of $\mathcal{N}_{\epsilon}^{-1}$. A straightforward calculation shows that $\mathcal{N}_{\epsilon}(\mu)[\varphi]=f$ is equivalent to

$$
-\frac{1}{\pi} \varphi+\frac{\left\langle\varphi, u_{j_{0}}\right\rangle \mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right]}{\mu_{0}-\mu}=\mathcal{L}_{\epsilon}^{-1}[f] .
$$

But

$$
\left\langle\varphi, u_{j_{0}}\right\rangle\left[-\frac{1}{\pi}+\frac{\left\langle\mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right], u_{j_{0}}\right\rangle}{\mu_{0}-\mu}\right]=\left\langle\mathcal{L}_{\epsilon}^{-1}[f], u_{j_{0}}\right\rangle
$$

which yields

$$
\left\langle\varphi, u_{j_{0}}\right\rangle=\frac{\pi\left(\mu_{0}-\mu\right)}{\mu-\hat{\mu}}\left\langle\mathcal{L}_{\epsilon}^{-1}[f], u_{j_{0}}\right\rangle,
$$

and therefore,

$$
\begin{equation*}
\mathcal{N}_{\epsilon}(\mu)[\varphi]=f \quad \text { if and only if } \quad \varphi=-\pi \mathcal{L}_{\epsilon}^{-1}[f]+\frac{\pi^{2}\left\langle\mathcal{L}_{\epsilon}^{-1}[f], u_{j_{0}}\right\rangle}{\mu-\hat{\mu}} \mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right] \tag{13.26}
\end{equation*}
$$

which justifies that $\hat{\mu}$ is a characteristic value of order one of $\mathcal{N}_{\epsilon}$. Therefore, $\mathcal{N}_{\epsilon}$ has exactly one pole $\mu_{0}$ and one characteristic value $\hat{\mu}$ in $V$, each of order one, and its full multiplicity is equal to zero.

Now we estimate the multiplicity of $\mathcal{A}_{\epsilon}$ in $V$. The function $\mu \mapsto \mathcal{N}_{\epsilon}(\mu)$ is clearly finitely meromorphic and of Fredholm type at $\mu=\mu_{0}$. For all $\mu \in V \backslash\left\{\mu_{0}, \hat{\mu}\right\}$, $\mathcal{N}_{\epsilon}$ is invertible. Thus, $\mathcal{N}_{\epsilon}$ is normal in $V$. Moreover, $\mathcal{A}_{\epsilon}(\mu)-\mathcal{N}_{\epsilon}(\mu)=\mathcal{R}_{\epsilon}(\mu)$ is analytic in $V$ and, by 13.26, it satisfies

$$
\lim _{\epsilon \rightarrow 0}\left\|\mathcal{N}_{\epsilon}^{-1}(\mu) \mathcal{R}_{\epsilon}(\mu)\right\|_{\mathcal{L}\left(\mathcal{X}^{\epsilon}, \mathcal{X}^{\epsilon}\right)}=0, \quad \forall \mu \in \partial V
$$

Consequently, the integral operator-valued function $\mu \mapsto \mathcal{A}_{\epsilon}(\mu)$ has, by the generalized Rouché theorem, the same full multiplicity as $\mathcal{N}_{\epsilon}$ in $V$. Since it already admits $\mu_{0}$ as a pole, it admits in this neighborhood exactly one characteristic value $\mu^{\epsilon}$.

Now in view of Lemmas 13.4 and 13.6 we obtain the following theorem.
Theorem 13.7. The operator-valued function $\mathcal{A}_{\epsilon}(\mu)$ has exactly one characteristic value $\mu^{\epsilon}$ in $V$. Moreover, the following asymptotic expansion of $\mu^{\epsilon}$ holds:

$$
\begin{equation*}
\mu^{\epsilon} \approx \mu_{0}-\pi\left\langle\mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right], u_{j_{0}}\right\rangle+\pi^{2}\left\langle\mathcal{L}_{\epsilon}^{-1} \mathcal{R}_{\epsilon}\left(\mu_{0}\right) \mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right], u_{j_{0}}\right\rangle \tag{13.27}
\end{equation*}
$$

which yields

$$
\mu^{\epsilon} \approx \mu_{0}-\frac{\pi}{\ln \epsilon}\left|u_{j_{0}}(0)\right|^{2}
$$

Proof. Recall that if $\mu^{\epsilon}$ is the eigenvalue of 13.19 in $V$, then it is the characteristic value of $\mathcal{A}_{\epsilon}$ in $V$. Let $\varphi^{\epsilon}$ be an associated root function to $\mu^{\epsilon}$. Since $I+\mathcal{L}_{\epsilon}^{-1} \mathcal{R}_{\epsilon}$ is invertible for $\epsilon$ small enough, one can see as in the proof of Lemma 13.6 that $\left\langle\varphi^{\epsilon}, u_{j_{0}}\right\rangle \neq 0$, and hence we can choose $\varphi^{\epsilon}$ such that $\left\langle\varphi^{\epsilon}, u_{j_{0}}\right\rangle=1$. With this choice, we have

$$
\begin{equation*}
\frac{1}{2 \pi}+\frac{\left\langle\mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right], u_{j_{0}}\right\rangle}{\mu^{\epsilon}-\mu_{0}}-\left\langle\mathcal{L}_{\epsilon}^{-1} \mathcal{R}_{\epsilon}\left(\mu^{\epsilon}\right)\left[\varphi^{\epsilon}\right], u_{j_{0}}\right\rangle=0 \tag{13.28}
\end{equation*}
$$

from which it follows by using 13.14 that

$$
\mu^{\epsilon}=\mu_{0}-2 \pi\left\langle\mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right], u_{j_{0}}\right\rangle+O\left(|\ln \epsilon|^{-2}\right)
$$

But,

$$
\left(-\frac{1}{2 \pi} I+\mathcal{L}_{\epsilon}^{-1} \mathcal{R}_{\epsilon}\left(\mu^{\epsilon}\right)\right)\left[\varphi^{\epsilon}\right]+\frac{\mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right]}{\mu_{0}-\mu^{\epsilon}}=0
$$

and thus,

$$
\varphi^{\epsilon} \approx \frac{\mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right]}{\left\langle\mathcal{L}_{\epsilon}^{-1}\left[u_{j_{0}}\right], u_{j_{0}}\right\rangle}
$$

Inserting the above approximation of $\varphi^{\epsilon}$ into 13.28 yields 13.27 , as desired.
Theorem 13.7 shows in particular the existence of a sub-wavelength resonance for the Helmholtz resonator $\Omega_{\epsilon}$ and lets us determine its asymptotic expansion in terms of the size $\epsilon$ of the opening. Choose $\mu_{0}=0$ (with the associated eigenfunction $=1 / \sqrt{|\Omega|}$ in $\Omega$ ). It follows that there exists a unique characteristic value $\mu^{\epsilon}$ of $\mathcal{A}_{\epsilon}$ in a small neighborhood of 0 . Moreover,

$$
\begin{equation*}
\mu^{\epsilon} \approx-\frac{\pi}{|\Omega| \ln \epsilon} \tag{13.29}
\end{equation*}
$$

In the three-dimensional case, we can prove that $\mathbf{8 2}$

$$
\begin{equation*}
\mu^{\epsilon} \approx \frac{1}{|\Omega|} \epsilon \operatorname{cap}(\Sigma) \tag{13.30}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{cap}(\Sigma):=-\left\langle\mathcal{L}_{1}^{-1}[1], 1\right\rangle_{L^{2}(\Sigma)} \tag{13.31}
\end{equation*}
$$

is the capacity of $\Sigma:=\Sigma_{\epsilon}$ in the rescaled opening (of arbitrary smooth shape) and $\mathcal{L}_{1}$ is the three-dimensional analog to $\mathcal{L}_{\epsilon}$ defined by 13.3 with $\epsilon=1$ :

$$
\mathcal{L}_{1}: \varphi \mapsto \frac{1}{\pi} \int_{\Sigma} \frac{\varphi(y)}{|x-y|} d y, \quad x \in \mathbb{R}^{3} \backslash \bar{\Sigma}
$$

We refer to formulas 13.29 and 13.30 as the frequency formula for respectively the two and three-dimensional Helmholtz resonator. Formulas 13.29 and (13.30) indicate that it is possible to construct acoustic resonant structures that are much smaller than the wavelength of the corresponding acoustic wave. Furthermore, the frequency formulas can be generalized to a system of $L$ disjoint Helmholtz resonators separated by a distance of the order of their characteristic size. It was shown in $\mathbf{8 2}$ that $L$ (counting multiplicity) sub-wavelength resonances do exist and their asymptotic expansions as the characteristic size of the openings goes to zero were derived. Note that the term "sub-wavelength resonator" is associated with scattering in the quasi-stationary regime. In fact, in the case of the Helmholtz resonator, it is in that regime that the free space wavelength is significantly greater than the size of the resonator. We also remark that the resonance in the quasi-stationary regime results from the perturbations of the zero-eigenvalue of the Neumann problem in the closed resonator that are due to small openings. In the next subsection, we briefly outline the frequency formula and its consequence on super-resolution.

### 13.4. Resonances of a System of Helmholtz Resonators and Super-Resolution

Let the single three-dimensional Helmholtz resonator $\Omega$ be such that $\Omega=$ $S(0,1) \times[-h, 0]$, where $S(0,1)=\left\{\left(x_{1}, x_{2}\right): x_{1}^{2}+x_{2}^{2} \leq 1\right\}$ and $h$ is the height of $\Omega$, which is of order one. Let $\Sigma \subset S(0,1) \subset \mathbb{R}^{2}$ be a simply connected smooth domain which is of size one and let $\epsilon>0$ be a small number. We assume that $0 \in \Sigma$ without loss of generality.

Consider a system of such resonators in three dimensions which consists of $L$ disjoint $\Omega_{j}$ 's $(1 \leq j \leq L)$, where $\Omega_{j}=\Omega+z^{(j)}$ and $z^{(j)}=\left(z_{1}^{(j)}, z_{2}^{(j)}, 0\right)$ is the center of the opening for $j$ th resonator. We denote by $\Omega^{i n}=\bigcup_{j=1}^{L} \Omega_{j}, \Omega^{e x}=$ $\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{3}>0\right\}$ and $\Omega_{\epsilon}=\Omega^{i n} \bigcup \Omega^{e x} \bigcup \Sigma_{\epsilon}$ with $\Sigma_{\epsilon}=\bigcup_{j=1}^{L} \Sigma_{\epsilon, j}$.

We first introduce two auxiliary Green's functions. Let $N^{e x}$ be the Green function for the following exterior scattering problem:

$$
\left\{\begin{array}{cl}
\left(\Delta+\omega^{2}\right) N_{\omega}^{e x}(x, y) & =\delta_{y}(x), \quad x \in \Omega^{e x} \\
\frac{\partial N_{\omega} x}{\partial \nu}(x, y) & =0, \quad x \in \partial \Omega^{e x} \\
N_{\omega}^{e x} \text { satisfies the Sommerfeld radiation condition, } &
\end{array}\right.
$$

and $N_{\omega}^{i n}$ be the Green function for the following interior problem:

$$
\left\{\begin{array}{cl}
\left(\Delta+\omega^{2}\right) N_{\omega}^{i n}(x, y) & =\delta_{y}(x), \quad x \in \Omega \\
\frac{\partial N_{\omega}^{i n}}{\partial \nu}(x, y) & =0, \quad x \in \partial \Omega
\end{array}\right.
$$

Throughout this section, we denote by

$$
W=\left\{\omega \in \mathbb{C}:|\omega| \leq \frac{1}{2} \sqrt{\mu_{2}}\right\}
$$

where $\mu_{2}$ is the first nonzero eigenvalue of the Neumann problem in $\Omega\left(\mu_{1}=0\right)$.
We have the following result.
Lemma 13.8. Let $y \in\left\{x_{3}=0\right\}$ and $\omega \in W$. Then,

$$
\begin{align*}
N_{\omega}^{e x}(x, y) & =\frac{1}{2 \pi|x-y|}+R^{e x}(x, y, \omega), \quad x \in \Omega^{e x}  \tag{13.32}\\
N_{\omega}^{i n}(x, y) & =\frac{1}{2 \pi|x-y|}-\frac{\psi(x) \psi(y)}{\omega^{2}}+R^{i n}(x, y, \omega), \quad x \in \Omega \tag{13.33}
\end{align*}
$$

where $\psi=\chi(\Omega)$ and

$$
\begin{aligned}
R^{e x}(x, y, \omega) & =\frac{\sqrt{-1} \omega}{2 \pi} \int_{0}^{1} e^{\sqrt{-1} \omega|x-y| t} d t \\
R^{i n}(x, y, \omega) & =\omega \int_{0}^{1} \sin \sqrt{-1} \omega|x-y| t d t+r(x, y, \omega)
\end{aligned}
$$

for some function $r$ which is analytic in $W$ with respect to $\omega$ and is smooth in a neighborhood of $\Sigma$ in the plane $\left\{x_{3}=0\right\}$ with respect to both the variables $x$ and $y$.

We denote by

$$
R(x, y, \omega)=R^{e x}(x, y, \omega)+R^{i n}(x, y, \omega)
$$

and

$$
\begin{equation*}
\alpha_{0}=R(0,0,0), \quad \alpha_{1}=\frac{\partial R}{\partial \omega}(0,0,0) \tag{13.34}
\end{equation*}
$$

It is clear that

$$
\begin{equation*}
\alpha_{0} \in \mathbb{R}, \quad \Im \alpha_{1}=\Im \frac{\partial R^{e x}}{\partial \omega}(0,0,0)=\frac{1}{2 \pi} \tag{13.35}
\end{equation*}
$$

We now introduce the matrices $T=\left(T_{i j}\right)_{L \times L}$ and $S=\left(S_{i j}\right)_{L \times L}$ with

$$
\left\{\begin{array}{l}
T_{i j}=\frac{1}{2 \pi\left|z^{(i)}-z^{(j)}\right|} \quad \text { for } i \neq j, \quad \text { and } \quad T_{i i}=0  \tag{13.36}\\
S_{i j}=\frac{\sqrt{-1}}{2 \pi}+\delta_{i j} \Re \alpha_{1} .
\end{array}\right.
$$

Observe that $T$ is symmetric, thus $T$ has $L$ real eigenvalues, which are denoted by $\beta_{1}, \beta_{2}, \ldots, \beta_{L}$. For the ease of exposition, we assume that $\beta_{1}, \ldots, \beta_{L}$ are mutually distinct. This is the generic case among all the possible arrangements of the resonators. The
corresponding normalized eigenvectors are denoted by $Y_{1}, Y_{2}, \ldots, Y_{L}$, respectively. Then $Y_{1}, Y_{2}, \ldots, Y_{L}$ form a normal basis for $\mathbb{R}^{L}$. We also denote by $Y$ the matrix

$$
Y=\left(Y_{1}, Y_{2}, \ldots, Y_{L}\right)
$$

For convenience, we write

$$
\begin{equation*}
\mathcal{N}(x, \omega)=\left(N_{\omega}^{e x}\left(x, z^{(1)}\right), N_{\omega}^{e x}\left(x, z^{(2)}\right), \ldots, N_{\omega}^{e x}\left(x, z^{(L)}\right)\right)^{t} \tag{13.37}
\end{equation*}
$$

with the subscript $t$ denoting the transpose. For each $1 \leq j \leq L$, we denote by

$$
\begin{equation*}
\zeta_{j}\left(x, x_{0}, \omega\right)=\mathcal{N}(x, \omega)^{t} Y_{j} Y_{j}^{t} \mathcal{N}\left(x_{0}, \omega\right) \tag{13.38}
\end{equation*}
$$

It is clear that $\zeta_{j}=\zeta_{j}\left(x, x_{0}, \omega\right)$ is analytic in $\omega$ for fixed $x$ and $x_{0}$.
The following result on the resonances of the above scattering problem was proved in 82 .

Proposition 13.9. There exist exactly $2 L$ resonances of order one in the domain $W$ for the system of resonators, given by

$$
\begin{align*}
& \omega_{0, \epsilon, j, 1}=\tau_{1} \epsilon^{\frac{1}{2}}+\tau_{3, j} \epsilon^{\frac{3}{2}}+\tau_{4, j} \epsilon^{2}+O\left(\epsilon^{\frac{5}{2}}\right)  \tag{13.39}\\
& \omega_{0, \epsilon, j, 2}=-\tau_{1} \epsilon^{\frac{1}{2}}-\tau_{3, j} \epsilon^{\frac{3}{2}}+\tau_{4, j} \eta^{2}+O\left(\epsilon^{\frac{5}{2}}\right) \tag{13.40}
\end{align*}
$$

where

$$
\begin{gather*}
\tau_{1}=\sqrt{\frac{\operatorname{cap}(\Sigma)}{|\Omega|}}  \tag{13.41}\\
\tau_{3, j}=-\frac{1}{2}\left(\alpha_{0}+\beta_{j}\right)\left(\frac{\operatorname{cap}(\Sigma)}{|\Omega|}\right)^{\frac{1}{2}} \operatorname{cap}(\Sigma), \tag{13.42}
\end{gather*}
$$

and

$$
\begin{equation*}
\tau_{4, j}=-\frac{1}{2} \frac{\operatorname{cap}(\Sigma)^{2}}{|\Omega|} Y_{j}^{t} S Y_{j} \tag{13.43}
\end{equation*}
$$

with cap $(\Sigma)$ being the capacity of the set $\Sigma$ defined by 13.31.
From Chapter 9, the super-resolution relies in analysis of the following Green function in the frequency domain

$$
\left\{\begin{array}{l}
\left(\Delta+\omega^{2}\right) N_{\epsilon}\left(x, x_{0}, \omega\right)=\delta_{x_{0}}(x), \quad x \in \Omega_{\epsilon} \\
\frac{\partial N_{\epsilon}}{\partial \nu}\left(x, x_{0}, \omega\right)=0, \quad x \in \partial \Omega_{\epsilon} \\
N_{\epsilon} \text { satisfies the Sommerfeld radiation condition. }
\end{array}\right.
$$

The following result on $N_{\epsilon}$ in $\Omega_{\epsilon}$ holds. We refer to 82 for its proof.
Theorem 13.10. Assume that $\omega \in \mathbb{R} \bigcap W$. Then for $\epsilon$ sufficiently small. Then $N_{\epsilon}^{e x}$ has the following asymptotic expansion

$$
\begin{aligned}
N_{\epsilon}^{e x}\left(x, x_{0}, \omega\right)= & N_{\omega}^{e x}\left(x, x_{0}\right)-\epsilon \operatorname{cap}(\Sigma) \sum_{1 \leq j \leq L} N_{\omega}^{e x}\left(z^{(j)}, x_{0}, k\right) N_{\omega}^{e x}\left(x, z^{(j)}\right) \\
& -\sum_{j=1}^{L}\left(\frac{1}{\omega-\omega_{0, \epsilon, j, 2}}-\frac{1}{\omega-\omega_{0, \epsilon, j, 1}}\right) \frac{(\operatorname{cap}(\Sigma) \epsilon)^{\frac{3}{2}}}{\sqrt{|D|}} \mathcal{N}(x, \omega)^{t} Y_{j} Y_{j}^{t} \mathcal{N}\left(x_{0}, \omega\right) \\
& +\sum_{1 \leq j \leq L}\left(\frac{O\left(\epsilon^{2}\right)}{\omega-\omega_{0, \epsilon, j, 2}}+\frac{O\left(\epsilon^{2}\right)}{\omega-\omega_{0, \epsilon, j, 1}}\right)+O\left(\epsilon^{2}\right)
\end{aligned}
$$

As a consequence of Theorem 13.10 , we can establish the following result on super-resolution (or super-focusing), which shows that super-resolution can be achieved with a single specific frequency.

Theorem 13.11. Let $\tau_{1}$ be given by 13.41), where cap $(\Sigma)$ is the capacity of the set $\Sigma$ defined by (13.31). For $\omega=\tau_{1} \sqrt{\epsilon}$, the resolution function $\Im N_{\epsilon}^{e x}$ has the following estimate:

$$
\Im N_{\epsilon}^{e x}\left(x, x_{0}, \omega\right)=\frac{\sin \tau_{1} \sqrt{\epsilon}\left|x-x_{0}\right|}{2 \pi\left|x-x_{0}\right|}+\frac{\operatorname{cap}(\Sigma)^{\frac{3}{2}}}{|\Omega|^{\frac{1}{2}}} \epsilon^{\frac{1}{2}} \sum_{j=1}^{L} \frac{\Im \tau_{4, j}}{\tau_{3, j}^{2}} \zeta_{j}\left(x, x_{0}, 0\right)+O(\epsilon),
$$

where $\zeta_{j}\left(x, x_{0}, 0\right)$ is given by 13.38) and $\tau_{3, j}$ and $\tau_{4, j}$ are defined by 13.42 and (13.43), respectively.

### 13.5. Concluding Remarks

In this chapter, we have derived asymptotic expansions of perturbations of scattering frequencies of sub-wavelength acoustic resonators. As in the previous chapters, we have transformed the problem of finding the scattering frequencies into the determination of the characteristic values of certain integral operator-valued functions in the complex plane. Our method in this chapter is based on pole-pencil type decomposition, followed by an application of the generalized Rouché theorem. The techniques developed in this chapter can be extended to electromagnetic and elastic analogues of the Helmholtz resonator [226, 229, [373, 212 .

## CHAPTER 14

## Minnaert Resonances for Bubbles

### 14.1. Introduction

In this chapter, we consider acoustic wave propagation in bubbly media. At particular low frequencies known as Minnaert resonances [355, bubbles behave as strong sound scatterers. Using layer potential techniques and Gohberg-Sigal theory, we derive a formula for the Minnaert resonances of bubbles of arbitrary shapes. Our formula is expressed in terms of the capacity and the volume of the bubble, which is a sub-wavelength acoustic resonator.

The Minnaert resonance is a low frequency resonance in which the wavelength is much larger than the size of the bubble. At the Minnaert resonance it is possible to achieve superfocusing of acoustic waves or imaging of passive sources with a resolution beyond the Rayleigh diffraction limit. The results of this section are from 35 .

### 14.2. Derivation of Minnaert Resonance Formula

We consider the scattering of acoustic waves in a homogeneous three-dimensional acoustic medium by a bubble embedded inside. Assume that the bubble occupies a bounded and simply connected domain $D$ with $\partial D \in \mathcal{C}^{1, \eta}$ for some $\eta>0$. We denote by $\rho_{b}$ and $\kappa_{b}$ the density and the bulk modulus of the air inside the bubble, respectively. $\rho$ and $\kappa$ are the corresponding parameters for the background media $\mathbb{R}^{3} \backslash D$.

Let $u^{i}$ be an incident plane wave. The scattering problem can be modeled by the following equations:

$$
\left\{\begin{array}{l}
\nabla \cdot \frac{1}{\rho} \nabla u+\frac{\omega^{2}}{\kappa} u=0 \quad \text { in } \mathbb{R}^{3} \backslash D  \tag{14.1}\\
\nabla \cdot \frac{1}{\rho_{b}} \nabla u+\frac{\omega^{2}}{\kappa_{b}} u=0 \quad \text { in } D \\
u_{+}-u_{-}=0 \quad \text { on } \partial D \\
\left.\frac{1}{\rho} \frac{\partial u}{\partial \nu}\right|_{+}-\left.\frac{1}{\rho_{b}} \frac{\partial u}{\partial \nu}\right|_{-}=0 \quad \text { on } \partial D \\
u^{s}:=u-u^{i} \quad \text { satisfies the Sommerfeld radiation condition. }
\end{array}\right.
$$

We introduce four auxiliary parameters to facilitate our analysis:

$$
\begin{equation*}
v=\sqrt{\frac{\rho}{\kappa}}, v_{b}=\sqrt{\frac{\rho_{b}}{\kappa_{b}}}, k=\omega v, k_{b}=\omega v_{b} . \tag{14.2}
\end{equation*}
$$

We also introduce two dimensionless contrast parameters:

$$
\begin{equation*}
\delta=\frac{\rho_{b}}{\rho}, \tau=\frac{k_{b}}{k}=\frac{v_{b}}{v}=\sqrt{\frac{\rho_{b} \kappa}{\rho \kappa_{b}}} . \tag{14.3}
\end{equation*}
$$

By choosing appropriate physical units, we may assume that the size of the bubble is of order one and that the wave speeds outside and inside the bubble are both of order one. Thus the contrast between the wave speeds is not significant. We assume, however, that there is a large contrast in the bulk modulii. In summary, we assume that $\delta \ll 1$ and $\tau=O(1)$.

Then the solution $u$ can be written as

$$
u(x)=\left\{\begin{array}{lr}
u^{i n}+\mathcal{S}_{D}^{k}[\psi], & x \in \mathbb{R}^{3} \backslash \bar{D}  \tag{14.4}\\
\mathcal{S}_{D}^{k_{b}}\left[\psi_{b}\right], & x \in D
\end{array}\right.
$$

for some surface potentials $\psi, \psi_{b} \in L^{2}(\partial D)$. Using the jump relations for the single layer potentials, it is easy to derive that $\psi$ and $\psi_{b}$ satisfy the following system of boundary integral equations:

$$
\begin{equation*}
\mathcal{A}(\omega, \delta)[\Psi]=F \tag{14.5}
\end{equation*}
$$

where

$$
\mathcal{A}(\omega, \delta)=\left(\begin{array}{cc}
\mathcal{S}_{D}^{k_{b}} & -\mathcal{S}_{D}^{k} \\
-\frac{1}{2} I+\left(\mathcal{K}_{D}^{k_{b}}\right)^{*} & -\delta\left(\frac{1}{2} I+\left(\mathcal{K}_{D}^{k}\right)^{*}\right)
\end{array}\right), \Psi=\binom{\psi_{b}}{\psi}, F=\binom{u^{i n}}{\delta \frac{\partial u^{i n}}{\partial \nu}} .
$$

One can show that the scattering problem (14.1) is equivalent to the boundary integral equations 14.5 .

It is clear that $\mathcal{A}(\omega, \delta)$ is a bounded linear operator from $\mathcal{H}:==L^{2}(\partial D) \times$ $L^{2}(\partial D)$ to $\mathcal{H}_{1}:=H^{1}(\partial D) \times L^{2}(\partial D)$, i.e., $\mathcal{A}(\omega, \delta) \in \mathcal{L}\left(\mathcal{H}, \mathcal{H}_{1}\right)$.

The resonance of the bubble in the scattering problem 14.1) can be defined as all the complex numbers $\omega$ with positive imaginary part such that there exists a nontrivial solution to the following equation:

$$
\begin{equation*}
\mathcal{A}(\omega, \delta)[\Psi]=0 \tag{14.6}
\end{equation*}
$$

These can be viewed as the characteristic values of the operator-valued analytic function (with respect to $\omega$ ) $\mathcal{A}(\omega, \delta)$. We are interested in the quasi-static resonance of the bubble, or the resonance frequency at which the size of the bubble is much smaller than the wavelength of the incident wave outside the bubble. In some physics literature, this resonance is called the Minnaert resonance. Due to our assumptions on the bubble being of size order one, and the wave speed outside of the bubble also being of order one, this resonance should lie in a small neighborhood of the origin in the complex plane. In what follows, we apply the Gohberg-Sigal theory to find this resonance.

We first look at the limiting case when $\delta=\omega=0$. It is clear that

$$
\mathcal{A}_{0}:=\mathcal{A}(0,0)=\left(\begin{array}{cc}
\mathcal{S}_{D}^{0} & -\mathcal{S}_{D}^{0}  \tag{14.7}\\
-\frac{1}{2} I+\left(\mathcal{K}_{D}^{0}\right)^{*} & 0
\end{array}\right)
$$

where $\mathcal{S}_{D}^{0}$ and $\left(\mathcal{K}_{D}^{0}\right)^{*}$ are respectively the single layer potential and the NeumannPoincaré operator on $\partial D$ associated with the Laplacian.

Let $\mathcal{A}_{0}^{*}$ be the adjoint of $\mathcal{A}$.
Lemma 14.1. We have
(i) $\operatorname{Ker}\left(\mathcal{A}_{0}\right)=\operatorname{Im}\left\{\Psi_{0}\right\}$ where $\operatorname{Im}\left\{\Psi_{0}\right\}$ denotes the space spanned by $\Psi_{0}$ and

$$
\Psi_{0}=\alpha_{0}\binom{\psi_{0}}{\psi_{0}}
$$

with $\psi_{0}=\left(\mathcal{S}_{D}^{0}\right)^{-1}[1]$ and the constant $\alpha_{0}$ being chosen such that $\left\|\Psi_{0}\right\|=1$;
(ii) $\operatorname{Ker}\left(\mathcal{A}_{0}^{*}\right)=\operatorname{Im}\left\{\Phi_{0}\right\}$ where

$$
\Phi_{0}=\beta_{0}\binom{0}{\phi_{0}}
$$

with $\phi_{0}=1$ on $\partial D$ and the constant $\beta_{0}$ being chosen such that $\left\|\Phi_{0}\right\|=1$.
The above lemma shows that $\omega=0$ is a characteristic value for the operatorvalued analytic function $\mathcal{A}(\omega, \delta)$. By the Gohberg-Sigal theory, we can conclude the following result about the existence of the quasi-static resonance.

Lemma 14.2. For any $\delta$, sufficiently small, there exists a characteristic value $\omega_{0}=\omega_{0}(\delta)$ to the operator-valued analytic function $\mathcal{A}(\omega, \delta)$ such that $\omega_{0}(0)=0$ and $\omega_{0}$ depends on $\delta$ continuously. This characteristic value is also the quasi-static resonance (or Minnaert resonance).

We next perform asymptotic analysis on the operator $\mathcal{A}(\omega, \delta)$. With the same notation as in Subsection 2.8.3.1, the following result holds.

Lemma 14.3. In the space $\mathcal{L}\left(\mathcal{H}, \mathcal{H}_{1}\right)$, we have
$\mathcal{A}(\omega, \delta):=\mathcal{A}_{0}+\mathcal{B}(\omega, \delta)=\mathcal{A}_{0}+\omega \mathcal{A}_{1,0}+\omega^{2} \mathcal{A}_{2,0}+\omega^{3} \mathcal{A}_{3,0}+\delta \mathcal{A}_{0,1}+\delta \omega^{2} \mathcal{A}_{2,1}+O\left(\omega^{4}\right)+O\left(\delta \omega^{3}\right)$,
where

$$
\begin{gathered}
\mathcal{A}_{1,0}=\left(\begin{array}{cc}
\tau v \mathcal{S}_{D, 1} & -v \mathcal{S}_{D, 1} \\
0 & 0
\end{array}\right), \mathcal{A}_{2,0}=\left(\begin{array}{cc}
\tau^{2} v^{2} \mathcal{S}_{D, 2} & -v^{2} \mathcal{S}_{D, 2} \\
\tau^{2} v^{2} \mathcal{K}_{D, 2} & 0
\end{array}\right), \mathcal{A}_{3,0}=\left(\begin{array}{cc}
\tau^{3} v^{3} \mathcal{S}_{D, 3} & -v^{3} \mathcal{S}_{D, 3} \\
\tau^{3} v^{3} \mathcal{K}_{D, 3} & 0
\end{array}\right) \\
\mathcal{A}_{0,1}=\left(\begin{array}{cc}
0 & 0 \\
0 & -\left(\frac{1}{2} I+\left(\mathcal{K}_{D}^{0}\right)^{*}\right)
\end{array}\right), \mathcal{A}_{2,1}=\left(\begin{array}{cc}
0 & 0 \\
0 & -v^{2} \mathcal{K}_{D, 2}
\end{array}\right)
\end{gathered}
$$

We define a projection $\mathcal{P}_{0}: \mathcal{H} \rightarrow \mathcal{H}_{1}$ by

$$
\mathcal{P}_{0}[\Psi]:=\left\langle\Psi, \Psi_{0}\right\rangle_{\mathcal{H}} \Phi_{0},
$$

and denote by

$$
\widetilde{\mathcal{A}_{0}}=\mathcal{A}_{0}+\mathcal{P}_{0}
$$

The following results hold.
Lemma 14.4. We have
(i) The operator $\widetilde{\mathcal{A}_{0}}$ is a bijective operator in $\mathcal{L}\left(\mathcal{H}_{1}, \mathcal{H}\right)$. Moreover, $\widetilde{\mathcal{A}_{0}}\left[\Psi_{0}\right]=$ $\Phi_{0}$;
(ii) The adjoint of $\widetilde{\mathcal{A}_{0}},{\widetilde{\mathcal{A}_{0}}}^{*}$, is a bijective operator in $\mathcal{L}\left(\mathcal{H}, \mathcal{H}_{1}\right)$. Moreover, ${\widetilde{\mathcal{A}_{0}}}^{*}\left[\Phi_{0}\right]=\Psi_{0}$.

Proof. By construction, and the fact that $\mathcal{S}_{D}^{0}$ is bijective from $L^{2}(\partial D)$ to $H^{1}(\partial D)$, we can show that $\widetilde{\mathcal{A}_{0}}$ is a bijective. So too is ${\widetilde{\mathcal{A}_{0}}}^{*}$. We only need to show that $\widetilde{\mathcal{A}}_{0}{ }^{*}\left[\Phi_{0}\right]=\Psi_{0}$. Indeed, we can check that $\mathcal{P}_{0}^{*}[\theta]=\left\langle\theta, \Phi_{0}\right\rangle \Psi_{0}$. Thus, it follows that

$$
{\widetilde{\mathcal{A}_{0}}}^{*}\left[\Phi_{0}\right]=\mathcal{P}_{0}^{*}\left[\Phi_{0}\right]=\left(\Phi_{0}, \Phi_{0}\right) \Psi_{0}=\Psi_{0}
$$

which completes the proof.
The following theorem characterizes the Minnaert frequencies in terms of the shape of the bubbles.

Theorem 14.5. In the quasi-static regime, there exists two resonances for a single bubble:

$$
\begin{aligned}
& \omega_{0,0}(\delta)=\sqrt{\frac{\operatorname{cap}(\partial D)}{\tau^{2} v^{2}|D|}} \delta^{\frac{1}{2}}-\sqrt{-1} \frac{\operatorname{cap}(\partial D)^{2}}{8 \pi \tau^{2} v|D|} \delta+O\left(\delta^{\frac{3}{2}}\right), \\
& \omega_{0,1}(\delta)=-\sqrt{\frac{\operatorname{cap}(\partial D)}{\tau^{2} v^{2}|D|}} \delta^{\frac{1}{2}}-\sqrt{-1} \frac{\operatorname{cap}(\partial D)^{2}}{8 \pi \tau^{2} v|D|} \delta+O\left(\delta^{\frac{3}{2}}\right),
\end{aligned}
$$

where $|D|$ is the volume of $D$ and

$$
\operatorname{cap}(\partial D):=-\left\langle\psi_{0}, 1\right\rangle_{L^{2}(\partial D)}=-\left\langle\left(\mathcal{S}_{D}^{0}\right)^{-1}[1], 1\right\rangle_{L^{2}(\partial D)}
$$

is the capacity of $D$. The first resonance $\omega_{0,0}$ is called the Minnaert resonance.
Proof. Step 1. We find the resonance by solving the following equation

$$
\begin{equation*}
\mathcal{A}(\omega, \delta)\left[\Psi_{\delta}\right]=0 \tag{14.8}
\end{equation*}
$$

Since $\mathcal{A}(0,0)\left[\Psi_{0}\right]=0$, we may view $\Psi_{\delta}$ as a perturbation of $\Psi_{0}$ and write it as $\Psi_{\delta}=\Psi_{0}+\Psi_{1}$. In order to uniquely determine $\Psi_{1}$, we assume that

$$
\begin{equation*}
\left\langle\Psi_{1}, \Psi_{0}\right\rangle=0 \tag{14.9}
\end{equation*}
$$

Note that we let the coefficient of $\Psi_{0}$ be one for the purpose of normalization. Since $\Psi_{\delta}$ is defined up to multiplicative constant, 14.9) holds without loss of generality by changing $\Psi_{0}+\Psi_{1}$ to $\Psi_{0}+\left(\Psi_{1}-\left\langle\Psi_{0}, \Psi_{1}\right\rangle \Psi_{0}\right) /\left(1+\left\langle\Psi_{0}, \Psi_{1}\right\rangle\right)$.

Step 2. Since $\widetilde{\mathcal{A}_{0}}=\mathcal{A}_{0}+\mathcal{P}_{0}, 14.8$ is equivalent to the following

$$
\left(\widetilde{\mathcal{A}_{0}}-\mathcal{P}_{0}+\mathcal{B}\right)\left[\Psi_{0}+\Psi_{1}\right]=0
$$

Observe that as the operator $\widetilde{\mathcal{A}_{0}}+\mathcal{B}$ is invertible for sufficiently small $\delta$ and $\omega$, we can apply $\left(\widetilde{\mathcal{A}_{0}}+\mathcal{B}\right)^{-1}$ to both sides of the above equation to deduce that

$$
\begin{equation*}
\Psi_{1}=\left(\widetilde{\mathcal{A}_{0}}+\mathcal{B}\right)^{-1} \mathcal{P}_{0}\left[\Psi_{0}\right]-\Psi_{0}=\left(\widetilde{\mathcal{A}_{0}}+\mathcal{B}\right)^{-1}\left[\Phi_{0}\right]-\Psi_{0} \tag{14.10}
\end{equation*}
$$

Step 3. Using the orthogonality condition (14.9), we arrive at the following equation:

$$
\begin{equation*}
A(\omega, \delta):=\left\langle\left(\widetilde{\mathcal{A}_{0}}+\mathcal{B}\right)^{-1}\left[\Phi_{0}\right], \Psi_{0}\right\rangle-1=0 \tag{14.11}
\end{equation*}
$$

Step 4. We calculate $A(\omega, \delta)$. Using the identity

$$
\left(\widetilde{\mathcal{A}_{0}}+\mathcal{B}\right)^{-1}=\left(I+{\widetilde{\mathcal{A}_{0}}}^{-1} \mathcal{B}\right)^{-1}{\widetilde{\mathcal{A}_{0}}}^{-1}=\left(I-{\widetilde{\mathcal{A}_{0}}}^{-1} \mathcal{B}+{\widetilde{\mathcal{A}_{0}}}^{-1} \mathcal{B} \widetilde{\mathcal{A}}_{0}^{-1} \mathcal{B}+\ldots\right){\widetilde{\mathcal{A}_{0}}}^{-1}
$$

and the fact that

$$
\widetilde{\mathcal{A}}_{0}^{-1}\left[\Phi_{0}\right]=\Psi_{0}
$$

we obtain

$$
\begin{aligned}
A(\omega, \delta)= & -\omega\left\langle\mathcal{A}_{1,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle-\omega^{2}\left\langle\mathcal{A}_{2,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle-\omega^{3}\left\langle\mathcal{A}_{3,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle-\delta\left\langle\mathcal{A}_{0,1}\left[\Psi_{0}\right], \Phi_{0}\right\rangle \\
& +\omega^{2}\left\langle\mathcal{A}_{1,0} \widetilde{\mathcal{A}_{0}}{ }^{-1} \mathcal{A}_{1,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle+\omega^{3}\left\langle\mathcal{A}_{1,0}{\widetilde{\mathcal{A}_{0}}}^{-1} \mathcal{A}_{2,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle+\omega^{3}\left\langle\mathcal{A}_{2,0} \widetilde{\mathcal{A}_{0}}{ }^{-1} \mathcal{A}_{1,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle \\
& +\omega \delta\left\langle\mathcal{A}_{1,0} \widetilde{\mathcal{A}}_{0}{ }^{-1} \mathcal{A}_{0,1}\left[\Psi_{0}\right], \Phi_{0}\right\rangle+\omega \delta\left\langle\mathcal{A}_{0,1} \widetilde{\mathcal{A}}_{0}{ }^{-1} \mathcal{A}_{1,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle \\
& +\omega^{3}\left\langle\mathcal{A}_{1,0}{\widetilde{\mathcal{A}_{0}}}^{-1} \mathcal{A}_{1,0}{\widetilde{\mathcal{A}_{0}}}^{-1} \mathcal{A}_{1,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle+O\left(\omega^{4}\right)+O\left(\delta^{2}\right) .
\end{aligned}
$$

It is clear that $\mathcal{A}_{1,0}^{*}\left[\Phi_{0}\right]=0$. Consequently, we get

$$
\begin{aligned}
A(\omega, \delta)= & -\omega^{2}\left\langle\mathcal{A}_{2,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle-\omega^{3}\left\langle\mathcal{A}_{3,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle-\delta\left\langle\mathcal{A}_{0,1}\left[\Psi_{0}\right], \Phi_{0}\right\rangle \\
& +\omega^{3}\left\langle\mathcal{A}_{2,0} \widetilde{\mathcal{A}}_{0}{ }^{-1} \mathcal{A}_{1,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle+\omega \delta\left\langle\mathcal{A}_{0,1} \widetilde{\mathcal{A}}_{0}^{-1} \mathcal{A}_{1,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle+O\left(\omega^{4}\right)+O\left(\delta^{2}\right)
\end{aligned}
$$

In the next four steps, we calculate the terms $\left\langle\mathcal{A}_{2,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle,\left\langle\mathcal{A}_{3,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle$,
$\left\langle\mathcal{A}_{0,1}\left[\Psi_{0}\right], \Phi_{0}\right\rangle,\left\langle\mathcal{A}_{2,0}{\widetilde{\mathcal{A}_{0}}}^{-1} \mathcal{A}_{1,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle$ and $\left\langle\mathcal{A}_{0,1} \widetilde{\mathcal{A}}_{0}{ }^{-1} \mathcal{A}_{1,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle$.
Step 5. We have

$$
\begin{aligned}
\left\langle\mathcal{A}_{2,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle & =\alpha_{0} \beta_{0} \tau^{2} v^{2}\left\langle\mathcal{K}_{D, 2}\left[\psi_{0}\right], \phi_{0}\right\rangle=\alpha_{0} \beta_{0} \tau^{2} v^{2}\left\langle\psi_{0}, \mathcal{K}_{D, 2}^{*}\left[\phi_{0}\right]\right\rangle \\
& =-\alpha_{0} \beta_{0} \tau^{2} v^{2} \int_{\partial D} d \sigma(x)\left(\mathcal{S}_{D}^{0}\right)^{-1}[1](x) \int_{D} \Gamma_{0}(x-y) d y \\
& =-\alpha_{0} \beta_{0} \tau^{2} v^{2} \int_{D} d y \int_{\partial D} \Gamma_{0}(x-y)\left(\mathcal{S}_{D}^{0}\right)^{-1}[1](x) d \sigma(x) \\
& =-\alpha_{0} \beta_{0} \tau^{2} v^{2} \int_{D} d y \\
& =-\alpha_{0} \beta_{0} \tau^{2} v^{2}|D|
\end{aligned}
$$

Here, $\Gamma_{0}$ is the fundamental solution of the Laplacian in $\mathbb{R}^{3}$, defined by 2.2).
Step 6. On the other hand, we have

$$
\begin{aligned}
\left\langle\mathcal{A}_{3,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle & =\alpha_{0} \beta_{0} \tau^{3} v^{3}\left(\psi_{0}, \mathcal{K}_{D, 3}^{*}\left[\phi_{0}\right]\right)=\alpha_{0} \beta_{0} \tau^{3} v^{3}\left(\psi_{0}, \frac{\sqrt{-1}}{4 \pi}|D|\right) \\
& =\alpha_{0} \beta_{0} \tau^{3} v^{3}|D| \frac{\sqrt{-1}}{4 \pi}\left\langle\left(\mathcal{S}_{D}^{0}\right)^{-1}[1], 1\right\rangle=-\alpha_{0} \beta_{0} \tau^{3} v^{3}|D| \frac{\sqrt{-1}}{4 \pi} \operatorname{cap}(\partial D)
\end{aligned}
$$

Step 7. It is easy to see that

$$
\left\langle\mathcal{A}_{0,1}\left[\Psi_{0}\right], \Phi_{0}\right\rangle=-\left\langle\psi_{0}, \phi_{0}\right\rangle=-\alpha_{0} \beta_{0}\left\langle\left(\mathcal{S}_{D}^{0}\right)^{-1}[1], 1\right\rangle=\alpha_{0} \beta_{0} \operatorname{cap}(\partial D)
$$

Step 8. We now calculate the term $\left\langle\mathcal{A}_{0,1} \widetilde{\mathcal{A}}_{0}{ }^{-1} \mathcal{A}_{1,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle$. We have

$$
\begin{aligned}
& \mathcal{A}_{1,0}\left[\Psi_{0}\right]=\binom{(\tau-1) v \mathcal{S}_{D, 1}\left[\psi_{0}\right]}{0}=\binom{(\tau-1) v \frac{\sqrt{-1}}{4 \pi} \operatorname{cap}(\partial D)}{0} \\
& \mathcal{A}_{0,1}^{*}\left[\Phi_{0}\right]=\binom{0}{-\left(\frac{1}{2} I+\mathcal{K}_{D}^{0}\right)\left[\phi_{0}\right]}=\binom{0}{-\phi_{0}}=-\binom{0}{1}
\end{aligned}
$$

We need to calculate

$$
\widetilde{\mathcal{A}}_{0}^{-1}\binom{1}{0}
$$

Assume that

$$
\left(\mathcal{A}_{0}+\mathcal{P}_{0}\right)\binom{y_{b}}{y}=\binom{\mathcal{S}_{D}^{0}\left[y_{b}-y\right]}{\left(-\frac{1}{2} I+\left(\mathcal{K}_{D}^{0}\right)^{*}\right)\left[y_{b}\right]}+\left(\left(y_{b}, \psi_{0}\right)+\left(y, \psi_{0}\right)\right)\binom{0}{\phi_{0}}=\binom{1}{0}
$$

By solving the above equations directly, we obtain that $y_{b}=\frac{1}{2} \psi_{0}, y=-\frac{1}{2} \psi_{0}$. Therefore,

$$
\widetilde{\mathcal{A}}_{0}^{-1}\binom{1}{0}=\binom{\frac{1}{2} \psi_{0}}{-\frac{1}{2} \psi_{0}} .
$$

It follows that

$$
\left\langle\mathcal{A}_{0,1} \widetilde{\mathcal{A}}^{-1} \mathcal{A}_{1,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle=(\tau-1) v \frac{\sqrt{-1}}{8 \pi} \operatorname{cap}(\partial D)\left\langle\psi_{0}, \phi_{0}\right\rangle=(1-\tau) v \frac{\sqrt{-1}}{8 \pi} \operatorname{cap}(\partial D)^{2} \alpha_{0} \beta_{0}
$$

Step 9. We calculate the term $\left\langle\mathcal{A}_{2,0} \widetilde{\mathcal{A}}_{0}^{-1} \mathcal{A}_{1,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle$. Using the results in Step 8, we obtain

$$
\begin{aligned}
\left\langle\mathcal{A}_{2,0} \widetilde{\mathcal{A}}_{0}^{-1} \mathcal{A}_{1,0}\left[\Psi_{0}\right], \Phi_{0}\right\rangle & =\left\langle\widetilde{\mathcal{A}}_{0}^{-1} \mathcal{A}_{1,0}\left[\Psi_{0}\right], \mathcal{A}_{2,0}^{*}\left[\Phi_{0}\right]\right\rangle \\
& =\frac{\sqrt{-1}(\tau-1) \tau^{2} v^{3}}{8 \pi} \operatorname{cap}(\partial D) \alpha_{0} \beta_{0}\left(\psi_{0}, \mathcal{K}_{D, 2}^{*}\left[\phi_{0}\right]\right) \\
& =\frac{\sqrt{-1}(1-\tau) \tau^{2} v^{3}}{8 \pi} \operatorname{cap}(\partial D)|D| \alpha_{0} \beta_{0} .
\end{aligned}
$$

Step 10. Considering the above results, we can derive

$$
\begin{aligned}
A(\omega, \delta)= & \alpha_{0} \beta_{0}\left(\tau^{2} v^{2}|D| \omega^{2}+\frac{\sqrt{-1} \tau^{2}(\tau+1) v^{3}|D| \operatorname{cap}(\partial D)}{8 \pi} \omega^{3}-\operatorname{cap}(\partial D) \delta\right. \\
& \left.-\frac{\sqrt{-1}(\tau-1) v \operatorname{cap}(\partial D)^{2}}{8 \pi} \omega \delta\right) \\
& +O\left(\omega^{4}\right)+O\left(\delta^{2}\right)
\end{aligned}
$$

We now solve $A(\omega, \delta)=0$. It is clear that $\delta=O\left(\omega^{2}\right)$, and thus $\omega_{0}(\delta)=O(\sqrt{\delta})$. Write

$$
\omega_{0}(\delta)=a_{1} \delta^{\frac{1}{2}}+a_{2} \delta+O\left(\delta^{\frac{3}{2}}\right)
$$

We get

$$
\begin{aligned}
& \tau^{2} v^{2}|D|\left(a_{1} \delta^{\frac{1}{2}}+a_{2} \delta+O\left(\delta^{\frac{3}{2}}\right)\right)^{2}+\frac{\sqrt{-1} \tau^{2}(\tau+1) v^{3}|D| \operatorname{cap}(\partial D)}{8 \pi}\left(a_{1} \delta^{\frac{1}{2}}+a_{2} \delta+O\left(\delta^{\frac{3}{2}}\right)\right)^{3} \\
& -\operatorname{cap}(\partial D) \delta-\frac{\sqrt{-1}(\tau-1) v \operatorname{cap}(\partial D)^{2}}{8 \pi}\left(a_{1} \delta^{\frac{1}{2}}+a_{2} \delta+O\left(\delta^{\frac{3}{2}}\right)\right) \delta+O\left(\delta^{2}\right)=0
\end{aligned}
$$

From the coefficients of the $\delta$ and $\delta^{\frac{3}{2}}$ terms, we obtain

$$
\begin{aligned}
& \tau^{2} v^{2}|D| a_{1}^{2}-\operatorname{cap}(\partial D)=0 \\
& 2 \tau^{2} v^{2}|D| a_{1} a_{2}+\frac{\sqrt{-1} \tau^{2}(\tau+1) v^{3}|D| \operatorname{cap}(\partial D)}{8 \pi} a_{1}^{3}-\frac{\sqrt{-1}(\tau-1) v \operatorname{cap}(\partial D)^{2}}{8 \pi} a_{1}=0
\end{aligned}
$$

which yields

$$
\begin{aligned}
a_{1} & = \pm \sqrt{\frac{\operatorname{cap}(\partial D)}{\tau^{2} v^{2}|D|}} \\
a_{2} & =-\frac{\sqrt{-1}(\tau+1) v \operatorname{cap}(\partial D)}{16 \pi} a_{1}^{2}+\frac{\sqrt{-1}(\tau-1) \operatorname{cap}(\partial D)^{2}}{16 \pi \tau^{2} v|D|} \\
& =-\frac{\sqrt{-1}(\tau+1) \operatorname{cap}(\partial D)^{2}}{16 \pi \tau^{2} v|D|}+\frac{\sqrt{-1}(\tau-1) \operatorname{cap}(\partial D)^{2}}{16 \pi \tau^{2} v|D|} \\
& =\frac{-\sqrt{-1} \operatorname{cap}(\partial D)^{2}}{8 \pi \tau^{2} v|D|}
\end{aligned}
$$

This completes the proof of the theorem.

A few remarks are in order.

REMARK 14.6. In [35], the following properties for the operator $\mathcal{A}_{0}$ in the twodimensional case were derived. Let $\psi_{0}$ be (the real-valued function) defined by $\left(\mathcal{K}_{D}^{0}\right)^{*}\left[\psi_{0}\right]=\frac{1}{2} \psi_{0}$ and $\left\|\psi_{0}\right\|_{L^{2}(\partial D)}=1$. Let the constant $\gamma_{0}:=\left.\mathcal{S}_{D}^{0}\left[\psi_{0}\right]\right|_{\partial D}$. With the same notation as in Subsection 2.8.3.2, we have
(i) $\operatorname{Ker}\left(\mathcal{A}_{0}\right)=\operatorname{Im}\left\{\Psi_{0}\right\}$ where

$$
\Psi_{0}=\alpha_{0}\binom{\psi_{0}}{a \psi_{0}}
$$

with

$$
a= \begin{cases}\frac{\eta_{k_{b}}}{\eta_{k}} & \text { if } \gamma_{0}=0 \\ \frac{\gamma_{0}+\left\langle\psi_{0}, \phi_{0}\right\rangle \eta_{k_{b}}}{\gamma_{0}+\left\langle\psi_{0}, \phi_{0}\right\rangle \eta_{k}} & \text { if } \gamma_{0} \neq 0\end{cases}
$$

and the constant $\alpha_{0}$ being chosen such that $\left\|\Psi_{0}\right\|=1$;
(ii) $\operatorname{Ker}\left(\mathcal{A}_{0}^{*}\right)=\operatorname{Im}\left\{\Phi_{0}\right\}$ where

$$
\Phi_{0}=\beta_{0}\binom{0}{\phi_{0}}
$$

with $\phi_{0}=1$ on $\partial D$ and the constant $\beta_{0}$ being chosen such that $\left\|\Phi_{0}\right\|=1$.
Using the method developed above, we can derive the Minnaert resonance for a single bubble in two dimensions. We can prove that there exist two Minnaert resonances for a single bubble and their leading order terms are given by the roots of the following equation:

$$
\begin{equation*}
\omega^{2} \ln \omega+\left[\left(\ln v_{b}+1+\frac{c_{1}}{b_{1}}\right)-\frac{\gamma_{0}}{\left\langle\psi_{0}, 1\right\rangle}\right] \omega^{2}-\frac{1}{4|D|} \frac{a \delta}{b_{1}}=0 \tag{14.12}
\end{equation*}
$$

where the constants $b_{1}, c_{1}$ are defined in Subsection 2.8.3.2.
REMARK 14.7. Using the method developed above, we can also obtain the full asymptotic expansion for the resonance with respect to the small parameter $\delta$.

REMARK 14.8. In the case of a collection of $L$ identical bubbles, with separation distance much larger than their characteristic sizes, the Minnaert resonance for a single bubble will be split into $L$ resonances. The splitting will be related to the eigenvalues of a L-by-L matrix which encodes information on the configuration of the $L$ bubbles. This can be proved by the same argument as the one for systems of Helmholtz resonators in Section 13.4 .

REMARK 14.9. Taking into consideration the above theorem, we can deduce that if the bubble is represented by $D=t B$ for some small positive number $t$ and $a$ normalized domain $B$ with size of order one, then the Minnaert resonance for $D$ is given by the following formula

$$
\omega_{0,0}(\delta)=\frac{1}{t}\left[\sqrt{\frac{\operatorname{cap}(\partial B)}{\tau^{2} v^{2}|B|}} \delta^{\frac{1}{2}}-\sqrt{-1} \frac{\operatorname{cap}(\partial B)^{2}}{8 \pi \tau^{2} v|B|} \delta+O\left(\delta^{\frac{3}{2}}\right)\right]
$$

REMARK 14.10. In the special case when $D$ is the unit sphere, we have cap $(\partial D)=$ $4 \pi,|D|=\frac{4 \pi}{3}$. Consequently,

$$
\begin{aligned}
\sqrt{\frac{\operatorname{cap}(\partial D)}{\tau^{2} v^{2}|D|}} & =\sqrt{3} \frac{1}{v_{b}} \\
\frac{\operatorname{cap}(\partial D)^{2}}{8 \pi \tau^{2} v|D|} & =\frac{3}{2 \tau^{2} v}
\end{aligned}
$$

Therefore, the Minnaert resonance is given by

$$
\begin{aligned}
\omega_{0,0}(\delta) & =\sqrt{3} \frac{1}{v_{b}} \delta^{\frac{1}{2}}-\sqrt{-1} \frac{3}{2 \tau^{2} v} \delta+O\left(\delta^{\frac{3}{2}}\right) \\
& =\sqrt{\frac{3 \kappa_{b}}{\rho}}-\sqrt{-1} \frac{3}{2} \kappa_{b} \sqrt{\frac{1}{\rho \kappa}}+O\left(\left(\frac{\rho_{b}}{\rho}\right)^{\frac{3}{2}}\right)
\end{aligned}
$$

REmARK 14.11. As in Chapter 12, using the sub-wavelength resonance of the bubble, one can design bubble metascreens. An acoustic meta-screen is a thin sheet with patterned subwavelength structures, which nevertheless has a macroscopic effect on the acoustic wave propagation. In [36], periodic sub-wavelength bubbles mounted on a reflective surface (with Dirichlet boundary condition) were considered. It was shown that the structure behaves as an equivalent surface with Neumann boundary condition at the Minnaert resonant frequency which corresponds to a wavelength much greater than the size of the bubbles. An analytical formula for this resonance was derived and numerically confirmed. The super-absorption behavior of the metscreen observed in 322 was explained.

### 14.3. Effective Medium Theory for a System of Bubbles and Super-Resolution

In this section, we derive an effective medium theory for acoustic wave propagation in bubbly fluid near the Minnaert resonant frequency. We start with a multiple scattering formulation of the scattering problem of an incident wave by a large number of identical small bubbles in a homogeneous fluid. Under certain conditions on the configuration of the bubbles, we establish an effective medium theory for the bubbly fluid as the number of bubbles tends to infinity. As a consequence, we show that near and below the Minnaert resonant frequency, the obtained effective media can have a high refractive index, which is the reason for the super-focusing experiment observed in 311.
14.3.1. Problem Formulation. Consider the scattering of acoustic waves by $N$ identical bubbles distributed in a homogeneous fluid in $\mathbb{R}^{3}$. The bubbles are represented by

$$
D^{N}:=\cup_{1 \leq j \leq N} D_{j}^{N}
$$

where $D_{j}^{N}=y_{j}^{N}+s B$ for $1 \leq j \leq N$ with $y_{j}^{N}$ being the location, $s$ being the characteristic size and $B$ being the normalized bubble which is a smooth and simply connected domain with size of order one. We denote by $\rho_{b}$ and $\kappa_{b}$ the density and the bulk modulus of the air inside the bubble respectively, which are different from the corresponding $\rho$ and $\kappa$ in the background medium $\mathbb{R}^{3} \backslash D^{N}$.

We assume that $0<s \ll 1, N \gg 1$ and that $\left\{y_{j}^{N}\right\} \subset \Omega$. Let $u^{i}$ be the incident wave which we assume to be a plane wave for simplicity. The scattering can be
modeled by the following system of equations:

$$
\left\{\begin{array}{l}
\nabla \cdot \frac{1}{\rho} \nabla u^{N}+\frac{\omega^{2}}{\kappa} u^{N}=0 \quad \text { in } \mathbb{R}^{3} \backslash D^{N}  \tag{14.13}\\
\nabla \cdot \frac{1}{\rho_{b}} \nabla u^{N}+\frac{\omega^{2}}{\kappa_{b}} u^{N}=0 \quad \text { in } D^{N} \\
u_{+}^{N}-u_{-}^{N}=0 \text { on } \partial D^{N}, \\
\left.\frac{1}{\rho} \frac{\partial u^{N}}{\partial \nu}\right|_{+}-\left.\frac{1}{\rho_{b}} \frac{\partial u^{N}}{\partial \nu}\right|_{-}=0 \quad \text { on } \partial D^{N} \\
u^{N}-u^{i} \text { satisfies the Sommerfeld radiation condition, }
\end{array}\right.
$$

where $u^{N}$ is the total field and $\omega$ is the frequency.
As in the previous section, we introduce the four auxiliary parameters $v, v_{b}, k$, and $k_{b}$, and the two dimensionless contrast parameters $\delta$ and $\tau$ to facilitate our analysis. By choosing proper physical units, we may again assume that both the frequency $\omega$ and the wave speed outside the bubbles are of order one. As a result, the wavenumber $k$ outside the bubbles is also of order one. We assume that there is a large contrast between both the densities and bulk modulii inside and outside the bubbles. However, the contrast between the wave speeds are small. Thus, both the wave speed and wavenumber $k_{b}$ inside the bubbles are of order one. To sum up, we assume that $\delta \ll 1, \tau=O(1)$. We also assume that the domain of interest $\Omega$ has size of order one.

Using layer potentials, the solution $u^{N}$ can be written as

$$
u^{N}(x)=\left\{\begin{array}{lr}
u^{i n}+\mathcal{S}_{D^{N}}^{k}\left[\psi^{N}\right], & x \in \mathbb{R}^{3} \backslash \overline{D^{N}}  \tag{14.14}\\
\mathcal{S}_{D}^{k_{b}}\left[\psi_{b}^{N}\right], & x \in D^{N},
\end{array}\right.
$$

for some surface potentials $\psi, \psi_{b} \in L^{2}\left(\partial D^{N}\right)$. Here, we have used the notations

$$
\begin{aligned}
L^{2}\left(\partial D^{N}\right) & =L^{2}\left(\partial D_{1}^{N}\right) \times L^{2}\left(\partial D_{2}^{N}\right) \times \cdots \times L^{2}\left(\partial D_{N}^{N}\right) \\
\mathcal{S}_{D^{N}}^{k}\left[\psi^{N}\right] & =\sum_{1 \leq j \leq N} \mathcal{S}_{D_{j}^{N}}^{k}\left[\psi_{j}^{N}\right] \\
\mathcal{S}_{D}^{k_{b}}\left[\psi_{b}^{N}\right] & =\sum_{1 \leq j \leq N} \mathcal{S}_{D_{j}^{N}}^{k}\left[\psi_{b j}^{N}\right]
\end{aligned}
$$

Using the jump relations for the single layer potentials, it is easy to derive that $\psi$ and $\psi_{b}$ satisfy the following system of boundary integral equations:

$$
\begin{equation*}
\mathcal{A}^{N}(\omega, \delta)\left[\Psi^{N}\right]=F^{N} \tag{14.15}
\end{equation*}
$$

where
$\mathcal{A}^{N}(\omega, \delta)=\left(\begin{array}{cc}\mathcal{S}_{D^{N}}^{k_{b}} & -\mathcal{S}_{D^{N}}^{k} \\ -\frac{1}{2} I+\left(\mathcal{K}_{D^{N}}^{k_{b}}\right)^{*} & -\delta\left(\frac{1}{2} I+\left(\mathcal{K}_{D^{N}}^{k}\right)^{*}\right)\end{array}\right), \Psi^{N}=\binom{\psi_{b}^{N}}{\psi^{N}}, F^{N}=\left.\binom{u^{i n}}{\delta \frac{\partial u^{i n}}{\partial \nu}}\right|_{\partial D^{N}}$.
One can easily show that the scattering problem 14.13 is equivalent to the boundary integral equations 14.15 and there exists a unique solution to the scattering problem (14.13), or equivalently to the system 14.15).

Let $\mathcal{H}=L^{2}\left(\partial D^{N}\right) \times L^{2}\left(\partial D^{N}\right)$ and $\mathcal{H}_{1}=H^{1}\left(\partial D^{N}\right) \times L^{2}\left(\partial D^{N}\right)$. It is clear that $\mathcal{A}^{N}(\omega, \delta)$ is a bounded linear operator from $\mathcal{H}$ to $\mathcal{H}_{1}$, i.e., $\mathcal{A}^{N}(\omega, \delta) \in \mathcal{L}\left(\mathcal{H}, \mathcal{H}_{1}\right)$. We also use the following convention: let $a_{N}$ and $b_{N}$ be two real numbers which may depend on $N$, then

$$
a_{N} \lesssim b_{N}
$$

means that $a_{N} \leq C \cdot b_{N}$ for some constant $C$ which is independent of $a_{N}, b_{N}$ and $N$.

We are interested in the case when there is a large number of small identical bubbles distributed in a bounded domain and the incident wave has a frequency near the Minnaert resonant frequency for an individual bubble. We recall that for the bubble given by $D_{j}^{N}=y_{j}^{N}+s B$, its corresponding Minnaert resonant frequency $\omega_{M}$ is

$$
\omega_{M}=\frac{1}{s} \sqrt{\frac{\operatorname{cap}(\partial B) \delta}{\tau^{2} v^{2}|B|}}
$$

We assume that the following assumption holds:
Assumption 14.12. The frequency $\omega=O(1)$ and is independent of $N$. Moreover,

$$
\begin{equation*}
1-\left(\frac{\omega_{M}}{\omega}\right)^{2}=\beta_{0} s^{\epsilon_{1}} \tag{14.16}
\end{equation*}
$$

for some fixed $0<\epsilon_{1}<1$ and constant $\beta_{0}$.
There are two cases depending on whether $\omega>\omega_{M}$ or $\omega<\omega_{M}$. In the former case, we have $\beta_{0}>0$, while in the latter case we have $\beta_{0}<0$. We shall see later on that acoustic wave propagation is quite different in these two cases. In fact, the wave field may be dissipative in the former case while highly oscillatory and propagating in the latter case. We also assume the following.

Assumption 14.13. The following identity holds

$$
\begin{equation*}
s^{1-\epsilon_{1}} \cdot N=\Lambda \tag{14.17}
\end{equation*}
$$

where $\Lambda$ is a constant independent of $N$. Moreover, we will assume that $\Lambda$ is large.
Therefore, we have

$$
\begin{equation*}
\delta=\omega^{2} s^{2}\left(1-s^{\epsilon_{1}}\right) \cdot \frac{\tau^{2} v^{2}|B|}{\operatorname{cap}(\partial B)} \tag{14.18}
\end{equation*}
$$

We note that we have rescaled the original physical problem by imposing the condition that $\omega_{M}$ is of order one. Consequently, the physical parameters $s$ and $\delta$ associated with the size and contrast of the bubbles both depend on $N$. Equation 14.17) gives the volume fraction while Equation 14.16) controls the deviation of frequency from the Minnaert resonant frequency. In the limiting process when $N \rightarrow \infty$, we have $s \rightarrow 0, \delta \rightarrow 0$.

We assume that the size of each bubble is much smaller than the typical distance between neighboring bubbles so that we may simplify the system using the point scatterer approximation. More precisely, we make the following assumption.

Assumption 14.14. The following conditions hold:

$$
\left\{\begin{array}{l}
\min _{i \neq j}\left|y_{i}^{N}-y_{j}^{N}\right| \geq r_{N} \\
s \ll r_{N}
\end{array}\right.
$$

where $r_{N}=\eta N^{-\frac{1}{3}}$ for some constant $\eta$ independent of $N$. Here, $r_{N}$ can be viewed as the minimum separation distance between neighboring bubbles.

Following [391, we assume that there exists $\tilde{V} \in L^{\infty}(\Omega)$ such that

$$
\begin{equation*}
\Theta^{N}(A) \rightarrow \int_{A} \tilde{V}(x) d x, \quad \text { as } N \rightarrow \infty \tag{14.19}
\end{equation*}
$$

for any measurable subset $A \subset \mathbb{R}^{3}$, where $\Theta^{N}(A)$ is defined by

$$
\Theta^{N}(A)=\frac{1}{N} \times\left\{\text { number of points } y_{j}^{N} \text { in } A \subset \mathbb{R}^{3}\right\}
$$

In addition, we assume that the following condition on the regularity of the "sampling" points $\left\{y_{j}^{N}\right\}$ holds.

Assumption 14.15. There exists $0<\epsilon_{0}<1$ such that for all $h \geq 2 r_{N}$ :

$$
\begin{equation*}
\frac{1}{N} \sum_{\left|x-y_{j}^{N}\right| \geq h} \frac{1}{\left|x-y_{j}^{N}\right|^{2}} \lesssim|h|^{-\epsilon_{0}}, \quad \text { uniformly for all } x \in \Omega \tag{14.20}
\end{equation*}
$$

$\frac{1}{N} \sum_{2 r_{N} \leq\left|x-y_{j}^{N}\right| \leq 3 h} \frac{1}{\left|x-y_{j}^{N}\right|} \lesssim|h|, \quad$ uniformly for all $x \in \Omega$.
REmARK 14.16. Note that one can choose $\epsilon_{0}$ to be a small number in Assumption 14.15. One can show that equations 14.20 and 14.21) are respectively equivalent to the following ones

$$
\begin{align*}
\max _{l}\left\{\frac{1}{N} \sum_{\left|y_{l}^{N}-y_{j}^{N}\right| \geq h} \frac{1}{\left|y_{l}^{N}-y_{j}^{N}\right|^{2}}\right\} & \lesssim h^{-\epsilon_{0}}  \tag{14.22}\\
\max _{l}\left\{\frac{1}{N} \sum_{2 r_{N} \leq\left|y_{l}^{N}-y_{j}^{N}\right| \leq 3 h} \frac{1}{\left|y_{l}^{N}-y_{j}^{N}\right|}\right\} & \lesssim h . \tag{14.23}
\end{align*}
$$

Indeed, these estimates follow from the fact that for each $x \in \Omega$ there exists a finite number of points $y_{j_{1}}^{N}, y_{j_{2}}^{N}, \ldots, y_{j_{L}}^{N}$ in the neighborhood of $x$ with $L$ independent of $N$ such that

$$
\frac{1}{\left|x-y_{j}^{N}\right|^{2}} \leq \sum_{1 \leq i \leq L} \frac{1}{\left|y_{j_{i}}^{N}-y_{j}^{N}\right|^{2}}, \quad \frac{1}{\left|x-y_{j}^{N}\right|} \leq \sum_{1 \leq i \leq L} \frac{1}{\left|y_{j_{i}}^{N}-y_{j}^{N}\right|},
$$

for all $y_{j}^{N}$ such that $\left|x-y_{j}^{N}\right| \geq h$.
Following [384, we also assume the following.
Assumption 14.17. For any $f \in \mathcal{C}^{0, \alpha}(\Omega)$ with $0<\alpha \leq 1$,

$$
\begin{equation*}
\max _{1 \leq j \leq N}\left|\frac{1}{N} \sum_{i \neq j} \Gamma_{k}\left(y_{j}^{N}-y_{j}^{N}\right) f\left(y_{j}^{N}\right)-\int_{\Omega} \Gamma_{k}\left(y_{j}^{N}-y\right) \tilde{V}(y) f(y) d y\right| \lesssim \frac{1}{N^{\frac{\alpha}{3}}}\|f\|_{\mathcal{C}^{0, \alpha}(\Omega)} \tag{14.24}
\end{equation*}
$$

REmARK 14.18. By decomposing $\Gamma_{k}(x-y)$ into the singular part, $\Gamma_{0}(x-y)$, and a smooth part, one can show that Assumption 14.17 is equivalent to

$$
\begin{equation*}
\left.\max _{1 \leq j \leq N}\left|\frac{1}{N} \sum_{i \neq j} \frac{1}{\left|y_{i}^{N}-y_{j}^{N}\right|} f\left(y_{i}^{N}\right)-\int_{\Omega} \frac{1}{\left|y-y_{j}^{N}\right|} \tilde{V}(y) f(y) d y\right| \lesssim \frac{1}{N^{\frac{\alpha}{3}}} \right\rvert\, f \|_{\mathcal{C}^{0, \alpha}} \tag{14.25}
\end{equation*}
$$

For $1 \leq j \leq N$, denote by

$$
\begin{aligned}
u_{j}^{i, N} & =u^{i}+\sum_{i \neq j} \mathcal{S}_{D_{i}^{N}}^{k}\left[\psi_{i}^{N}\right] \\
u_{j}^{s, N} & =\mathcal{S}_{D_{j}^{N}}^{k}\left[\psi_{j}^{N}\right]
\end{aligned}
$$

It is clear that $u_{j}^{i, N}$ is the total incident field which impinges on the bubble $D_{j}^{N}$ and $u_{j}^{s, N}$ is the corresponding scattered field. In the next section, we shall justify the point interaction approximation. For this purpose, we need an additional assumption.

Assumption 14.19. $\epsilon_{0}<\frac{3 \epsilon_{1}}{1-\epsilon_{1}}$.
REMARK 14.20. Assumptions 14.12 and 14.19 are important in our justification of the point interaction approximation, see Proposition 14.23. The assumption that $\epsilon_{1}>0$ is critical here. For the case $\epsilon_{1}=0$, the frequency is away from the Minnaert resonant frequency. The scattering coefficient $g$ has magnitude of order $s$. The fluctuation in the scattered field from all the other bubbles may generate multipole modes which are comparable with the monopole mode and hence invalidate the monopole point interaction approximation. We leave this case as an open question for future investigation.

REmARK 14.21. Assumptions 14.12 and 14.13 are important in our effective medium theory. The parameter $\epsilon_{1}$ in Assumption 14.12 controls the deviation of the frequency from the Minnaert resonant frequency, which further controls the amplitude of the scattering strength of each bubble. This parameter, together with $\Lambda$, also controls the volume fraction of the bubbles through Assumption 14.13. In an informal way, if the bubble volume fraction is below the level as set by Assumption 14.13. say $s^{1-\epsilon_{3}} \cdot N=O(1)$ for some $\epsilon_{3}<\epsilon_{1}$, then the effect of the bubbles is negligible and the effective medium would be the same as if there are no bubbles in the limit as $N \rightarrow \infty$. On the other hand, if $s^{1-\epsilon_{3}} \cdot N=O(1)$ for some $\epsilon_{3}>\epsilon_{1}$, then the bubbles interact strongly with each other and eventually behave as a medium with infinite effective refractive index. Only at the appropriate volume fraction as in Assumption 14.13, do we have an effective medium theory with finite refractive index. The larger $\Lambda$ is, the higher the effective refractive index is. These statements can be justified by the method developed in the paper.

Remark 14.22. One can easily check that Assumptions $14.14,14.15$ and 14.17 hold for periodically distributed $y_{j}^{N}$ 's.
14.3.2. Point Interaction Approximation. In this subsection, we justify the point interaction approximation under the assumptions we made in the previous subsection. Our main result is the following.

Proposition 14.23. Under Assumptions 14.12, 14.14, 14.15 and 14.19 , the following relation between $u_{j}^{s, N}$ and $u_{j}^{i, N}$ holds for all $x$ such that $\left|x-y_{j}^{N}\right| \gg s$ :
$u_{j}^{s, N}(x)=\Gamma_{k}\left(x-y_{0}\right) \cdot g \cdot\left(u_{j}^{i, N}\left(y_{j}^{N}\right)+O\left[N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}+\frac{s}{\left|x-y_{j}^{N}\right|}\right] \cdot \max _{1 \leq l \leq N}\left|u_{j}^{i, N}\left(y_{j}^{N}\right)\right|\right)$.
Moreover, for $x=y_{j}^{N}$,

$$
u_{j}^{i, N}\left(y_{j}^{N}\right)=u^{i}\left(y_{j}^{N}\right)+\sum_{i \neq j} u_{i}^{s, N}\left(y_{j}^{N}\right)=u^{i}\left(y_{j}^{N}\right)+\sum_{i \neq j} g \cdot\left(u_{i}^{i, N}\left(y_{i}^{N}\right)+p_{i}^{N}\right) \Gamma_{k}\left(y_{j}^{N}-y_{i}^{N}\right)
$$

where

$$
\begin{aligned}
g & =g\left(\omega, \delta, D_{j}^{N}\right)=-\frac{\operatorname{scap}(\partial B)}{1-\left(\frac{\omega_{M}}{\omega}\right)^{2}+\sqrt{-1} \gamma}(1+O(s)+O(\delta)) \\
\gamma & =\frac{(\tau+1) v \operatorname{cap}(\partial B) \operatorname{s\omega }}{8 \pi}-\frac{(\tau-1) \operatorname{cap}(\partial B)^{2} \delta}{8 \pi \tau^{2} v|B| \omega s}
\end{aligned}
$$

are the scattering and damping coefficients near the Minnaert resonant frequency respectively, and $p_{i}^{N}$ satisfies

$$
\left|p_{i}^{N}\right|=\max _{1 \leq i \leq N}\left|u_{i}^{i, N}\left(y_{i}^{N}\right)\right| \cdot O\left(N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}\right)
$$

Proof. First, by Taylor series expansion of $\Gamma_{k}(x-y)$ with respect to $y$ around $y_{j}^{N}$, we have

$$
\begin{align*}
u_{j}^{s, N}(x) & =\int_{\partial D_{j}^{N}} \Gamma_{k}(x-y) \psi_{j}^{N}(y) d \sigma(y)  \tag{14.26}\\
& =\Gamma_{k}\left(x-y_{j}^{N}\right)\left\langle\left(\chi\left(\partial D_{j}^{N}\right), \psi_{j}^{N}\right\rangle_{L^{2}}+O\left(\frac{s}{\left|x-y_{j}^{N}\right|}\right) \cdot s \cdot\left\|\psi_{j}^{N}\right\|_{L^{2}}\right)
\end{align*}
$$

On the other hand, one can obtain

$$
\psi_{j}^{N}=u_{j}^{i, N}\left(y_{j}^{N}\right) \mathcal{S}_{D_{j}^{N}}^{-1}\left[\chi\left(\partial D_{j}^{N}\right)\right] \cdot \frac{g}{\operatorname{cap}\left(\partial D_{j}^{N}\right)}+\frac{1}{s} \cdot O\left(\left\|F_{j, 2}\right\|_{H^{1}\left(\partial D_{j}^{N}\right)}\right), \quad \text { in } L^{2}\left(\partial D_{j}^{N}\right)
$$

where

$$
F_{j, 2}(y)=u_{j}^{i, N}(y)-u_{j}^{i, N}\left(y_{j}^{N}\right)=\sum_{i \neq j}\left(\mathcal{S}_{D_{i}^{N}}^{k}\left[\psi_{i}^{N}\right](y)-\mathcal{S}_{D_{i}^{N}}^{k}\left[\psi_{i}^{N}\right]\left(y_{j}^{N}\right)\right)
$$

By Lemma 14.24 we get

$$
\left\|\mathcal{S}_{D_{j}^{N}}^{k}\left(\psi_{i}^{N}\right)(y)-\mathcal{S}_{D_{j}^{N}}^{k}\left(\psi_{i}^{N}\right)\left(y_{j}^{N}\right)\right\|_{H^{1}\left(\partial D_{j}^{N}\right)} \lesssim \frac{1}{\left|y-y_{j}^{N}\right|^{2}} \cdot s^{2} \cdot\left\|\psi_{i}^{N}\right\|_{L^{2}\left(\partial D_{j}^{N}\right)}
$$

Thus,

$$
\left\|F_{j, 2}\right\|_{H^{1}\left(\partial D_{j}^{N}\right)} \lesssim \sum_{i \neq j} \frac{1}{\left|y_{i}^{N}-y_{j}^{N}\right|^{2}} \cdot s^{2} \cdot \max _{1 \leq l \leq N}\left\|\psi_{i}^{N}\right\|_{L^{2}\left(\partial D_{j}^{N}\right)}
$$

Therefore, it follows that
$\left\|\psi_{j}^{N}\right\|_{L^{2}\left(\partial D_{j}^{N}\right)} \lesssim\left|u_{j}^{i, N}\left(y_{j}^{N}\right)\right| \cdot\left\|\mathcal{S}_{D_{j}^{N}}^{-1}\left[\chi\left(\partial D_{j}^{N}\right)\right]\right\|_{L^{2}\left(\partial D_{j}^{N}\right)} \cdot\left|\frac{g}{\operatorname{cap}\left(\partial D_{j}^{N}\right)}\right|+\sum_{i \neq j} \frac{1}{\left|y-y_{j}^{N}\right|^{2}} \cdot s \cdot \max _{1 \leq l \leq N}\left\|\psi_{l}^{N}\right\|_{L^{2}\left(\partial D_{l}^{N}\right)}$.
Note that $\left\|\mathcal{S}_{D_{j}^{N}}^{-1}\left[\chi\left(\partial D_{j}^{N}\right)\right]\right\|_{L^{2}\left(\partial D_{j}^{N}\right)}=O(1)$ and

$$
\sum_{i \neq j} \frac{1}{\left|y_{i}^{N}-y_{j}^{N}\right|^{2}} \cdot s \lesssim r_{N}^{-\epsilon_{0}} s \cdot N \lesssim N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}
$$

where we have used Assumption 14.12 in the last inequality. We can therefore conclude that

$$
\begin{equation*}
\max _{1 \leq j \leq N}\left\|\psi_{j}^{N}\right\|_{L^{2}\left(\partial D_{j}^{N}\right)} \lesssim \max _{1 \leq j \leq N}\left|u_{j}^{i, N}\left(y_{j}^{N}\right)\right| \cdot\left|\frac{g}{\operatorname{cap}\left(\partial D_{j}^{N}\right)}\right| \tag{14.27}
\end{equation*}
$$

Consequently, by 14.26,

$$
\begin{aligned}
u_{j}^{s, N}(x) & =\Gamma_{k}\left(x-y_{0}\right)\left(\left\langle\chi\left(\partial D_{j}^{N}\right), \psi_{j}^{N}\right\rangle_{L^{2}}+O\left(\frac{s}{\left|x-y_{j}^{N}\right|}\right) \cdot s \cdot\left\|\psi_{j}^{N}\right\|_{L^{2}}\right) \\
& =\Gamma_{k}\left(x-y_{0}\right)\left(\left\langle\chi\left(\partial D_{j}^{N}\right), \psi_{j}^{N}\right\rangle_{L^{2}}+O\left(\frac{s}{\left|x-y_{j}^{N}\right|}\right) \max _{1 \leq j \leq N}\left|u_{j}^{i, N}\left(y_{j}^{N}\right)\right| \cdot|g|\right)
\end{aligned}
$$

Since

$$
\begin{aligned}
\left\langle\chi\left(\partial D_{j}^{N}\right), \psi_{j}^{N}\right\rangle_{L^{2}} & =\left\langle\chi\left(\partial D_{j}^{N}\right), u_{j}^{i, N}\left(y_{j}^{N}\right) \mathcal{S}_{D_{j}^{N}}^{-1}\left[\chi\left(\partial D_{j}^{N}\right)\right] \cdot \frac{g}{\operatorname{cap}\left(\partial D_{j}^{N}\right)}\right\rangle_{L^{2}}+O\left(\left\|F_{j, 2}\right\|_{H^{1}\left(\partial D_{j}^{N}\right)}\right) \\
& =u_{j}^{i, N}\left(y_{j}^{N}\right) g+O\left(s \cdot N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}\right) \cdot \max _{1 \leq l \leq N}\left\|\psi_{i}^{N}\right\|_{L^{2}\left(\partial D_{j}^{N}\right)} \\
& =u_{j}^{i, N}\left(y_{j}^{N}\right) g+O\left(s \cdot N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}\right) \cdot \max _{1 \leq j \leq N}\left|u_{j}^{i, N}\left(y_{j}^{N}\right)\right| \cdot\left|\frac{g}{\operatorname{cap}\left(\partial D_{j}^{N}\right)}\right| \\
& =g\left(u_{j}^{i, N}\left(y_{j}^{N}\right)+O\left(N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}\right) \cdot \max _{1 \leq l \leq N}\left|u_{j}^{i, N}\left(y_{j}^{N}\right)\right|\right),
\end{aligned}
$$

we arrive at

$$
u_{j}^{s, N}(x)=\Gamma_{k}\left(x-y_{0}\right) g\left(u_{j}^{i, N}\left(y_{j}^{N}\right)+O\left[N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}+\frac{s}{\left|x-y_{j}^{N}\right|}\right] \cdot \max _{1 \leq l \leq N}\left|u_{j}^{i, N}\left(y_{j}^{N}\right)\right|\right)
$$

Finally, note that

$$
u_{j}^{i, N}(x)=u^{i}(x)+\sum_{i \neq j} u_{i}^{s, N}(x)
$$

By taking $x=x_{i}^{N}$ and using the assumption that

$$
\left|x_{i}^{N}-x_{j}^{N}\right| \geq r_{N}
$$

we obtain

$$
\frac{s}{\left|x-y_{j}^{N}\right|} \leq \frac{s}{r_{N}} \lesssim \frac{1}{N} \cdot s^{\epsilon_{1}} \cdot N^{\frac{1}{3}} \lesssim N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}
$$

The second part of the proposition follows immediately.
Lemma 14.24. The following estimate holds:

$$
\begin{equation*}
\left\|\mathcal{S}_{D_{j}^{N}}^{k}\left(\psi_{i}^{N}\right)(y)-\mathcal{S}_{D_{j}^{N}}^{k}\left(\psi_{i}^{N}\right)\left(y_{j}^{N}\right)\right\|_{H^{1}\left(\partial D_{j}^{N}\right)} \lesssim \frac{1}{\left|y_{i}^{N}-y_{j}^{N}\right|^{2}} \cdot s^{2} \cdot\left\|\psi_{i}^{N}\right\|_{L^{2}\left(\partial D_{j}^{N}\right)} \tag{14.28}
\end{equation*}
$$

Proof. By Taylor series expansion of $\Gamma_{k}(y-z)$ with respect to $y$ around $y_{j}^{N}$ and $z$ around $y_{i}^{N}$, we have

$$
\begin{aligned}
\mathcal{S}_{D_{j}^{N}}^{k}\left(\psi_{i}^{N}\right)(y)-\mathcal{S}_{D_{j}^{N}}^{k}\left(\psi_{i}^{N}\right)\left(y_{j}^{N}\right) & =\int_{\partial D_{j}^{N}}\left(\Gamma_{k}(y-z)-\Gamma_{k}\left(y_{j}^{N}-z\right)\right) \psi_{j}^{N}(z) d \sigma(z) \\
& =\sum_{|\alpha| \geq 1}\left(y-y_{j}^{N}\right)^{\alpha} \sum_{|\beta| \geq 0} \int_{\partial D_{i}^{N}} \frac{\partial^{|\alpha|+|\beta|} G}{\partial y^{\alpha} z^{\beta}}\left(y_{j}^{N}, y_{i}^{N}, k\right)\left(z-y_{i}^{N}\right)^{\beta} \psi_{i}^{N}(z) d \sigma(z)
\end{aligned}
$$

Using the estimate

$$
\left|\frac{\partial^{|\alpha|+|\beta|} G}{\partial y^{\alpha} z^{\beta}}\left(y_{j}^{N}, y_{i}^{N}, k\right)\right| \lesssim \max \left\{\frac{1}{\left|y_{i}^{N}-y_{j}^{N}\right|}, \frac{1}{\left|y_{i}^{N}-y_{j}^{N}\right|^{|\alpha|+|\beta|+1}}\right\}
$$

we obtain

$$
\begin{aligned}
\left|\mathcal{S}_{D_{j}^{N}}^{k}\left(\psi_{i}^{N}\right)(y)-\mathcal{S}_{D_{j}^{N}}^{k}\left(\psi_{i}^{N}\right)\left(y_{j}^{N}\right)\right| & \lesssim \frac{1}{\left|y_{i}^{N}-y_{j}^{N}\right|^{2}} \cdot s^{2} \cdot\left\|\psi_{i}^{N}\right\|_{L^{2}} \\
\left|\nabla \mathcal{S}_{D_{j}^{N}}^{k}\left(\psi_{i}^{N}\right)(y)\right| & \lesssim \frac{1}{\left|y_{i}^{N}-y_{j}^{N}\right|^{2}} \cdot s \cdot\left\|\psi_{i}^{N}\right\|_{L^{2}}
\end{aligned}
$$

whence estimate 14.28 follows. This completes the proof.

Let us denote $x_{j}^{N}=u_{j}^{i, N}\left(y_{j}^{N}\right), b_{j}^{N}=u^{i}\left(y_{j}^{N}\right), T^{N}=\left(T_{i j}^{N}\right)_{1 \leq i, j \leq N}$ with $T_{i j}^{N}=$ $g \Gamma_{k}\left(y_{i}^{N}-y_{j}^{N}\right)$, and

$$
q_{j}^{N}=\sum_{i \neq j} g \Gamma_{k}\left(y_{j}^{N}-y_{i}^{N}\right) p_{i}^{N}
$$

We obtain the following system of equations for $x^{N}=\left(x_{j}^{N}\right)_{1 \leq j \leq N}$ :

$$
\begin{equation*}
x^{N}-T^{N} x^{N}=b^{N}+q^{N} \tag{14.29}
\end{equation*}
$$

14.3.3. Derivation of the Effective medium theory of Bubbly Media.

In this section we derive an effective medium theory for the acoustic wave propagation in the bubbly fluid considered in Subsection 14.3.1. We first establish the well-posedness, including existence, uniqueness and stability, and the limiting behavior of the solution to the system of equations 14.29 , which is resulted from the point interaction approximation, in Subsection 14.3.3.1. We then construct wave field from the solution to $\sqrt{14.29}$ ) and show the convergence of the constructed micro-field to a macro-effective field, in Subsection 14.3.3.2.
14.3.3.1. Well-posedness and limiting behaviour of the point interaction system. We start from the summation $\sum_{i \neq j} g \Gamma_{k}\left(y_{j}^{N}-y_{i}^{N}\right) f\left(y_{i}^{N}\right)$. It is clear that

$$
\sum_{i \neq j} g \Gamma_{k}\left(y_{j}^{N}-y_{i}^{N}\right) f\left(y_{i}^{N}\right)=\frac{1}{N} \sum_{i \neq j} \frac{-\operatorname{cap}(\partial B)}{\beta_{0} s^{\epsilon_{1}}+\sqrt{-1} \cdot O(\omega \cdot s)}(s \cdot N) \cdot \Gamma_{k}\left(y_{j}^{N}-y_{i}^{N}\right) f\left(y_{i}^{N}\right)
$$

Denote by

$$
\beta_{N}=\frac{-\operatorname{cap}(\partial B)}{\beta_{0}+\sqrt{-1} \cdot O\left(\omega \cdot s^{1-\epsilon_{1}}\right)}(1+O(s)), \quad \beta=\frac{-\operatorname{cap}(\partial B)}{\beta_{0}} .
$$

Note that $\beta$ and $B$ are independent of $N$. By Assumption 14.13 , we have the following identity:

$$
\sum_{i \neq j} g \Gamma_{k}\left(y_{j}^{N}-y_{i}^{N}\right) f\left(y_{i}^{N}\right)=\frac{1}{N} \sum_{i \neq j} \beta_{N} \cdot \Lambda \cdot \Gamma_{k}\left(y_{j}^{N}-y_{i}^{N}\right) f\left(y_{i}^{N}\right)
$$

Let

$$
\begin{equation*}
V(x)=\beta \cdot \Lambda \cdot \tilde{V}(x) \tag{14.30}
\end{equation*}
$$

We note that there are two cases depending on whether $\omega>\omega_{M}$ or $\omega<\omega_{M}$. In the former case, $\beta_{0}>0$, thus $\beta>0$ which leads to $V(x) \geq 0$, while in the latter case we have $\beta_{0}<0$ and thus $\beta<0$ which leads to $V(x) \leq 0$.

We now present a result on the approximation of the summation $\sum_{i \neq j} g \Gamma_{k}\left(y_{j}^{N}-\right.$ $\left.y_{i}^{N}\right) f\left(y_{i}^{N}\right)$ by using volume integrals.

Lemma 14.25. For any $f \in \mathcal{C}^{0, \alpha}(\Omega)$ with $0<\alpha \leq 1$,

$$
\max _{1 \leq j \leq N}\left|\frac{1}{N} \sum_{i \neq j} \beta_{N} \cdot \Lambda \cdot \Gamma_{k}\left(y_{j}^{N}-y_{i}^{N}\right) f\left(y_{i}^{N}\right)-\int_{\Omega} \Gamma_{k}\left(y_{j}^{N}-y\right) V(y) f(y) d y\right| \lesssim \frac{1}{N^{\frac{\alpha}{3}}}\|f\|_{\mathcal{C}^{0, \alpha}(\Omega)}
$$

Proof. By Assumption 14.17, we have

$$
\max _{1 \leq j \leq N}\left|\frac{1}{N} \sum_{i \neq j} \beta \cdot \Lambda \cdot \Gamma_{k}\left(y_{j}^{N}-y_{i}^{N}\right) f\left(y_{i}^{N}\right)-\int_{\Omega} \Gamma_{k}\left(y_{j}^{N}-y\right) V(y) f(y) d y\right| \lesssim \frac{1}{N^{\frac{\alpha}{3}}}\|f\|_{\mathcal{C}^{0, \alpha}(\Omega)}
$$

On the other hand, note that

$$
\left|\beta_{N}-\beta\right| \lesssim s^{1-\epsilon_{1}} \lesssim \frac{1}{N}
$$

Thus,

$$
\begin{aligned}
\max _{1 \leq j \leq N}\left|\frac{1}{N} \sum_{i \neq j}\left(\beta-\beta_{N}\right) \cdot \Lambda \cdot \Gamma_{k}\left(y_{j}^{N}-y_{i}^{N}\right) f\left(y_{i}^{N}\right)\right| & \lesssim \frac{1}{N} \cdot \frac{1}{N} \sum_{i \neq j} \frac{1}{\left|y_{j}^{N}-y_{i}^{N}\right|}\|f\|_{\mathcal{C}^{0, \alpha}(\Omega)} \\
& \lesssim \frac{1}{N}\|f\|_{\mathcal{C}^{0, \alpha}(\Omega)} \leq \frac{1}{N^{\frac{\alpha}{3}}}\|f\|_{\mathcal{C}^{0, \alpha}(\Omega)}
\end{aligned}
$$

The lemma then follows immediately.

Let $X=\mathcal{C}^{0, \alpha}(\Omega)$ for some $0<\alpha<1$ (later on we will take $\alpha=\frac{1-\epsilon_{0}}{2}$ ). Define $\mathcal{T}$ by

$$
\mathcal{T} f(x)=\int_{\Omega} \Gamma_{k}(x-y) V(y) f(y) d y
$$

$\mathcal{T}$ can be viewed as the continuum limit of $T^{N}$ in some sense. One can show that $\mathcal{T}: X \rightarrow X$ is a compact linear operator. Moreover, the following properties hold.

Lemma 14.26. (i) The operator $\mathcal{T}$ is bounded from $\mathcal{C}^{0}(\bar{\Omega})$ to $\mathcal{C}^{0, \alpha}(\Omega)$ for any $0<\alpha<1$.
(ii) The operator $\mathcal{T}$ is bounded from $\mathcal{C}^{0, \alpha}(\Omega)$ to $\mathcal{C}^{1, \alpha}(\Omega)$ for any $0<\alpha<1$.
(iii) In the case when $\omega<\omega_{M}$, the operator $I-\mathcal{T}$ has a bounded inverse on the Banach space $X$. More precisely, for each $b \in X$, there exists a unique $f \in X$ such that $f-\mathcal{T} f=b$ and $\|f\|_{X} \leq C\|f\|_{X}$, where $C$ is a positive constant independent of $b$.
(iv) In the case when $\omega>\omega_{M}$, the same conclusion as in Assertion (iii) holds, provided that $V(x)>k^{2}$ almost everywhere in $\Omega$.

Proof. Assertions (i) and (ii) follow from the general theory on integral operators. We now show Assertion (iii). Let $b \in X$ and consider the following integral equation

$$
x-\mathcal{T} x=b
$$

Applying the operator $\triangle+k^{2}$ to both sides of the above equation, we obtain

$$
\left(\triangle+k^{2}\right) x-V x=\left(\triangle+k^{2}\right) b \text { in } \Omega
$$

In the case when $\omega<\omega_{M}$, we have $V(x) \leq 0$. Thus the above equation yields a Lippmann-Schwinger equation with potential $k^{2}-V$, for which the solution is known to be unique. This proves that the operator $I-\mathcal{T}$ has a trivial kernel. The rest of statements of Assertion (iii) follow from standard Fredholm theory for compact operators. Similarly, for Assertion (iv), we note that the operator
$\triangle+k^{2}-V$ is elliptic, then the statement follows from the standard theory of elliptic equations.

REMARK 14.27. In the case when $\omega>\omega_{M}$, one has $V(x) \geq 0$. The integral equation $x-\mathcal{T} x=b$ leads to the following partial differential operator $\triangle+\left(k^{2}-V\right)$ where $k^{2}-V$ may change sign in the domain $\Omega$ depending on the values of $V(x)$. In fact, in some physical situations, $\tilde{V}$ may be zero or negligible near $\partial \Omega$ while of order one inside $\Omega$. When $\beta \cdot \Lambda \gg 1$, we see that $k^{2}-V<0$ in the inner region of $\Omega$. As a consequence, the wave field is attenuating therein, which implies that the effective medium is dissipative. On the other hand, the wave field is still propagating near $\partial \Omega$ where $k^{2}-V(x)$ is positive. One may also see a transition layer from propagating region to dissipative region near the place when $k^{2}-V(x)$ is close to 0 . It is not clear whether the operator $\triangle+\left(k^{2}-V\right)$ with $k^{2}-V$ changing sign is uniquely solvable or not.

In view of Remark 14.27, we shall restrict our investigation to the case when $\omega<\omega_{M}$ from now on. However, we remark that if we assume that kernel of the operator $I-\mathcal{T}$ is trivial in the case when $\omega>\omega_{M}$, then all the arguments and results which hold for the case $\omega<\omega_{M}$ also hold for $\omega>\omega_{M}$.

Note that $u^{i} \in X$. Let $\psi$ be the unique solution satisfying

$$
\begin{equation*}
\psi-\mathcal{T} \psi=u^{i} \tag{14.31}
\end{equation*}
$$

It is clear that

$$
\left(\triangle+k^{2}\right) \psi-V \psi=0 \text { in } \mathbb{R}^{3} .
$$

We shall show that $\psi$ is the limit of the solution $x^{N}$ to 14.29 in a sense which will be made clear later on. We first present the following result concerning the well-posedness of the discrete system 14.29).

Proposition 14.28. Let $X=\mathcal{C}^{0, \alpha}(\Omega)$ for $\alpha=\frac{1-\epsilon_{0}}{2}$ and assume that $\omega<\omega_{M}$. Then under Assumptions 14.14, 14.15 and 14.17 , there exists $N_{0}>0$ such that for all $N \geq N_{0}$ and $b \in X$, there is a unique solution to the equation

$$
z^{N}-T^{N} z^{N}=b^{N}
$$

with $b_{j}^{N}=b\left(y_{j}^{N}\right)$. Moreover,

$$
\max _{1 \leq j \leq N}\left|z_{j}^{N}\right| \leq C_{1}\|b\|_{X}
$$

for some constant positive $C_{1}$ independent of $N$ and $b$.
The proof of this proposition is technical and is given in $\mathbf{8 4}$. As a corollary of the proposition, we can prove our main result on the limiting behavior of the solution to the system 14.29 .

THEOREM 14.29. Let $X=\mathcal{C}^{0, \alpha}(\Omega)$ for $\alpha=\frac{1-\epsilon_{0}}{2}$ and assume that $\omega<\omega_{M}$. Then under Assumptions 14.12, 14.13, 14.14, 14.15, 14.17 and 14.19 , there exists $N_{0}>0$ such that for all $N \geq N_{0}$,

$$
\max _{1 \leq j \leq N}\left|x_{j}^{N}-\psi\left(y_{j}^{N}\right)\right| \lesssim N^{-\frac{1-\epsilon_{0}}{6}}
$$

where $x^{N}$ and $\psi$ are the solutions to (14.29) and (14.31), respectively.

Proof. Step 1. We have

$$
\begin{aligned}
x_{j}^{N}-\frac{1}{N} \sum_{i \neq j} \beta_{N} \cdot \Lambda \cdot \Gamma_{k}\left(y_{j}^{N}-y_{i}^{N}\right) x_{i}^{N} & =b_{j}^{N}+q_{j}^{N} \\
\psi\left(y_{j}^{N}\right)-\int_{\Omega} \Gamma_{k}\left(y_{j}^{N}-y\right) V(y) f(y) d y & =b_{j}^{N}
\end{aligned}
$$

Let $r_{j}^{N}=x_{j}^{N}-\psi\left(y_{j}^{N}\right)$. Then

$$
r^{N}-T^{n} r^{N}=e^{N}+q^{N}
$$

where

$$
e_{j}^{N}=\frac{1}{N} \sum_{i \neq j} \beta_{N} \cdot \Lambda \cdot \Gamma_{k}\left(y_{j}^{N}-y_{i}^{N}\right) \psi\left(y_{j}^{N}\right)-\int_{\Omega} \Gamma_{k}\left(y_{j}^{N}-y\right) V(y) \psi(y) d y
$$

Step 2. Let $G_{N}(x, y)$ be given by

$$
G_{N}(x, y)= \begin{cases}-\frac{1}{4 \pi|x-y|} & \text { if }|x-y| \geq r_{N} \\ \frac{g\left(r_{N}\right)}{r_{N}}|x-y| & \text { if } 0 \leq|x-y|<r_{N}\end{cases}
$$

and define
$G_{N}(x, y, k)=G_{N}(x, y)+\left(\Gamma_{k}(x-y)-\Gamma_{0}(x-y)\right):=G_{N, 1}(x, y, k)+G_{N, 2}(x, y, k)$.
Denote by

$$
\tilde{q}^{N}(y)=\sum_{i \neq j} g G_{N}\left(y, y_{i}^{N}, k\right) p_{i}^{N}=\tilde{q}_{1}^{N}(y)+\tilde{q}_{2}^{N}(y)
$$

where

$$
\tilde{q}_{1}^{N}(y)=\sum_{i \neq j} g G_{N, 1}\left(y, y_{i}^{N}, k\right) p_{i}^{N}, \quad \tilde{q}_{2}^{N}(y)=\sum_{i \neq j} g G_{N, 2}\left(y, y_{i}^{N}, k\right) p_{i}^{N}
$$

One can prove that $\tilde{q}_{1}^{N} \in X$; see [84. Moreover,

$$
\left\|\tilde{q}_{1}^{N}\right\|_{X} \lesssim \max _{1 \leq i \leq N}\left|p_{i}^{N}\right| \lesssim O\left(N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}\right) \cdot \max _{1 \leq i \leq N}\left|x_{i}^{N}\right|
$$

Since $G_{N, 2}(x, y, k)$ is smooth in $|x-y|$ and is bounded, a straightforward calculation shows that $\tilde{q}_{2}^{N} \in X$ as well and

$$
\left\|\tilde{q}_{2}^{N}\right\|_{X} \lesssim O\left(N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}\right) \cdot \max _{1 \leq i \leq N}\left|x_{i}^{N}\right|
$$

Thus, we have $\tilde{q}^{N} \in X$ and

$$
\left\|\tilde{q}^{N}\right\|_{X} \lesssim \max _{1 \leq i \leq N}\left|p_{i}^{N}\right| \lesssim O\left(N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}\right) \cdot \max _{1 \leq i \leq N}\left|x_{i}^{N}\right|
$$

On the other hand, one can prove that there exists $\tilde{e}^{N} \in X$ such that $\tilde{e}^{N}\left(y_{j}^{N}\right)=$ $e_{j}^{N}$ and $\left\|\tilde{e}^{N}\right\|_{X} \lesssim N^{-\frac{1-\epsilon_{0}}{6}}\left\|u^{i}\right\|_{X}$; see [84]. Therefore,

$$
\left\|\tilde{e}^{N}\right\|_{X}+\left\|\tilde{q}^{N}\right\|_{X} \lesssim N^{-\frac{1-\epsilon_{0}}{6}}\left\|u^{i}\right\|_{X}+O\left(N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}\right) \cdot \max _{1 \leq i \leq N}\left|x_{i}^{N}\right| .
$$

It then follows from Proposition 14.28 that,

$$
\begin{equation*}
\max _{1 \leq j \leq N}\left|r_{j}^{N}\right| \lesssim N^{-\frac{1-\epsilon_{0}}{6}}\left\|u^{i}\right\|_{X}+O\left(N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}\right) \cdot \max _{1 \leq i \leq N}\left|x_{i}^{N}\right| \tag{14.32}
\end{equation*}
$$

Step 3. Note that $\max _{1 \leq j \leq N}\left|\psi\left(y_{j}^{N}\right)\right|$ is bounded independently of $N$. We can derive from 14.32 that $\max _{1 \leq j \leq N}\left|x_{j}^{N}\right|$ is also bounded independently of $N$, which further implies that

$$
\max _{1 \leq j \leq N}\left|r_{j}^{N}\right| \lesssim N^{-\min \left\{\frac{1-\epsilon_{0}}{6}, \frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}\right\}}
$$

This completes the proof of the theorem.

As a consequence of the above result and 14.28 , we have the following corollary.

Corollary 14.30. The following estimate holds:

$$
\max _{1 \leq j \leq N}\left\|\psi_{j}^{N}\right\|_{L^{2}\left(\partial D_{j}^{N}\right)} \lesssim s^{-\epsilon_{1}} \cdot\left\|u^{i}\right\|_{X}
$$

14.3.3.2. Convergence of Micro-Field to the Effective One. Let us consider the total field $u^{N}=u^{i n}+\sum_{1 \leq j \leq N} \mathcal{S}_{D_{j}^{N}}^{k}\left[\psi_{j}^{N}\right]$ outside the bubbles. Define
$\tilde{u}^{N}(x)=u^{i}(x)+\sum_{1 \leq j \leq N} g \Gamma_{k}\left(x-y_{j}^{N}\right) x_{j}^{N}=u^{i}(x)+\frac{1}{N} \sum_{1 \leq j \leq N} \beta_{N} \cdot \Lambda \cdot \Gamma_{k}\left(x-y_{j}^{N}\right) x_{j}^{N}$,
and denote by

$$
Y_{\epsilon_{2}}^{N}=\left\{x:\left|x-y_{j}^{N}\right| \geq \frac{1}{N^{1-\epsilon_{2}}} \text { for all } 1 \leq j \leq N\right\}
$$

for some fixed constant $\epsilon_{2} \in\left(0, \frac{1}{3}\right)$. The reason for introducing the set $Y_{\epsilon_{2}}^{N}$ is that the convergence of the micro-field to the effective field does not hold near the bubbles because of the singularity of the Green function near the source point. However, it holds in the region away from the bubbles, which is characterized by $Y_{\epsilon_{2}}^{N}$.

Lemma 14.31. The following estimate holds uniformly for all $x \in Y_{\epsilon_{2}}^{N}$ :

$$
\left|\tilde{u}^{N}(x)-u^{N}(x)\right| \lesssim N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}
$$

Proof. For each $x \in Y_{\epsilon_{2}}^{N}$, it is clear that

$$
u^{N}(x)=u^{i}(x)+\sum_{1 \leq j \leq N} u_{j}^{s, N}(x) .
$$

By Proposition 14.23 , we have

$$
\begin{aligned}
u^{N}(x) & =u^{i}(x)+\sum_{1 \leq j \leq N} g \Gamma_{k}\left(x-y_{j}^{N}\right)\left(u_{j}^{i, N}\left(y_{j}^{N}\right)+O\left[N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}+N^{-\frac{\epsilon_{1}}{1-\epsilon_{1}}-\epsilon_{2}}\right] \cdot \max _{1 \leq l \leq N}\left|u_{j}^{i, N}\left(y_{j}^{N}\right)\right|\right) \\
& =\tilde{u}^{N}(x)+\sum_{1 \leq j \leq N} g \Gamma_{k}\left(x-y_{j}^{N}\right) \cdot O\left[N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}\right] \cdot \max _{1 \leq l \leq N}\left|u_{j}^{i, N}\left(y_{j}^{N}\right)\right| \\
& =\tilde{u}^{N}(x)+\sum_{1 \leq j \leq N} g \Gamma_{k}\left(x-y_{j}^{N}\right) \cdot O\left[N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}\right] \cdot\left\|u^{i}\right\|_{X} \\
& =\tilde{u}^{N}(x)+\sum_{1 \leq j \leq N} g \Gamma_{k}\left(x-y_{j}^{N}\right) \cdot O\left[N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}}\right] .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\sum_{1 \leq j \leq N}\left|g \Gamma_{k}\left(x-y_{j}^{N}\right)\right| & =\frac{1}{N} \sum_{1 \leq j \leq N}\left|\beta_{N}\right| \cdot \Lambda \cdot\left|\Gamma_{k}\left(x-y_{j}^{N}\right)\right| \\
& \lesssim \frac{1}{N} \cdot \sum_{1 \leq j \leq N} \frac{1}{\left|x-y_{j}^{N}\right|} \\
& \lesssim \frac{1}{N} \max _{1 \leq j \leq N} \frac{1}{\left|x-y_{j}^{N}\right|}+\frac{1}{N} \cdot \sum_{2 r_{N} \leq\left|x-y_{j}^{N}\right|} \frac{1}{\left|x-y_{j}^{N}\right|} \lesssim 1
\end{aligned}
$$

Therefore,

$$
u^{N}(x)=\tilde{u}^{N}(x)+N^{\frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}} .
$$

This completes the proof of the Lemma.

Define

$$
w(x)=u^{i}(x)+\int_{\Omega} \Gamma_{k}(x-y) V(y) \psi(y) d y
$$

We have the following two results.
Lemma 14.32. For all $x \in Y_{\epsilon_{2}}^{N}$, the following estimate holds uniformly:

$$
\left|\tilde{u}^{N}(x)-w(x)\right| \lesssim N^{-\min \left\{\frac{1-\epsilon_{0}}{6}, \frac{1-\epsilon_{2}}{3}, \epsilon_{2}, \frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}\right\} .}
$$

Proof. For each $x \in Y_{\epsilon_{2}}^{N}$, choose $y_{l}^{N} \in\left\{y_{j}^{N}\right\}_{1 \leq j \leq N}$ such that

$$
\left|x-y_{l}^{N}\right|=\min _{1 \leq j \leq N}\left|x-y_{j}^{N}\right|
$$

We have

$$
\begin{aligned}
\tilde{u}^{N}(x)-w(x)= & \frac{1}{N} \beta_{N} \cdot \Lambda \cdot \Gamma_{k}\left(x-y_{l}^{N}\right) x_{l}^{N}+\frac{1}{N} \sum_{j \neq l} \beta_{N} \cdot \Lambda \cdot \Gamma_{k}\left(x-y_{j}^{N}\right) x_{j}^{N}-\int_{\Omega} \Gamma_{k}(x-y) V(y) \psi(y) d y \\
= & {\left[\frac{1}{N} \sum_{j \neq l} \beta_{N} \cdot \Lambda \cdot \Gamma_{k}\left(y_{l}^{N}-y_{j}^{N}\right) \psi\left(y_{j}^{N}\right)-\int_{\Omega} \Gamma_{k}\left(y_{l}^{N}-y\right) V(y) \psi(y) d y\right] } \\
& +\frac{1}{N} \sum_{j \neq l} \beta_{N} \cdot \Lambda \cdot\left[\Gamma_{k}\left(x-y_{j}^{N}\right)-\Gamma_{k}\left(y_{l}^{N}-y_{j}^{N}\right)\right] \psi\left(y_{j}^{N}\right) \\
& +\frac{1}{N} \sum_{j \neq l} \int_{\Omega}\left[\Gamma_{k}(x-y)-\Gamma_{k}\left(y_{l}^{N}-y\right)\right] V(y) \psi(y) d y \\
& +\frac{1}{N} \sum_{j \neq l} \beta_{N} \cdot \Lambda \cdot \Gamma_{k}\left(x-y_{j}^{N}\right)\left(x_{j}^{N}-\psi\left(y_{j}^{N}\right)\right)+\frac{1}{N} \beta_{N} \cdot \Lambda \cdot \Gamma_{k}\left(x-y_{l}^{N}\right) x_{l}^{N} \\
=: & e_{1}+e_{2}+e_{3}+e_{4}+e_{5} .
\end{aligned}
$$

Let us now estimate $e_{j}, j=1, \ldots, 5$ one by one.
First, by Assumption 14.17 .

$$
\left|e_{1}\right| \lesssim N^{-\frac{\alpha}{3}} \cdot\|\psi\|_{X} \lesssim N^{-\frac{1-\epsilon_{0}}{6}}
$$

Second, we can show that

$$
\left|e_{2}\right| \lesssim\left|x-y_{l}^{N}\right|^{1-\epsilon_{2}} \cdot\|\psi\|_{X} \lesssim N^{-\frac{1-\epsilon_{2}}{3}}\|\psi\|_{X}
$$

Third, by Lemma 14.26 ,

$$
\left|e_{3}\right| \lesssim\left|x-y_{l}^{N}\right|^{1-\epsilon_{2}} \cdot\|\psi\|_{X} \lesssim N^{-\frac{1-\epsilon_{2}}{3}}\|\psi\|_{X}
$$

Fourth, note that

$$
\left.\left|e_{4}\right| \lesssim \frac{1}{N} \sum_{j \neq l}\left|\beta_{N}\right| \cdot \Lambda \cdot\left|\max _{1 \leq j \leq N}\right| x_{j}^{N}-\psi\left(y_{j}^{N}\right) \right\rvert\, \cdot \frac{1}{\left|x-y_{j}^{N}\right|}
$$

By Assumption 14.15 and Theorem 14.29, we have

$$
\left|e_{4}\right| \lesssim \max _{1 \leq j \leq N}\left|x_{j}^{N}-\psi\left(y_{j}^{N}\right)\right| \lesssim N^{-\min \left\{\frac{1-\epsilon_{0}}{6}, \frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}\right\} .}
$$

Finally, one can check that

$$
\left|e_{5}\right| \lesssim \frac{1}{N} \cdot N^{1-\epsilon_{2}} \cdot \max _{1 \leq j \leq N}\left\|x_{j}^{N}\right\| \lesssim N^{-\epsilon_{2}}
$$

Therefore,

$$
\tilde{u}^{N}(x)-w(x)=O\left(N^{-\min \left\{\frac{1-\epsilon_{0}}{6}, \frac{1-\epsilon_{2}}{3}, \epsilon_{2}, \frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}\right\}}\right)
$$

This complete the proof of the Lemma.

The following lemma holds.
Lemma 14.33. We have $w=\psi$.
Proof. It is clear that $w$ satisfies the equation

$$
\left(\triangle+k^{2}\right) w=\left(\triangle+k^{2}\right) u^{i}+V \psi=V \psi
$$

Recall that

$$
\left(\triangle+k^{2}\right) \psi-V \psi=\left(\triangle+k^{2}\right) u^{i}=0
$$

Therefore, we have

$$
\left(\triangle+k^{2}\right)(w-\psi)=0
$$

On the other hand, it is easy to see the $w-\psi$ satisfies the radiation condition. The conclusion $w=\psi$ follows immediately.

As a consequence of the above two lemmas, we obtain the following theorem.
Theorem 14.34. Let $\omega<\omega_{M}$ and let $V$ be defined by (14.30). Then under Assumptions 14.1214 .19 , the solution to the scattering problem (14.13) converges to the solution to the wave equation

$$
\left(\triangle+k^{2}-V\right) \psi=0
$$

together with the radiation condition imposed on $\psi-u^{i}$ at infinity, in the sense that for $x \in Y_{\epsilon_{2}}^{N}$, the following estimate holds uniformly:

$$
\left|u^{N}(x)-\psi(x)\right| \lesssim N^{-\min \left\{\frac{1-\epsilon_{0}}{6}, \frac{1-\epsilon_{2}}{3}, \epsilon_{2}, \frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}\right\} . . . ~}
$$

The above theorem shows that under certain conditions, we can treat the bubbly fluid as an effective medium for acoustic wave propagation. Note that

$$
\triangle+k^{2}-V=\triangle+k^{2}\left(1-\frac{1}{k^{2}} \beta \cdot \Lambda \cdot \tilde{V}\right)
$$

Thus, the effective medium can be characterized by the refractive index $1-\frac{1}{k^{2}} \beta \cdot \Lambda \cdot \tilde{V}$. By our assumption, $k=O(1)$ and $\tilde{V}=O(1)$. When $\beta \cdot \Lambda \gg 1$, we see that we
have an effective high refractive index medium. As a consequence, this together with the main result in Chapter 9 gives a rigorous mathematical theory for the super-focusing experiment in [311].

Similarly, we have the following result for the case $\omega>\omega_{M}$.
Theorem 14.35. Let $\omega>\omega_{M}$ and assume that $V(x)>k^{2}$ almost everywhere in $\Omega$. Then under Assumptions 14.12 14.19, the solution to the scattering problem (14.13) converges to the solution to the following dissipative equation

$$
\left(\triangle+k^{2}-V\right) \psi=0
$$

together with the radiation condition imposed on $\psi-u^{i}$ at infinity, in the sense that for $x \in Y_{\epsilon_{2}}^{N}$, the following estimate holds uniformly:

$$
\left|u^{N}(x)-\psi(x)\right| \lesssim N^{-\min \left\{\frac{1-\epsilon_{0}}{6}, \frac{1-\epsilon_{2}}{3}, \epsilon_{2}, \frac{\epsilon_{0}}{3}-\frac{\epsilon_{1}}{1-\epsilon_{1}}\right\} .}
$$

Finally, we conclude this section with the following three important remarks.
REMARK 14.36. At the resonant frequency $\omega=\omega_{M}$, the scattering coefficient $g$ is of order one. Thus each bubble scatter is a point source with magnitude one. As a consequence, the addition or removal of one bubble from the fluid affects the total field by a magnitude of the same order as the incident field. Therefore, we cannot expect any effective medium theory for the bubbly medium at this resonant frequency.

REMARK 14.37. The super-focusing (or equivalently super-resolution) theory, developed in this paper for bubbly fluid seems to be different from the one developed for Helmholtz resonators and plasmonic nanoparticles. However, they are closely related. In Chapters 9 and 13 , it is shown that super-focusing (or super-resolution) is due to sub-wavelength propagating resonant modes which are generated by the sub-wavelength resonators embedded in the background homogeneous medium. In those two cases, the region with subwavelength resonators has size smaller or much smaller than the incident wavelength, and the number of sub-wavelength resonators is not very large, and hence neither is the number of sub-wavelength resonant modes. As a result, an effective medium theory is not necessary or even true. However, in the case of bubbles in a fluid as considered in this paper, the region with bubbles has size comparable to or greater than the incident wavelength. This together with the fact that the ratio between the size of the individual bubble and the incident wavelength near the Minnaert resonant frequency is extremely small, indicates that the number of bubbles can be very large as is in the experiment in [311, even though they are dilute. This large number of bubbles generates a large number of resonant modes which eventually yield a continuum limit in the form of an effective medium with high refractive index. In fact, these resonant modes can be obtained from the point interaction system 14.29. On the other hand, it is shown in Chapter 9 that super-focusing (or super-resolution) is possible in high refractive index media. In this regard, the effective medium theory developed in this chapter can be viewed as a bridge between the super-focusing (or super-resolution) theories in Chapters 9 and 13.

REMARK 14.38. In this section, we derived an effective medium theory for the case $\omega<\omega_{M}$ and a special case of $\omega>\omega_{M}$ with some additional assumptions. However, our results still hold for the case $\omega>\omega_{M}$ without any additional assumption,
if we assume that the limiting system $I-\mathcal{T}$ has a trivial kernel. This assumption implies that the limiting system is well-posed.

### 14.4. Numerical Illustrations

In this section we present some numerical examples to illustrate our main findings in this chapter. Using Code 12.1 Bubble Resonance we obtain the numerical results in Table 14.1 and Figure 14.1.

| $\delta$ | $\omega_{c}$ | $\omega_{f}$ | Relative error |
| :---: | :---: | :---: | :---: |
| $10^{-2}$ | $0.075146-0.023976 \sqrt{-1}$ | $0.074681-0.023687 \sqrt{-1}$ | $0.6727 \%$ |
| $10^{-3}$ | $0.021001-0.004513 \sqrt{-1}$ | $0.020987-0.004508 \sqrt{-1}$ | $0.0652 \%$ |
| $10^{-4}$ | $0.005950-0.000959 \sqrt{-1}$ | $0.005949-0.000959 \sqrt{-1}$ | $0.0062 \%$ |
| $10^{-5}$ | $0.001714-0.000221 \sqrt{-1}$ | $0.001714-0.000221 \sqrt{-1}$ | $0.0030 \%$ |

Table 14.1. A comparison between the characteristic value $\omega_{c}$ of $\mathcal{A}(\omega, \delta)$ and the root of the two dimensional resonance formula with positive real part $\omega_{f}$, over several values of $\delta$.


Figure 14.1. The relative error of the Minnaert resonance $\omega_{c}$ obtained by the two dimensional formula becomes negligible when we are in the appropriate high contrast regime.

### 14.5. Concluding Remarks

In this chapter, we have investigated the acoustic wave propagation problem in bubbly media and rigorously derived the low-frequency Minnaert resonances. We have also derived an effective medium theory for acoustic wave propagation in bubbly fluid near Minnaert resonant frequency. We have shown that on the one hand, near and below the Minnaert resonant frequency, the obtained effective media can have a high refractive index, and on the other hand, the obtained effective


Figure 14.2. The Minnaert resonance for a single bubble of radius 1 in an infinite extent of liquid for contrast $\delta \in$ $\left\{10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}\right\}$.
medium can be dissipative above the Minnaert resonant frequency. Our results in this chapter shed light on the mechanism of the extraordinary wave properties of bubbly fluids near sub-wavelength resonant frequencies.

## APPENDICES A

## Spectrum of Self-Adjoint Operators

Given a linear self-adjoint operator $L$ in the Hilbert space $H$ with domain $D(L), \overline{D(L)}=H$, we define the resolvent set as
$\rho(L):=\left\{z \in \mathbb{C}:(z I-L)^{-1}\right.$ exists as a bounded operator from $H$ to $\left.D(L)\right\}$.
Its complement $\sigma(L)=\mathbb{C} \backslash \rho(L)$ is the spectrum of $L$.
Since $L$ is self-adjoint, $z \in \rho(L)$ if and only if there exists a constant $C(z)$ such

$$
\|(z I-L) u\|_{H} \geq C(z)\|u\|_{H}
$$

for all $u \in D(L)$. Moreover, $\sigma(L) \neq \emptyset$ and $\sigma(L) \subset \mathbb{R}$ and the following Weyl's criterion holds for characterizing $\sigma(l): z \in \sigma(L)$ if and only if there exists $u_{n} \in D(L)$ such that

$$
\lim _{n \rightarrow+\infty}\left\|(z I-L) u_{n}\right\|_{H}=0
$$

We define the point spectrum $\sigma_{p}(L)$ of $L$ as the set of eigenvalues of $L$ :
$\sigma_{p}(L):=\left\{z \in \sigma(L):(z I-L)^{-1}\right.$ does not exist or equivalently $\left.\operatorname{Ker}(z I-L) \neq \emptyset\right\}$.
The complement $\sigma(L) \backslash \sigma_{p}(L)$ is the continuous spectrum $\sigma_{c}(L)$. If $z \in \sigma_{c}(L)$, then $(z I-L)^{-1}$ does exist but is not bounded. The discrete spectrum $\sigma_{d}(L)$ is defined by

$$
\sigma_{d}(L):=\left\{z \in \sigma_{p}(L): \operatorname{dim} \operatorname{Ker}(z I-L)<\infty \text { and } z \text { is isolated in } \sigma(L)\right\}
$$

The set $\sigma_{\text {ess }}(L):=\sigma(L) \backslash \sigma_{d}(L)$ is called the essential spectrum of $L$. Since $L$ is self-adjoint, we have
$\sigma_{\text {ess }}(L)=\overline{\sigma_{c}(L)} \cup\{$ eigenvalues of infinite multiplicity and their accumulation points $\}$
$\cup\left\{\right.$ accumulation points of $\left.\sigma_{d}(L)\right\}$.
A family of operators $\{\mathcal{E}(t)\}_{t=-\infty}^{+\infty}$ is called a spectral family (or a resolution of identity) if the following conditions are satisfied:
(i) $\mathcal{E}(t)$ is a projector for all $t \in \mathbb{R}$;
(ii) $\mathcal{E}(t) \leq \mathcal{E}(s)$ for all $t<s$;
(iii) $\{\mathcal{E}(t)\}$ is right continuous with respect to the strong topology, i.e.,

$$
\lim _{s \rightarrow t+0}\|\mathcal{E}(s) u-\mathcal{E}(t) u\|_{H}=0
$$

for all $u \in H$.
(iv) $\{\mathcal{E}(t)\}$ is normalized as follows:

$$
\lim _{t \rightarrow+\infty}\|\mathcal{E}(t) u-u\|_{H}=0
$$

for all $u \in H$.

We recall that for fixed $u, v \in H,\langle\mathcal{E}(t) u, v\rangle_{H}$ is a function of bounded variation with respect to $t$. Moreover, the self-adjoint operator $L$ has a unique spectral representation, i.e., there is a unique spectral family $\mathcal{E}(t)$ such that

$$
L u=\int_{-\infty}^{+\infty} t d \mathcal{E}(t) u
$$

for all $u \in D(L)$. By the spectral theorem, we have

$$
\begin{equation*}
(z I-L)^{-1}=\int_{-\infty}^{+\infty} \frac{1}{z-t} d \mathcal{E}(t) \tag{A.1}
\end{equation*}
$$

for all $z \in \rho(L)$. Furthermore,
(i) $z \in \sigma_{p}(L)$ if and only if $\mathcal{E}(z)-\mathcal{E}(z-0) \neq 0$;
(ii) $z \in \sigma_{c}(L)$ if and only if $\mathcal{E}(z)-\mathcal{E}(z-0)=0$.

Here $\mathcal{E}(z-0):=\lim _{\epsilon \rightarrow 0+} \mathcal{E}(z-\epsilon)$ in the sense of strong operator topology.
Let $\mathcal{C}(\sigma(L))$ be the set of continuous functions on $\sigma(L)$. We define

$$
f(L):=\lim _{n \rightarrow+\infty} P_{n}(L)
$$

with $\left\{P_{n}\right\}$ being a sequence of polynomials converging uniformly to $f$ as $n \rightarrow+\infty$. Since for any $u \in H$ the function

$$
f \mapsto\langle u, f(L) u\rangle_{H}
$$

is a positive linear function on $\mathcal{C}(\sigma(L))$, there exists a unique Radon measure $\mu(u)$ on $\sigma(L)$ (called the spectral measure associated to $u$ and $L$ ) such that

$$
\int_{\sigma(L)} f d \mu(u)=\langle u, f(L) u\rangle_{H}
$$

for all $f \in \mathcal{C}(\sigma(L))$. In particular, we have $\mu(u)(\sigma(L))=\|u\|_{H}^{2}$, so $\mu(u)$ is a finite measure. Moreover, the measure $\mu(u)$ is invariant under linear transformations and can be decomposed into three parts:

$$
\mu(u)=\mu_{a c}+\mu_{s c}+\mu_{p p}
$$

where $\mu_{p p}$ is pure point measure, $\mu_{a c}$ is absolutely continuous, and $\mu_{s c}$ is singular both with respect to the Lebesgue measure. Let

$$
\begin{aligned}
H_{p p} & :=\{u \in H: \mu(u) \text { is pure point }\}, \\
H_{a c} & :=\{u \in H: \mu(u) \text { is absolutely continuous }\}, \\
H_{s c} & :=\{u \in H: \mu(u) \text { is singulary continuous }\} .
\end{aligned}
$$

We have $H=H_{p p} \oplus H_{a c} \oplus H_{s c}$, where each subspace is invariant under $L$. Furthermore,

$$
\sigma(L)=\overline{\sigma_{p p}}(L) \cup \sigma_{a c}(L) \cup \sigma_{s c}(L)
$$

where

$$
\overline{\sigma_{p p}}(L)=\sigma\left(\left.L\right|_{H_{p p}}\right), \sigma_{a c}(L)=\sigma\left(\left.L\right|_{H_{a c}}\right), \quad \text { and } \sigma_{s c}(L)=\sigma\left(\left.L\right|_{H_{s c}}\right)
$$

and the union may not be disjoint.
In terms of the spectral measure, A.1 can be rewritten as

$$
\left\langle u,(z-L)^{-1} u\right\rangle_{H}=\int_{\mathbb{R}} \frac{d \mu(u)(t)}{z-t}
$$

which shows that $d \mu(u)(t)=\langle d \mathcal{E}(t) u, u\rangle_{H}$ for all $t \in \mathbb{R}$.
Now, suppose that the self-adjoint operator $L$ is compact. Then
(i) $L$ has a sequence of eigenvalues $\lambda_{j} \neq 0, j \in \mathbb{N}$, which can be enumerated in such a way that

$$
\left|\lambda_{0}\right| \geq\left|\lambda_{1}\right| \geq \ldots \geq\left|\lambda_{j}\right| \geq \ldots
$$

(ii) If there are infinitely many eigenvalues then $\lim _{j \rightarrow+\infty} \lambda_{j}=0$ and 0 is the only accumulation point of $\left\{\lambda_{j}\right\}_{j \in \mathbb{N}}$;
(iii) The multiplicity of $\lambda_{j}$ is finite;
(iv) If $\varphi_{j}$ is the normalized eigenvector for $\lambda_{j}$, then $\left\{\varphi_{j}\right\}_{j=0}^{+\infty}$ is an orthonormal basis on $R(L)$ and the spectral theorem reduces to

$$
L u=\sum_{j=0}^{+\infty} \lambda_{j}\left\langle u, \varphi_{j}\right\rangle_{H} \varphi_{j}, \quad u \in H
$$

(v) $\sigma(L)=\left\{0, \lambda_{0}, \lambda_{1}, \ldots, \lambda_{j}, \ldots\right\}$ while 0 is not necessarily an eigenvalue of $L$.

## APPENDICES B

## Optimal Control and Level Set Representation

In this appendix we describe the optimal control approach and the level set representation used for solving optimal design problems in photonics and phononics.

## B.1. Optimal Control Scheme

Let $H$ be a Banach space. In photonics and phononics, $H$ stands for either for a set of admissible electromagnetic or elastic material properties or for a set of geometric shapes. Consider a discrepancy functional $J(u(h))$ depending on $h \in H$ via the solution $u(h)$ to a system where $h$ acts as a parameter, say: $A(h) u(h)=g$. Here, $g$ represents the data. In order to minimize $J$ we need to compute its Fréchet derivative

$$
\frac{\partial J}{\partial u}(u(h)) \frac{\partial u}{\partial h},
$$

which is not explicit in $h$. The introduction of the adjoint system

$$
\begin{equation*}
A(h)^{*} p(h)=\frac{\partial J}{\partial u}(u(h)), \tag{B.1}
\end{equation*}
$$

where $A(h)^{*}$ denotes the adjoint of $A(h)$ makes this explicit. Multiplying B.1) by $\frac{\partial u}{\partial h} \delta h$ we obtain

$$
\frac{\partial J}{\partial u}(u(h)) \frac{\partial u}{\partial h} \delta h=-p(h) \frac{\partial A}{\partial h} \delta h u(h),
$$

and therefore, the Fréchet derivative of $J$ is given by

$$
-p(h) \frac{\partial A^{*}}{\partial h} u(h) .
$$

## B.2. Level Set Method

Let $H$ be a set of geometric shapes and consider the minimization over $H$ of a discrepancy functional $J$. The main idea of the level set approach is to represent the domain $D$ as the zero level set of a continuous function $\phi$, i.e.,

$$
D=\{x: \phi(x)<0\},
$$

to work with function $\phi$ instead of $D$, and to derive an evolution equation for $\phi$ to solve the minimization problem. In fact, by allowing additional time-dependence of $\phi$, we can compute the geometric motion of $D$ in time by evolving the level set function $\phi$. A geometric motion with normal velocity $V=V(x, t)$ can be realized by solving the Hamilton-Jacobi equation

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+V|\nabla \phi|=0 . \tag{B.2}
\end{equation*}
$$

Minimization within the level set framework consists of choosing a velocity $V$ driving the evolution towards a minimum (or at least increasing the discrepancy functional we want to minimize).

Consider the geometry of the zero level set

$$
\partial D=\{x: \phi(x)=0\}
$$

under a variation of $\phi$. Suppose that $\phi(x)$ is perturbed by a small variation $\delta \phi(x)$. Let $\delta x$ be the resulting variation of the point $x$. By taking the variation of the equation $\phi(x)=0$, we find

$$
\begin{equation*}
\delta \phi=-\nabla \phi \cdot \delta x \tag{B.3}
\end{equation*}
$$

Observe that the unit outward normal at $x$ is given by

$$
\nu(x)=\frac{\nabla \phi(x)}{|\nabla \phi(x)|} .
$$

Now, if $t$ represents time, then the function $\phi$ depends on both $x$ and $t$. We use the notation

$$
\partial D(t)=\{x: \phi(x, t)=0\}
$$

Assume that each point $x \in \partial D(t)$ moves perpendicular to the curve. That is, the variation $\delta x$ satisfies

$$
\delta x=V(x, t) \frac{\nabla \phi(x, t)}{|\nabla \phi(x, t)|} .
$$

Suppose that $J:=\|A(f)-g\|^{2}$ and the minimization is performed over piecewise functions $f=f_{+} \chi\left(\mathbb{R}^{d} \backslash \bar{D}\right)+f_{-} \chi(D)$ with $f_{ \pm}$being given constants. The minimal requirement for the variations of $\phi(x, t)$ is that $J$ be a decreasing function of $t$. The directional derivative of the function $J$ in the direction $\delta f$ is given by

$$
\delta J(f)=J^{\prime}(f) \delta f=2 R_{f}^{*}(g-A(f)) \delta f
$$

where $J^{\prime}$ is the Fréchet derivative of $J$ and $R_{f}^{*}$ is the Fréchet derivative of $A(f)$. Since $\delta f$ is a measure on $\partial D$ given by

$$
\delta f=\left(f_{+}-f_{-}\right) \delta x \cdot \nu(x)
$$

we have

$$
\begin{equation*}
\delta f=\left.\left(f_{+}-f_{-}\right) \frac{\nabla \phi(x)}{|\nabla \phi(x)|} \cdot \delta x\right|_{x \in \partial D} \tag{B.4}
\end{equation*}
$$

Hence,

$$
\delta J(f)=\left(f_{+}-f_{-}\right) J^{\prime}(f) V
$$

and therefore, in order to make $\delta J(f)$ negative, we can choose

$$
\begin{equation*}
V(x, t)=\left(f_{+}-f_{-}\right) R_{f}^{*}(g-A(f)) \tag{B.5}
\end{equation*}
$$

As B.5 is only valid for $x \in \partial D$, a velocity extension to the entire domain should be performed. This leads to the Hamilton-Jacobi equation (B.2) for $\phi(x, t)$ with the initial condition $\phi(x, 0)=\phi_{0}(x)$, and thus the problem of maximizing $J(f)$ is converted into a level set form.

## B.3. Shape Derivatives

The shape derivative measures the sensitivity of boundary perturbations. It is defined as follows. Let $\theta \in W^{1, \infty}\left(\mathbb{R}^{2}\right)^{2}$ be such that $\|\theta\|_{W^{1, \infty}}<1$, where $W^{1, \infty}$ is defined by 2.1. Consider the perturbation under the map $\theta$ :

$$
D_{\theta}=(I+\theta) D
$$

where $I$ is the identity map. In other words, the set $D_{\theta}$ is defined as

$$
\begin{equation*}
D_{\theta}=\{x+\theta(x): x \in D\} \tag{B.6}
\end{equation*}
$$

The shape derivative of an objective shape functional $\mathcal{J}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ at $D$ is defined as the Fréchet differential of $\theta \mapsto \mathcal{J}\left(D_{\theta}\right)$ at 0 . The vector $\theta$ can be viewed as a vector field advecting the reference domain $D$. The shape derivative $d_{\mathcal{S}} \mathcal{J}$ depends only on $\theta \cdot \nu$ on the boundary $\partial D$ because the shape of $D$ does not change at all if $\theta$ is lying on the tangential direction of the domain $D$.
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[^0]:    ${ }^{1}$ From now on we use $\mathcal{S}^{\alpha, \omega}$ and $\mathcal{D}^{\alpha, \omega}$ instead of $\mathcal{S}_{D}^{\alpha, \omega}$ and $\mathcal{D}_{D}^{\alpha, \omega}$ for layer potentials on $D$. This is to keep the notation simple.

