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A well-balanced scheme for the Euler equations
with gravitation

Roger Käppeli

Abstract We present a novel well-balanced scheme for the Euler equations with

gravitation. The scheme is designed to preserve exactly an isothermal hydrostatic

equilibrium. It uses a novel equilibrium preserving reconstruction based on the

Gibbs free energy. Moreover, the developed scheme is applicable beyond the ideal

gas law which is crucial for many astrophysical applications. The scheme is second-

order accurate in space and can easily be implemented into any existing code solving

time explicitly or implicitly the Euler equations. We assess the performance of the

scheme on two test problems involving a realistic equation of state for stellar matter.

1 Introduction

Many interesting astrophysical phenomena can be modeled by the Euler equations

with gravitational source terms

∂ρ

∂ t
+∇ · (ρv) = 0 (1)

∂ρv

∂ t
+∇ · (vρv)+∇p = −ρ∇φ (2)

∂E

∂ t
+∇ · [(E + p)v] = −ρv ·∇φ (3)

expressing the conservation of mass, momentum and energy, respectively. Here ρ is

the mass density, v the velocity and E = ρe+ρv2/2 the total (fluid) energy density

being the sum of internal and kinetic energy density. The system is closed by an
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equation of state (EoS) relating the pressure p = p(ρ ,e) to the density and specific

internal energy.

The source terms on the right hand side of the momentum and energy equations

model the effect of gravity forces onto the fluid. They are given in terms of the

gradient of the gravitational potential φ which may either be a given function or, in

case of self-gravity, is the solution of the Poisson equation

∇2φ = 4πGρ , (4)

where G is the gravitational constant.

Numerical methods for the Euler equations are in a major stage of development

for a vast range of flow regimes. Among the most popular schemes are the so-called

Godunov-type finite volume methods. We refer to e.g. [14, 16, 24] for a comprehen-

sive introduction. In these schemes, the cell averages of the conserved variables are

evolved in terms of numerical fluxes. The latter are determined by approximate or

exact solutions of Riemann problems at each cell interface. High order spatial accu-

racy is provided by suitable non-oscillatory polynomial reconstruction procedures

such as TVD, ENO and WENO reconstructions (see e.g. [21]). High order tempo-

ral accuracy is achieved by appropriate ODE integrators such as the strong stability

preserving (SSP) Runge-Kutta schemes (see e.g. [9]).

In astrophysics it often happens that the flow of interest is close to hydrostatic

equilibrium

∇p =−ρ∇φ . (5)

Such conditions arise for example in the simulation of waves in the atmosphere

of our sun, convective nuclear burning during stellar evolution and in the dramatic

death of a star in a supernova. The numerical approximation of near equilibrium

flows turns out to be challenging for standard numerical methods. The reason behind

these difficulties is the fact that they do not necessarily satisfy a discrete version of

the balance between the pressure gradient and gravity forces. Consequently, equilib-

rium states are not preserved exactly but are approximated with an error proportional

to the truncation error. So if one is interested in simulating small perturbations of the

equilibrium, the numerical resolution has to be increased to the point that truncation

errors do not obscure the phenomena of interest. Especially in multiple dimensions,

the required resolution may become prohibitively large.

In order to overcome this challenge, Greenberg and Leroux [10] introduced the

concept of well-balanced schemes. In these schemes, a discrete balance is satisfied

at steady states. For instance, many well-balanced schemes have been designed for

the shallow water equations with bottom topography, see e.g. [1, 15, 20]. A compre-

hensive review on well-balanced schemes in many applications is also given in the

book by Gosse [8].

Well-balanced schemes for hydrostatic equilibrium have received considerable

attention in the recent literature [17, 3, 7, 26, 11, 25, 6, 5, 18, 19, 12]. However, it

turns out that Eq. (4) only defines a mechanical equilibrium. A further assumption

on a thermodynamic equilibrium is needed in order to uniquely specify the hydro-

static equilibrium. Two physically relevant cases are the isentropic and isothermal
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equilibria assuming constant entropy or temperature, respectively. In this contribu-

tion we focus on the latter one. Such conditions arise for example in the interior

of white dwarf stars due to the high thermal conductivity of degenerate electrons

(see e.g. [13]). Well-balanced schemes for isothermal hydrostatic equilibrium have

presented in [7, 26, 5, 18, 19] assuming an ideal gas EoS. This limits their applica-

bility to more complex astrophysical scenario quite strongly. Therefore we present

here an approach that works with any EoS. Our approach closely follows the one

by Käppeli & Mishra [11]. Actually, only the thermodynamic potential for the local

hydrostatic reconstruction has to be changed. To keep the present contribution com-

pact and because the developments here follow the latter reference very closely, we

present below only the strictly necessary modifications of [11].

The rest of the article is organized as follows: the well-balanced scheme is pre-

sented in section 2, numerical results are reported in section 3 and we conclude in

section 4.

2 Numerical methods

For the sake of simplicity, we present the well-balanced scheme in a one-dimensional

setting. Pointers to the literature for multidimensional extension are given at the end

of the section.

In one spatial dimension, the Euler equations are given by

∂u

∂ t
+

∂F

∂x
= S (6)

where

u =





ρ
ρvx

E



 , F =





ρvx

ρv2
x + p

(E + p)vx



 and S =−





0

ρ
ρvx





∂φ

∂x
, (7)

are the vectors of conserved variables, fluxes and source terms, respectively. Fur-

thermore, we denote the primitive variables by w = [ρ ,vx, p]T .

2.1 One-dimensional finite volume method

For the numerical approximation of solutions to Eq. (6), the spatial domain is

discretized into finite volumes or cells Ii = [xi−1/2,xi+1/2]. For ease of presenta-

tion, we take the cells Ii to be of regular sizes ∆x = xi+1/2 − xi−1/2 with centers

xi = (xi−1/2 + xi+1/2)/2. The integration of Eq. (6) over a cell Ii then results in a

semi-discrete finite volume scheme for the evolution of the cell averaged conserved

variables
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dui

dt
= L(u) =−

1

∆x

(

Fi+1/2 −Fi−1/2

)

+Si, (8)

where the Fi±1/2 are the numerical fluxes at cell interfaces and Si is the cell averaged

gravity source term.

The numerical fluxes are obtained by solving (approximately) Riemann problems

at cell interfaces

Fi+1/2 = F (wi+1/2−,wi+1/2+), (9)

where the wi+1/2− and wi+1/2+ denote the cell interface extrapolated primitive vari-

ables. For the hydrostatic well-balanced scheme elaborated below we require stan-

dard properties such as that the numerical flux F is consistent, i.e. F (w,w) =F(w),
and Lipschitz continuous. In the numerical example presented below, we use the

HLLC Riemann solver with wave speed estimates according to Batten et al. [2].

In traditional schemes (at least the ones most commonly used in astrophysics),

the gravitational source term is approximated by standard second-order central dif-

ferences

Si =−





0

ρi

(ρvx)i





φi+1 −φi−1

2∆x
, (10)

where the φi are the cell centered values of the gravitational potential.

The cell interface extrapolated variables wi±1/2∓ are generally obtained by

some reconstruction procedure from the cell averages ui. Commonly, some non-

oscillatory piece-wise polynomial reconstruction, such as TVD, ENO or WENO, is

used (see e.g. [24] and references therein). Unfortunately, these reconstructions are

not well suited for the case considered here. The reason for this is simply the fact

that the steady states of interest are generally not piece-wise polynomial functions.

In the following section, we build an equilibrium respecting reconstruction that in

conjunction with a special momentum source discretization automatically fulfills a

discrete version of certain steady states.

A fully discrete finite volume scheme is obtained by discretizing the temporal

domain into suitably sized time steps ∆ tn = tn+1 − tn where the superscript n labels

the different time levels. For the schemes developed below, any adequate explicit or

implicit time integrator for the system of ordinary differential equations (8) could

be used. However, in the numerical results below we use the explicit second-order

strong stability preserving (SSP) Runge-Kutta methods (see e.g. [9]):

u
(1)
i = un

i +∆ tnL(un)

u
(2)
i = u

(1)
i +∆ tnL(u(1))

un+1
i = 1

2

(

un
i +u

(2)
i

)

,

(11)

where L is defined in Eq. (8). The time step ∆ tn is determined by a suitable CFL

condition.
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2.2 Local isothermal hydrostatic equilibrium reconstruction and

well-balanced source discretization

In the following we first derive an explicit expression for isothermal hydrostatic

equilibrium. We start with the well-known thermodynamic relation

dg =
dp

ρ
− sdT, (12)

where g is the specific Gibbs free energy

g = e+
p

ρ
−Ts, (13)

T the temperature and s the specific entropy. By assuming isothermal conditions

and with the above thermodynamic relation Eq. (12) we can express hydrostatic

equilibrium Eq. (5) as
∇p

ρ
= ∇g =−∇φ (14)

which can be trivially integrated to yield

g+φ = const. (15)

Eq. (15) can then be used to define a local equilibrium reconstruction within each

cell Ii as

g0,i(x) = gi +φi −φ(x) (16)

where gi is simply the Gibbs free energy evaluated from the cell averaged conserved

variables ui and φi is the point value of the gravitational potential at cell center. The

gravitational potential φ(x) may either be known as a given function or has to be

obtained by some suitable interpolation.

From the local equilibrium reconstruction of the Gibbs free energy g0,i(x), an

equilibrium density ρ0,i(x) and pressure p0,i(x) reconstruction can be obtained

through the EoS. This is achieved by noting that g = g(T, p) and solving the fol-

lowing equation

g0,i(x) = g(Ti, p0,i(x)). (17)

This gives an implicit definition of the equilibrium for any x ∈ Ii.

In the case of an ideal gas EoS, p = ρRT , explicit expressions can be given for

the equilibrium pressure

p0,i(x) = pie
− 1

RTi
(φ(x)−φi) (18)

and density

ρ0,i(x) =
pi

RTi

e
− 1

RTi
(φ(x)−φi). (19)
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In these expression R is the gas constant and Ti (pi) is simply the temperature (pres-

sure) evaluated from the cell averaged conserved variables ui. Here we recover the

same expressions as [7, 26, 6, 5].

However, the strength of the here presented approach is that it can be used with

any EoS, e.g. tabulated, which is highly relevant for computational astrophysics.

In this case, the equilibrium pressure and density distribution have to be obtained

by some iterative procedure. In order to get the equilibrium pressure distribution

p0,i(x), the equation to solve is the following

f (p0,i(x)) = g(p0,i(x),Ti)− g0,i(x) = 0. (20)

The latter equation can be solved iteratively with a simple Newton-Raphson method

p
(k+1)
0,i (x) = p

(k)
0,i (x)− f (p0,i(x))/ f ′(p0,i(x))

= p
(k)
0,i (x)−

g(p
(k)
0,i (x),Ti)− g0,i(x)

ρ(Ti, p
(k)
0,i (x))

. (21)

Note that in the last equation, the density ρ = ρ(T, p) has to be computed given

a temperature and a pressure through the EoS. The equilibrium density ρ0,i(x) can

then also be found once the equilibrium pressure p0,i(x) is found. In the numerical

example below, we will use a tabulated EoS that is widely used in astrophysics.

It remains to specify an adequate source term discretization. For the momentum

source term, we follow the approach suggested by [1, 3, 7] and define

Sρv,i =
p0,i(xi+1/2)− p0,i(xi−1/2)

∆x
(22)

where p0,i(xi±1/2) are the equilibrium pressures at cell interfaces. We leave the en-

ergy source term discretization as in Eq. (10). It can be shown as in [11] that the

above expression is a consistent and spatially second-order accurate approximation

of the momentum source term.

It is then straightforward to show that the semi-discrete finite volume scheme, Eq.

(8), with the above local equilibrium reconstruction and source term discretization

is well-balanced with respect to any isothermal hydrostatic equilibrium (see [11]).

Moreover, the scheme can easily be extended to second-order spatial accuracy,

multiple dimensions and curvilinear meshes. We refer to [11, 12] for details.

3 Numerical results

In this section we present a series of numerical experiments to demonstrate the per-

formance of the proposed well-balanced scheme. For comparison, we also show re-

sults obtained with a standard (unbalanced) base scheme. Moreover, we only present
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results obtained with second-order schemes (first-order schemes have little practical

use in computational astrophysics).

For all the computations we use the Helmholtz EoS of Timmes & Swesty [23]. It

is an astrophysically meaningful EoS including contributions of (photon) radiation,

nuclei, electrons and positrons. The radiation is treated as a black body in local ther-

modynamic equilibrium and the nuclei are modeled by an ideal gas. The electrons

and positrons contributions are obtained from a table with a thermodynamically con-

sistent interpolation procedure. The electrons/positrons may have speeds arbitrarily

close to relativistic limits and an arbitrary degree of degeneracy. We use the publicly

available version of this EoS [22].

3.1 Isothermal hydrostatic atmosphere

As a first numerical experiment, we consider the very simple setting of a one-

dimensional isothermal hydrostatic atmosphere in a constant gravitational field

dp

dx
=−ρg (23)

where g is the constant gravitational acceleration1. The gravitational potential is

then a simple linear function φ(x) = gx.

The computational domain is set to D = [0,L], where L = 3× 108 cm, and is

regularly discretized by N cells. Hence, we have the grid size ∆x = L/N, the cell

interfaces xi+1/2 = i∆x and the cell centers xi = (xi−1/2 + xi+1/2)/2 for i = 1, ...,N.

For the resolution, we choose N = 32,64,128,256,512,1024,2048.

In the following we consider typical white dwarf like conditions. Due to the high

thermal conductivity of stellar matter at these conditions, the isothermal hydrostatic

equilibrium is an appropriate model. Therefore, we set the gravitational acceleration

to g = 5×108 cm/s2. For the density and pressure at the base, i.e. x = 0, we choose

ρ0 = 107 g/cm3 and p0 = 8.53×1023 erg/cm3. Moreover, the chemical composition

is set to half carbon 12C and half oxygen 16O.

The isothermal hydrostatic atmosphere is then initialized over the whole domain

D with Eq. (15). Its density and pressure profile are shown in the left panel of Fig.

1. The resulting atmosphere has then a sound crossing time τsound ≈ 2 s, i.e. a sound

wave traverses the atmosphere from base to top and back in a time τsound. This

reflects a time scale on which the equilibrium reacts on perturbations.

For the boundaries we use a hydrostatic equilibrium extrapolation for the density

and pressure. See [11] for details. For the velocity we use a simple piece-wise linear

extrapolation. This type of boundaries minimize spurious reflection effects as much

as possible.

1 The gravitational acceleration should not be confused with the Gibbs free energy from Section

2.2
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We begin by numerically verifying the well-balancing properties of the scheme.

For this purpose, we evolve the isothermal atmosphere with the well-balanced and

standard (unbalanced) second-order schemes for two sound crossing times, i.e. the

final time of the simulation is t f = 2τsound. At the end of the simulation, we compute

the L1-error, i.e. the L1-norm of the difference between the initial and final state of

the simulation. This reflects how well the discrete equilibrium is preserved by the

numerical scheme.

In the right panel of Fig. 1 is shown the relative L1-error for the pressure. The

results for the density are similar and are not displayed. From the figure it is clear

that the well-balanced scheme is able to maintain the hydrostatic equilibrium down

to machine precision. In contrast, the standard scheme is clearly not able to preserve

the stationary state. Indeed the error is proportional to its truncation error and scales

with the second power of the mesh width, i.e. in accord with its design accuracy.
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Fig. 1 Left panel: Density and pressure profile of the isothermal hydrostatic atmosphere. Right

panel: Relative L1-norm of the difference between the initial and final state of the simulation.

The solid and dashed lines represent the results from the standard and the well-balanced scheme,

respectively.

Next we test the ability of the proposed scheme to propagate waves up the at-

mosphere. For this we impose a periodic velocity perturbation at the base of the

atmosphere

vn
x,m = Asin

(

6
2πtn

t f

)

, (24)

where m =−1,0 is the boundary cell index and A is the wave amplitude.

For the amplitude we choose a small one with A = 103 cm/s and a large one with

A = 107 cm/s. We then evolve this setting for a time t f = 0.45τsound, i.e. shortly

before the waves arrive at the top of the atmosphere.

In Fig. 2 are shown the errors in pressure which have been computed from a

reference solution obtained with the well-balanced scheme at resolution N = 8192.

The errors in density and velocity are similar and not shown. We observe that for

the low amplitude case the errors obtained with well-balanced scheme (dashed blue)

are much smaller than the ones obtained with the standard scheme (solid blue). For



A well-balanced scheme for the Euler equations with gravitation 9

instance, the well-balanced scheme needs roughly a factor 3-4 less resolution than

the standard scheme to reach a given accuracy (for N ≤ 512). Note that this saving

becomes particularly meaningful in a multi-dimensional setting.

The velocity profiles for the small amplitude test are shown in the left panel of

Fig. 3. The blue solid line is the reference solution and the solid/dashed red lines are

the solutions obtained with the standard and well-balanced schemes at N = 256, re-

spectively. From the figure it is clear that the standard scheme suffers some spurious

deviations.

For the large amplitude case, the errors in pressure are displayed in Fig. 2 with

the red lines. The solid and dashed lines have been computed with the standard and

well-balanced schemes, respectively. Here both schemes do equally well and show

a first-order convergence. This is expected as the large amplitude waves steepen into

shock waves as they propagate up the atmosphere. This is displayed for the velocity

in the right panel of Fig. 3. Therefore we note that the well-balanced scheme does

not suffer any deterioration in robustness.

Fig. 2 L1-norm error in pres-

sure for small (blue lines) and

large (red lines) amplitude A

perturbations. The reference

solutions were computed with

the well-balanced scheme

and a resolution N = 8192.

The solid and dashed lines

have been obtained with the

standard and well-balanced

scheme, respectively. Note

that here the absolute and not

the relative error is shown.
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3.2 Rayleigh-Taylor instability

In this example, we simulate the development of a Rayleigh-Taylor instability [4].

We consider the two-dimensional Euler equations Eqs. (1-3) in polar coordinates.

Hence, this test demonstrates the ability of the presented scheme to generalize to

multiple dimensions and curvilinear coordinates.

The computational domain is D = [rin,rout ]× [0,2π ], where rin = 108 cm and

rout = 4×108 cm. The gravitational potential is purely radial and linear φ = φ(r) =
gr with g = 1× 108 cm/s2. At the base, we set the density ρ0 = 105 g/cm3 and the

temperature T0 = 108 K. At ri = 2.5× 108 cm we introduce a temperature jump by

setting the temperature to T1 = 5× 107 K for r ≥ ri. Again, we set the chemical
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Fig. 3 Velocity profile for the small (left) and large (right) amplitude waves propagating up the

isothermal atmosphere. The solid/dashed red lines have been obtained with the standard/well-

balanced scheme at resolution N = 256. The blue solid line is a reference solution obtained with

the well-balanced scheme at resolution N = 8192.

composition of the gas to half carbon and half oxygen. The complete equilibrium

profile is then obtained by integrating the equation of hydrostatic equilibrium. The

resulting profile then has a density jump at ri that is unstable to the Rayleigh-Taylor

instability.

To trigger the instability, we set a velocity perturbation around the interface at ri

vr(r,ϕ) = 10−3cs cos(40ϕ)exp

[

−100

(

r− ri

rout − rin

)2
]

, (25)

where cs is the speed of sound at the interface. The azimuthal velocity vϕ is set to

zero everywhere.

We discretize the computational domain D uniformly by Nr = 100 radial and

Nϕ = 300 azimuthal cells and evolve the initial conditions until final time t f = 8 s.

Moreover, for this test we use reflecting boundaries in radial direction and periodic

boundaries in azimuthal direction.

The results computed with the well-balanced scheme are shown in Fig. 4. The

figure shows the density contours where each quadrant depicts a different time. As

seen from the figure, the instability develops slowly and is barely visible at times

t ≤ 4 s. At final time t f , the Rayleigh-Taylor mushrooms are clearly developed.

Although not shown, the standard scheme has some difficulties especially at fol-

lowing the early development of the instability as it suffers from spurious velocity

perturbations due to its inability to resolve hydrostatic equilibrium, i.e. the trunca-

tion errors overwhelm the very small velocity perturbation, Eq. (25), imposed to

trigger the physical instability. Moreover, at later times the standard scheme also

presents some parasitic deviations near the upper and lower radial boundaries again

due to its inability to maintain the close to hydrostatic state. This again confirms that

well-balanced schemes are superior when the dynamics of interest happen on top of

an equilibrium.
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Fig. 4 Density for the Rayleigh-Taylor test problem at different times.

4 Conclusion

We have presented a well-balanced scheme for the Euler equations with gravity. The

scheme is able to maintain up to machine precision any isothermal hydrostatic equi-

librium. The well-balanced property is achieved by a novel equilibrium preserving

reconstruction based on the Gibbs free energy together with a matching momentum

sour term discretization. The advantage of the present approach is that it can easily

handle complex EoS beyond the ideal gas law. Moreover, it can also be extended to

multiple dimensions and curvilinear meshes in a straightforward manner.

The scheme’s performance is assessed on astrophysically relevant test cases in-

volving a complex EoS applicable for solar matter in a wide range of conditions. The

tests show that the proposed scheme shows some clear advantages over standard un-

balanced schemes when the flow of interest is close to an isothermal equilibrium.

Away from an equilibrium, the well-balanced scheme recovers the accuracy and

robustness of a standard unbalanced scheme.
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