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Abstract

The aim of this paper is to provide a mathematical and numerical framework for the
analysis and design of bubble meta-screens. An acoustic meta-screen is a thin sheet with
patterned subwavelength structures, which nevertheless has a macroscopic effect on the
acoustic wave propagation. In this paper, periodic subwavelength bubbles mounted on a
reflective surface (with Dirichlet boundary condition) is considered. It is shown that the
structure behaves as an equivalent surface with Neumann boundary condition at the Min-
naert resonant frequency which corresponds to a wavelength much greater than the size
of the bubbles. Analytical formula for this resonance is derived. Numerical simulations
confirm its accuracy and show how it depends on the ratio between the periodicity of the
lattice, the size of the bubble, and the distance from the reflective surface. The results
of this paper formally explain the super-absorption behavior observed in [V. Leroy et al.,
Phys. Rev. B, 2015].
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1 Introduction

In this article we study the reflection properties of a meta-screen from a mathematical point of
view. Broadly speaking, a meta-screen is a thin sheet with patterned subwavelength structures
which has a macroscopic effect on the reflection and transmission of waves.

One way to design meta-screens is to put microscopic gas inclusions along a periodic
lattice. The properties of such screens have been studied in recent years, with spectacular
results. In [22, 25], it was experimentally shown how the reflection and transmission coefficients
vary with respect to the wavelength of the incoming acoustic wave. It was later shown how
super-absorption may be achieved with these meta-screens [24], i.e. null reflection and null
transmission coefficients.
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These phenomena can be explained by the use of subwavelength resonators in the de-
sign of the meta-screens. In [9] for instance, a mathematical justification was given when
the meta-screen was made of subwavelength plasmonic particles, where resonance is due to
negative dielectric coefficient [7]. Minnaert bubbles act like plasmonic nanoparticles. We re-
fer the reader to [7, 8, 10, 11, 20] for the mathematical analysis of resonances for plasmonic
nanoparticles.

In this paper, we study the case where the resonance is due to the high contrast in density
between the gas inclusions and the surrounding medium, characterized by a small parameter
δ representing the inverse of the contrast. This resonance, known as the Minnaert resonance,
was observed and explained as early as 1933 [27] (see also [23, 17]). We recently gave a rigorous
mathematical justification of this resonance in the case of a single bubble in a homogeneous
medium [5]. We studied the acoustic property of the bubble, and proved that Minnaert

resonance occurred when the frequency is appropriately propositional to
√
δ
s

with s being the
size of the bubble.

In the present paper, we use similar techniques as in [9] to study the reflection properties
of a meta-screen when both the typical size of the periodic cell and the size of the bubbles
are subwavelength, and the contrast δ−1 is large. We also investigate the limiting case when
a goes to 0 and δ goes to 0 proportional to a2. Note that in the case where δ is a fixed
parameter, the usual homogenization techniques can be applied, and a large literature already
exists on describing boundary layer effects [1, 2, 3]. In our case, because of the excitation of
resonace, one must resort to other methods. The idea of using an unbounded parameter as
the size of the cells goes to zero is not new, and is sometimes referred to as «high-contrast
homogenization» [13, 14, 19]. This technique has already been successful in explaining some
spectacular physical phenomena [12].

Our main result is the following. We consider a periodic subwavelength bubbles above a
reflective surface ( with Dirichlet boundary condition). Then, under the appropriate scaling
δ = µa2, Minnaert resonance can be excited at a fixed frequency of order one, and the surface
behaves as an equivalent surface with Neumann boundary condition at this frequency at the
limit a→ 0. The theorem is valid for all shapes of Minnaert resonators. When taking into ac-
count some extra physical damping effects that do not appear in our mathematical model [21],
this eventually explains the super-absorption behavior witnessed in [24] (see Remark 2.4).

The paper is structured as follows. In Section 2, we fix the notations of the experiment
under consideration, and state our main result, the proof of which is detailed in Section 3. The
proof uses layer potential techniques and asymptotic expansions. Finally, numerical results
are presented in Section 4.

2 Statement of the problem

We consider a reflective surface, on top of which small scatterers are arranged along some
periodic lattice. A typical example of such a situation is given by air bubbles arranged in
water, as described in [24, 25].

Let us fix some notation. We will state our results in dimension d ∈ {2,3}, and write
R
d ∋ x = (x̄, xd), with x̄ ∈ Rd−1 and xd ∈ R. We let ∂Rd

+ ∶= {x ∈ Rd, xd = 0} represent the
reflective plane, and R

d
± ∶= {x ∈ Rd, ±xd > 0) be the upper and lower half space. The shape of

2



the bubbles is described by a simply connected domain D ⊂ Rd
+ with smooth boundary ∂D.

The bubbles are arranged periodically along a lattice R of Rd−1. For instance, if d = 2, then
R = aZ for some a > 0.

For ε > 0, we denote by Ωε the volume occupied by the bubbles. More specifically, we set

Ωε ∶= ⋃
R∈R

ε (D +R)

x̄

xd

∂Rd
+

εa

O(ε)

We denote by ρb and κb the density and bulk modulus of the air inside the bubbles, and
by ρ and κ the corresponding parameters for the background medium R

d ∖Ωε. We consider
the scattering of acoustic waves by this meta-screen. In the sequel, ω/(2π) represents the
frequency of the source, and

v =
√

λ

ρ
, vb =

√
λb

ρb
, k = ω

v
, and kb = ω

vb

denote respectively the speed of sound outside and inside the bubbles, and the wave number
outside and inside the bubbles. Finally, we introduce the dimensionless contrast parameter

δ = ρb
ρ
.

We assume that δ ≪ 1. With appropriate physical units, we also assume that k = O(1),
kb = O(1), and the size of D is also of order one. With these in mind, the acoustic problem is
(we use capital letters for macroscopic fields)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(∆ + k2)U ε = 0 on R
d
+ ∖Ωε,

(∆ + k2b)U ε = 0 on Ωε,

U ε∣+ = U ε∣− on ∂Ωε,

∂νU
ε∣− = δ∂νU ε∣+ on ∂Ωε,

U s ∶= U ε −U in satisfies the outgoing radiation condition,

U ε = 0 on ∂Rd
+,

(2.1)

where U in is some incoming pressure wave satisfying (∆+k2)U in = 0 and ⋅∣± denotes the limits
from respectively outside and inside of Ωε. In this paper, we consider the special case where
the incoming pressure U in is a plane wave going towards the plane from the upper half-space,
so we set

U in
k (X) = u0e−ik⋅X = u0e−ik̄⋅X̄e−ikdXd ,

where k = (k̄, kd) ∈ Rd−1 ×R, with kd > 0 and ∣k∣ = k, is the wave vector.
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Such problems have been extensively studied using homogenization theory in recent decades.
For instance, the scattered field is well-understood as ε→ 0, and is of order ε [2, 3, 4]. In the
present article, we study the special case where the contrast δ is also scaled with ε → 0. As
we will see, such a regime, which is accessible physically, presents some interesting features.

More specifically, according to [5], there is a resonance phenomenon in the regime
√
δ ∼ ε

(Minnaert resonance). In the sequel, we fix µ > 0, and study (2.1), with

δ ∶= δε = µε2.

In this case, standard homogenization techniques are no longer applicable and new techniques
are needed.

In the absence of bubbles, the solution of (2.1) is simply

U0(X) ∶= U in
k (X̄,Xd) −U in

k (X̄,−Xd) = −2iu0e−ik̄⋅X̄ sin(kdXd).
In the presence of bubbles, we expect this solution to be perturbed. Our goal is to describe
the main contribution of this perturbation. In order to state our results, we introduce some
extra-notation. First, we introduce a constant µM defined by

µM ∶= k
2
b ∣D∣
C+D,R

, (2.2)

where ∣D∣ is the volume of D, and C+D,R is the periodic capacity defined in Definition 3.6.
Then we introduce the scattering function

gs(µ, ε) ∶= εM1

1 − µM

µ
− εiM

2

1
kdC

+
D,R

∣Γ∣

, (2.3)

where the constant M1 is defined in (3.17) below and ∣Γ∣ is the volume of the fundamental cell
of R. We also introduce the functions α0 and α1: α0 is the (unique) solution to the problem

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

∆α0 = 0 on R
d
+ ∖Ω1,

α0∣+ = 1 on ∂Ω1,

α0 − α0,∞ is exponentially decaying as xd →∞,
α0 = 0 on ∂Rd

+,

(2.4)

and α1 is the (unique) solution to the problem

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

∆α1 = 0 on R
d
+ ∖Ω1,

α1∣+ = xd∣+ on ∂Ω1,

α1 − α1,∞ is exponentially decaying as xd →∞,
α1 = 0 on ∂Rd

+.

(2.5)

The exact values of α0,∞ and α1,∞ are given in Lemma 3.11 below. The function α0 is related
to the monopole moment of bubbles, while α1 is related to their dipole moment.
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Finally, we introduce a functional space. Let L ∈ R+ be large enough so that for all y ∈D,
it holds that yd ≤ L (hence 0 ≤ yd ≤ L). For a ∈ R+, we denote by Sa ∶= Rd−1 × (a,∞), and we
denote by W 1,∞(Sa) the usual Sobolev space with norm

∥f∥W 1,∞(Sa) ∶= sup
X∈Sa

∣f ∣ (X) + sup
X∈Sa

∣∇f ∣ (X).
Our main result is the following.

Theorem 2.1. There exists C ∈ R+ such that, for all ε ≥ 0 and all µ > 0, it holds that

∥U ε(X) −U0(X) − (U ε
1(X) +U ε

BL (X,X
ε
))∥

W 1,∞(SεL)
≤ Cε ∣gs(µ, ε)∣ ,

where

U ε
BL(X,x) = (2iu0kd)e−ik̄⋅X̄ [ε (α1(x) − α1,∞) − gs(µ, ε) (α0(x) − α0,∞)] ,
U ε
1(X) = (2iu0kd)ei(kdXd−k̄⋅X̄) (εα1,∞ − gs(µ, ε)α0,∞) ,

and gs(µ, ε) is defined by (2.3). Moreover, U ε
BL is exponentially decaying as xd →∞.

The proof of the above theorem will be given in Section 3. The function U ε
BL describes

the behavior of the field near the bubbles (at distances of order O(ε)), while the function U ε
1

describes the far field. Both functions have an O(ε) part due to the dipole moment, and a
resonant part gs(µ, ε) due to the monopole moment.

In particular, from the behavior of U ε in the far-field, namely

U ε(X) ≈ u0e−i(kdXd+k̄⋅X̄) + u0 (−1 + 2ikd (εα1,∞ − gs(µ, ε)α0,∞)) ei(kdXd−k̄⋅X̄),

we directly read the reflection coefficient

Rε = −1 + 2ikd (εα1,∞ − gs(µ, ε)α0,∞) .
As a consequence, we obtain

Theorem 2.2. In the case when µ = µM , in the limit as ε→ 0, we get

Rε = −1 + 2 = 1.
Therefore the equivalent screen has Neumann boundary condition for the wave equation.

Remark 2.3. If we neglect the effect of α1,∞ for simplicity, then

Rε ≈ −1 − 2
⎛⎜⎜⎝

εikdM
2
1C
+
D,R∣Γ∣−1

1 − µM

µ
− iεkdM

2

1
C+

D,R

∣Γ∣

⎞⎟⎟⎠ .
Using the frequency variable ω, we see that

R(ω) ≈ −1 − 2⎛⎜⎜⎝
i
ωM2

1
C+

D,R

vd∣Γ∣

1 − ( ω
ω+
M

)2 − iωM2

1
C+

D,R

vd∣Γ∣

⎞⎟⎟⎠ , (2.6)

where ω+M ∶=
√

δC+
D,R

∣D∣ vb is the (periodic) Minnaert resonant frequency. Note that it is similar

in expression to the usual Minnaert resonance ωM [5, 27]. Actually, if the bubbles are small
compared to the typical size of the lattice, and are far away from each other, then ω+M ≈ ωM .
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Remark 2.4. The term ηrad ∶= ωM2

1
C+

D,R

vd∣Γ∣ in the denominator of (2.6) is called the radiative

damping. It is possible to include more realistic damping effects [21]. In this case, one should
replace ηrad by η ∶= ηrad + ηother, where ηother includes all the remaining sources of damping.
Note that in the particular case where ηother = ηrad so that η = 2ηrad, then at the resonant
frequency ω = ωM we obtain that R(ω) ≈ 0. This eventually explains the super-absorption
phenomenon experimented in [24]: all the incoming energy is dissipated with damping effects.

The proof of Theorem 2.1 is given in the next section. It relies on the theory of periodic
layer potentials.

3 Proof of Theorem 2.1.

3.1 Periodic Green’s functions

We recall in this section the definition and properties of periodic layer potentials [6, Part 3].
Recall thatR is a lattice of the plane Rd−1. We letR∗ be its reciprocal lattice, and denote by Γ

the unit cell of R. For instance, if d = 2 with R = aZ, then R∗ = (2π/a)Z and Γ = (−a/2, a/2).
Periodic Green’s function without Dirichlet boundary condition. We first introduce,
for k ∈ Rd, the periodic Green function Gk

♯ , solution to

(∆ + k2)Gk
♯ (x) ∶= ∑

R∈R
e−ik̄⋅x̄δR(x) = ∑

R∈R
e−ik̄⋅RδR(x), (3.1)

with the outgoing radiation condition. Here and after δR(x) denotes the Dirac mass at the
point R. It holds that Gk

♯ (x,y) = Gk
♯ (x − y,0) ∶= Gk

♯ (x − y).
The following lemma is needed.

Lemma 3.1. The solutions to (∂2xx + α)fα = δ0 are

fα(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1

2
∣x∣, α = 0,
1

2i
√
α
ei
√
α∣x∣, α > 0,

1

2
√−αe

√
−α∣x∣, α < 0.

Proof. It is enough to check that fα is the solution to (∂2xx+α)fα = δ0. Recall that in the sense
of distributions, ∣x∣′ = 2Θ(x)−1, where Θ is the Heaviside function Θ(x) ∶= 1(x > 0), and that∣x∣′′ = 2Θ′(x) = 2δ0. Note also that (∣x∣′)2 = 1. The proof follows by standard calculations.

The following result holds.

Lemma 3.2. If k = 0, then

G0
♯ ((x̄, xd)) = ∣xd∣

2∣Γ∣ − ∑
ℓ∈R∗∖{0}

1

2∣Γ∣ ∣ℓ∣e−∣ℓ∣ ∣xd∣ei(ℓ⋅x̄). (3.2)

If k ∈ Rd satisfies k2 < inf{∣ℓ − k̄∣, ℓ ∈R∗ ∖ {0}}, then

Gk
♯ ((x̄, xd)) = e−ik̄⋅x̄eikd ∣xd∣

2ikd∣Γ∣ − ∑
ℓ∈R∗∖{0}

e−ik̄⋅x̄

2∣Γ∣√∣ℓ − k̄∣2 − k2 e−
√
∣ℓ−k̄∣2−k2∣xd∣ei(ℓ⋅x̄). (3.3)
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Proof. In order to compute Gk
♯ (x), we introduce G̃k

♯ (x) = eik̄⋅x̄Gk
♯ (x), so that Gk

♯ (x) =
e−ik̄⋅x̄G̃k

♯ (x). In particular, G̃k
♯ is the R-periodic solution to (∆ − 2ik̄ ⋅ ∇x̄ + k2d) G̃k

♯ (x) ∶=∑R∈R δR(x). We consider its Fourier expansion, and write

G̃k
♯ (x̄, xd) = ∑

ℓ∈R∗
cℓ(xd)eiℓ⋅x̄.

Thanks to the Poisson summation formula

∑
R∈R

δ(x +R) = 1∣Γ∣ ∑ℓ∈R∗ eiℓ⋅x̄,
we obtain that cℓ must be the solution to

∀ℓ ∈R∗, (∂2xdxd
+ k2 − ∣ℓ − k̄∣2) cℓ = 1∣Γ∣δ0.

The proof then follows from Lemma 3.1.

Remark 3.3. It is possible to simplify (3.2) following [16, pp. 813-814] (see for instance [4]).

From (3.3), we see that Gεk
♯ has a formal expansion of the form

Gεk
♯ (x) = 1

2iεkd∣Γ∣ +Gk
0,♯(x) + ∞∑

n=1

εnGk
n,♯(x), (3.4)

where the operators Gk
n,♯ can be computed explicitly. For instance, together with (3.2), we

have

Gk
0,♯ =

kd∣xd∣ − k̄ ⋅ x̄
2kd∣Γ∣ − ∑

ℓ∈R∗∖{0}

e−∣ℓ∣ ∣xd∣ei(ℓ⋅x̄)

2∣Γ∣ ∣ℓ∣ = G0
♯ − k̄ ⋅ x̄

2kd∣Γ∣ . (3.5)

We will also need the exact formula for Gk
1,♯. After some straightforward calculations we find

that

Gk
1,♯(x) = i (kd∣xd∣ − k̄ ⋅ x̄)2

4kd∣Γ∣ − k̄ ⋅ g1,♯(x), (3.6)

where g1,♯ is a function independent of k. Explicitly,

g1,♯(x) ∶= ∑
ℓ∈R∗∖{0}

e−∣ℓ∣ ∣xd∣ei(ℓ⋅x̄)

2∣Γ∣ ∣ℓ∣ ( ℓ∣ℓ∣2 + ℓ∣ℓ∣ ∣xd∣ − ix̄) .
By change of variable ℓ→ −ℓ, we obtain that

g1,♯(x) = i

2
∑

ℓ∈R∗∖{0}

e−∣ℓ∣ ∣xd∣

∣Γ∣ ∣ℓ∣ (( ℓ∣ℓ∣2 + ℓ∣ℓ∣ ∣xd∣) sin(ℓ ⋅ x̄) − x̄ cos(ℓ ⋅ x̄)) . (3.7)

In particular, we see that g1,♯ satisfies the symmetry relations

g1,♯(x̄, xd) = g1,♯(x̄,−xd) = −g1,♯(−x̄, xd). (3.8)
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Note that there is a singularity in (3.4) as ε goes to 0. Finally, expanding (3.1) in powers
of ε leads to the equations

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∆Gk
0,♯ = ∑

R∈R
δR,

∆Gk
1,♯ = ∑

R∈R
−iRδR,

∆Gk
n+2,♯ + k2Gk

n,♯ = ∑
R∈R

(−ik̄ ⋅R)n+2(n + 2)! δR, ∀n ≥ 2.

(3.9)

The periodic Green function would be an adequate tool to study the problem without the
Dirichlet boundary condition U ε = 0 on ∂Rd

+. In this article however, we study the problem
with the Dirichlet boundary condition to explain the phenomenon seen in [24] for instance.

Periodic Green’s function with Dirichlet boundary condition We introduce the
Dirichlet Green function defined by

Gk
+(x,y) ∶= Gk

♯ ((x̄ − ȳ, xd − yd)) −Gk
♯ ((x̄ − ȳ, xd + yd)). (3.10)

This Green function is no longer translational invariant (in the sense Gk
+(x,y) ≠ Gk

+(x−y,0)),
but satisfies the Dirichlet boundary condition Gk

+ = 0 on ∂Rd
+. From (3.3), we deduce that

Gεk
+ admits an expansion of the form

Gεk
+ (x,y) = ∞∑

n=0

εnGk
n,+(x,y), (3.11)

where
Gk

n,+(x,y) ∶= Gk
n,♯((x̄ − ȳ, xd − yd)) −Gk

n,♯((x̄ − ȳ, xd + yd)).
Note that Gεk

+ is no longer singularity as ε goes to 0. This makes the problem with Dirichlet
boundary condition easier to study analytically. Moreover, from (3.5) we can check that

Gk
0,+(x,y) = Gk=0

+ (x,y).
Note that this equality does not hold for the periodic Green function without Dirichlet bound-
ary condition (see (3.5). We also need the expression of Gk

1,+. We get

Gk
1,+(x,y) = −i

2∣Γ∣ (2kdxdyd + k̄ ⋅ (x̄ − ȳ) (∣xd − yd∣ − ∣xd + yd∣)) − k̄ ⋅ g1,+(x,y), (3.12)

with
g1,+ ∶= g1,♯(x̄ − ȳ, xd − yd) − g1,♯(x̄ − ȳ, xd + yd).

From (3.8), we see that g1,+ satisfies the symmetry relation

g1,+(x,y) = −g1,+(y,x). (3.13)

Finally, from (3.9), we deduce that

∆yG
k
1,+(x,y) = ∑

R∈R
(−ik̄ ⋅R)δR(x̄ − ȳ) (δ0(xd − yd) − δ0(xd + yd)) ,

8



and that, for n ∈ N,

∆yG
k
n+2,+(x,y) + k2Gk

n,+(x,y) = ∑
R∈R

(−ik̄ ⋅R)n+2(n + 2)! δR(x̄ − ȳ) (δ0(xd − yd) − δ0(xd + yd)) .
In particular, if x,y ∈ D̄, then, since δR(x̄ − ȳ) = 0 except for R = 0 (and x̄ = ȳ), we have

∆xG
k
1,+ =∆yG

k
1,+ = 0 and ∀n ∈ N, ∆yG

k
n+2,+(x,y) = −k2Gk

n,+(x,y). (3.14)

3.2 Periodic-Dirichlet layer potentials

We now introduce the periodic-Dirichlet layer potential operators. We denote by H−1/2 ∶=
H−1/2(∂D) and by H1/2 ∶= H1/2(∂D) the usual fractional Sobolev spaces on surfaces [26].

In the sequel, we use ⟨⋅, ⋅⟩ for the H−1/2,H1/2 duality pairing. We also introduce H
−1/2
0 ∶={f ∈H−1/2, ⟨f,1⟩ = 0}. The periodic-Dirichlet single-layer potential Sk+ ∶ H−1/2 → H1/2 and

the periodic-Dirichlet Dirichlet-to-Neumann operator Kk,∗
+ ∶ H−1/2 → H−1/2 are respectively

defined, for smooth functions ψ ∈ C∞(∂D) by

∀x ∈ ∂D, S
k
+ [ψ](x) ∶=

ˆ

∂D

Gk
+(x,y)ψ(y)dσ(y), K

k,∗
+ [ψ](x) ∶=

ˆ

∂D

∂Gk
+

∂νx
(x,y)ψ(y)dσ(y).

For simplicity, we write K∗+ ∶= K0,∗
+ and S+ ∶= S0+ . We also introduce the operator S̃k+ ∶H

−1/2 →
H1

loc(Rd) defined by

∀ψ ∈H−1/2, ∀x ∈ Rd, S̃k+ [ψ](x) ∶=
ˆ

∂D

Gk
+(x,y)ψ(y)dσ(y). (3.15)

We have the following standard result.

Lemma 3.4.

(i) For all k ∈ Rd, the operator Sk+ ∶ H
−1/2 → H1/2 is an bounded operator with bounded

inverse. Moreover, it holds that S∗+ = S+.
(ii) For all k ∈ Rd, the operator Kk,∗

+ is a compact operator on H−1/2, and the operator Kk
+

is a compact operator on H1/2.

(iii) (jump formulae) It holds that

S̃k+ ∣+ = S̃k+ ∣− = Sk+ and (∂ν S̃k+) ∣± = ±12 +Kk,∗
+ .

(iv) It holds that σ(K∗+) = σ(K+) ⊂ (−1/2,1/2] and that

Ker(K+ − 1

2
) = Span{1∂D}, and Ker(K∗+ − 1

2
) = Span{ψ+0 },

where 1∂D ∈H1/2 is the constant function with value 1 on ∂D, and where ψ+0 ∈H−1/2 is
such that ⟨1∂D, ψ

+
0 ⟩ = 1.

(v) The operator (−1
2
+K∗+) acting on H

−1/2
0 is invertible with bounded inverse.

9



We now introduce two constants. Recall that ψ+0 is defined by Ker (K∗+ − 1
2
) = Span{ψ+0 }

and ⟨1∂D, ψ
+
0 ⟩ = 1. We define

C+D,R = −⟨S−1+ 1∂D,1∂D⟩ , (3.16)

M1 = ⟨ψ+0 , xd∣∂D⟩ . (3.17)

We have the following result.

Lemma 3.5. (i) For all x ∈D, S̃+[ψ+0 ](x) = −1/C+D,R. Especially, S+[ψ+0 ] = −(1/C+D,R)1∂D.

(ii) Let ψ+1 ∶= (−1
2
+K∗+)−1 [νd] ∈ H−1/20 , where νd is the d-component of the outward normal

ν to ∂D. Then it holds that

∀x ∈ ∂D, S+[ψ+1 ](x) = xd∣∂D −M1 and ∀x ∈D, S̃+[ψ+1 ](x) = xd −M1,

In particular, S−1+ [xd∣∂D] = ψ+1 −C+D,RM1ψ
+
0 .

Proof. The proof of (i) is straightforward. Let us prove (ii). For all M ∈ R, the function
f(x) ∶= xd −M satisfies ∆f = 0 and ∂νf ∣− = νd. Together with the jump formulae, we deduce
that

∀x ∈D, S̃+[ψ+1 ](x) = xd −M,

where M is chosen so that ψ+1 ∈ L2
0. To calculate M , we notice that

0 = ⟨1∂D, ψ
+
1 ⟩ = ⟨1∂D,S

−1
+ [xd −M1∂D]⟩ = ⟨S−1+ [1], xd −M1∂D⟩ = −C+D,R⟨ψ+0 , xd −M1∂D⟩.

The result follows.

Definition 3.6. We call the constant C+D,R the periodic capacity of D with respect to the
lattice R.

Remark 3.7. The periodic capacity C+D,R is positive. Both C+D,R and M1 depend on the lattice
R.

3.3 Equivalent formulation

We now rescale the problem (2.1). Recall that δ = δε = µε2. In the sequel, we denote by X the
macroscopic variable and by x ∶= X

ε
the microscopic one. We denote by u(x) ∶= U(εx). With

this change of variable, (2.1) is equivalent to

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(∆ + ε2k2)uε = 0 on R
d
− + ∖Ω1,

(∆ + ε2k2b)uε = 0 on Ω1,

uε∣+ = uε∣− on ∂Ω1,

∂νu
ε∣− = µε2∂νuε∣+ on ∂Ω1,

uε −U in
εk satisfies the outgoing radiation condition,

uε = 0 on ∂R2
+.

(3.18)

We use layer potentials to solve (3.18). We consider the case when the incidence angle is

such that k̄2 ≤ k2b . The case k̄2 ≥ k2b can be treated in a similar manner. We set kb,d =
√
k2
b
− k̄2,

10



and denote by kb = (k̄, kb,d) ∈ Rd the vector such that ∣kb∣ = kb. The solution to (3.18) can be
represented by

uε(x) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Uεk

in(x̄, xd) −U in
εk(x̄,−xd) + S̃εk+ [ψ](x) for x ∈ Rd ∖Ω1,

S̃
εkb+ [ψb](x) for x ∈ Ω1,

(3.19)

where ψb, ψ ∈ H−1/2 are surface potentials. In the sequel, we denote by H−− ∶= H−1/2 ×H−1/2
and by H+− ∶= H1/2 ×H−1/2. After some straightforward calculations and using Lemma 3.4,
we see that (3.18) is equivalent to finding Ψ(ε) = (ψb, ψ)t ∈H−− such that

A(ε)Ψ(ε) = F (ε), (3.20)

where

A(ε) ∶= ⎛⎝ S
εkb+ −Sεk+

−1
2
+Kεkb,∗

+ −µε2 (1
2
+Kεk,∗

+ )⎞⎠ (3.21)

and

F (ε) ∶= ( U in
εk(x̄, xd)∣+ −U in

εk(x̄,−xd)∣+
δε∂ν (U in

εk(x̄, xd) −U in
εk(x̄,−xd)) ∣+)

= −2iu0 ( sin(εkdxd)
ε3µ (kdνd cos(εkdxd) − ik̄ ⋅ ν̄ sin(εkdνd))) e−iεk̄⋅x̄. (3.22)

By Lemma 3.4, A(ε) is a bounded operator from H−− to H+−. We study (3.20) using
Taylor expansion. Following the decomposition (3.11), we write

S
εk
+ = S+ + ∞∑

n=1

εnSkn,+ and K
εk,∗
+ = K∗+ + ∞∑

n=1

εnK
k,∗
n,+, (3.23)

where the convergence holds in B(H−1/2,H1/2) and B(H−1/2) respectively, and where, for
n ∈ N∗, ψ ∈H−1/2 and x ∈ ∂D,

S
k
n,+[ψ](x) ∶=

ˆ

∂D

Gk
n,+(x,y)ψ(y)dσ(y) and K

∗
n,+[ψ](x) ∶=

ˆ

∂D

∂Gk
n,+

∂νx
(x,y)ψ(y)dσ(y).

Here, B(H−1/2,H1/2) denotes the set of linear bounded operators from H−1/2 onto H1/2 and
B(H−1/2) is the set of linear bounded operators on H−1/2. Then we write

A(ε) = A0 +B(ε) with B(ε) ∶= ∞∑
n=1

εnAn,

where

A0 ∶= ( S+ −S+
−1
2
+K∗+ 0

) , A1 ∶=
⎛⎝ S

kb

1,+ −Sk1,+
K

kb,∗
1,+ 0

⎞⎠ , A2 ∶=
⎛⎝ S

kb

2,+ −Sk2,+
K

kb,∗
2,+ −µ (1

2
+K∗+)

⎞⎠ ,
and, for n ≥ 3,

An ∶= ( Skb
n,+ −Skn,+
K

kb,∗
n,+ −µKk,∗

n−2,+
) .
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It is standard to check that the convergence holds in B(H−−,H+−). We would like to ap-
proximate A(ε)−1 by A−10 . Unfortunately, this is not possible, since the operator A0 is not

invertible. It is indeed easy to check that Ker(A0) = Span{(ψ+0ψ+0)}. In order to handle this

difficulty, we perturb the operator A0 (see also the method used in [5]). We introduce a rank-1
projection operator Π ∈ B(H−1/2) defined by

∀ψ ∈H−1/2, Π[ψ] = ⟨1∂D, ψ⟩ψ+0 ,
and we set

Ã0 ∶= A0 + P and Ã(ε) ∶= A(ε) + P , with P ∶= (0 0

Π 0
) .

Lemma 3.8. The operator Ã0 is bounded and is invertible with inverse

Ã0
−1 = ( 0 (−1

2
+K∗+ +Π)−1

−S−1+ (−1
2
+K∗+ +Π)−1) .

Recall that we want to calculate Ψ, the solution to (3.20). We introduce

Q ∶= (Π 0

0 0
) , Ψ− ∶= (1 −Q)Ψ and Ψ+ ∶= QΨ so that Ψ = Ψ− +Ψ+.

For the sake of clarity, we introduce the vectors Φ1,Φ2 ∈H−− and Φ3,Φ4 ∈H+− defined by

Φ1 ∶= (ψ+0
0
) , Φ2 ∶= ( 0

ψ+0
) , Φ3 ∶= (1∂D

0
) , and Φ4 ∶= ( 0

1∂D
) .

Note that Ψ+ = αΦ1 for some α ∈ C. The equation (3.20) is therefore equivalent to

(Ã0 + B(ε) − P) (αΦ1 +Ψ−) = F (ε). (3.24)

From Lemma 3.8, we deduce that for ε small enough, the operator Ã0+B(ε) is invertible, and
that its inverse is given by the Neumann series

Ã(ε)−1 = (Ã0 + B(ε))−1 = Ã0
−1
+

∞∑
n=1

(−1)n (Ã0
−1
B(ε))n Ã0

−1
, (3.25)

where the convergence holds in B(H+−,H−−). Applying (Ã0 + B(ε))−1 to both sides of (3.24),
and using the fact that PΦ1 = Φ2 and that PΨ− = 0, we obtain

αΦ1 +Ψ− − α (Ã0 + B(ε))−1Φ2 = (Ã0 + B(ε))−1 F (ε).
Finally, we notice that ⟨Φ3,Ψ−⟩ = 0, so that, by taking the duality product with Φ3, we obtain
that (3.20) is equivalent to

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
α =

⟨Φ3, (Ã0 + B(ε))−1 F (ε)⟩
1 − ⟨Φ3, (Ã0 + B(ε))−1Φ2⟩ ,

Ψ− = (Ã0 + B(ε))−1 F (ε) − αΦ1 + α (Ã0 + B(ε))−1Φ2.

(3.26)
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3.4 Asymptotic expansions

We now solve (3.26) using asymptotic expansions in ε. We first need some estimates.

Lemma 3.9. The following identities hold.

(i) Kk
1,+[1∂D] = 0,

(ii) Kk
2,+[1∂D](x) = −k2

ˆ

D

G0
+(x,y)dy,

(iii) Kk
3,+[1∂D](x) = −k2

ˆ

D

Gk
1,+(x,y)dy.

Proof. First, we recall that Gk
1,+(x,y) satisfies (3.14). In particular,

(i) Kk
1,+[1∂D](x) =

ˆ

∂D

∂νyG
k
1,+(x,y)dσ(y) =

ˆ

D

∆xG
k
1,+(x,y)dx = 0.

Also, using (3.14), we obtain

(ii) Kk
2,+[1∂D](x) =

ˆ

∂D

∂νyG
k
2,+(x,y)dσ(y) =

ˆ

D

∆yG
k
2,+(x,y)dy = −k2

ˆ

D

G0
+(x,y)dy,

and similarly,

(iii) Kk
3,+[1∂D](x) =

ˆ

∂D

∂νyG
k
3,+(x,y)dσ(y) = −k2

ˆ

D

Gk
1,+(x,y)dy.

We start with the calculation of α.

● Evaluation of ⟨Φ3, (Ã0 +B(ε))−1Φ2⟩. From (3.25), we have

(Ã0 +B(ε))−1 = Ã0
−1 − ε (Ã0

−1
A1Ã0

−1) + ε2 ([Ã0
−1
A1]2 Ã0

−1 − Ã0
−1
A2Ã0

−1)
− ε3 ([Ã0

−1
A1]3 Ã0

−1 + Ã0
−1
A3Ã0

−1)
+ ε3 (Ã0

−1
A1Ã0

−1
A2Ã0

−1 + Ã0
−1
A2Ã0

−1
A1Ã0

−1) +O(ε4).
(3.27)

It holds that Ã0
−1
Φ2 = Φ1 +Φ2 and (Ã0

−1)∗Φ3 = Φ4. Moreover, using Lemma 3.9 we have

(Ã0
−1
A1)∗Φ3 = A∗1Φ4 = (Kkb

1,+[1∂D]
0

) = 0.
As a consequence, (3.27) simplifies into

⟨Φ3, (Ã0 +B(ε))−1Φ2⟩ =1 − ε2 ⟨Φ4,A2(Φ1 +Φ2)⟩ − ε3 ⟨Φ4,A3(Φ1 +Φ2)⟩
+ ε3 ⟨Φ4,A2Ã0

−1
A1(Φ1 +Φ2)⟩ +O(ε4). (3.28)
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Let us evaluate the terms appearing in (3.28). First, it holds that

⟨Φ4,A2(Φ1 +Φ2)⟩ = ⟨1∂D,K
kb,∗
2,+ [ψ+0 ]⟩ − µ ⟨1∂D,(1

2
+K∗+)ψ+0 ⟩ .

Recall that K∗+[ψ+0 ] = 1
2
ψ+0 . By Lemma 3.9, we have

⟨Kkb

2,+[1∂D], ψ+0 ⟩ = −k2b
ˆ

∂D

ˆ

D

G0
+(x,y)ψ+0 (x)dydσ(x) = −k2b

ˆ

D

S̃+[ψ+0 ](y)dy = k2b ∣D∣
C+D,R

.

Hence,

⟨Φ4,A2(Φ1 +Φ2)⟩ = k2b ∣D∣
C+D,R

− µ = µM − µ,
where µM was defined in (2.2). Similarly, using Lemma 3.9, one gets

⟨Φ4,A3(Φ1 +Φ2)⟩ = ⟨1∂D,K
kb,∗
3,+ [ψ+0 ]⟩ = −k2bC1,

where for simplicity we set

C1 ∶=
ˆ

D

ˆ

∂D

G
kb

1,+(x,y)ψ+0 (x)dσ(x)dy. (3.29)

Finally, it remains to evaluate ⟨Φ4,A2Ã0
−1
A1(Φ1 +Φ2)⟩. First, we have that

A1[Φ1 +Φ2] = ⎛⎝(S
kb

1,+ − Sk1,+) [ψ+0 ]
K

kb,∗
1,+ [ψ+0 ]

⎞⎠ .
By noticing that k̄b = k̄, together with the expression (3.12), we see that the contribution of k̄
in Skb

1,+ − Sk1,+ cancels. Hence,

(Skb

1,+ − Sk1,+) [ψ+0 ] = (kb,d − kd)
ˆ

∂D

−ixdyd∣Γ∣ ψ+0 (y)dσ(y) = −iM1∣Γ∣ (kb,d − kd)xd.
In particular,

Ã0
−1
A1[Φ1 +Φ2] = ⎛⎜⎝

(−1
2
+K∗+ +Π)Kkb,∗

1,+ [ψ+0 ](−1
2
+K∗+ +Π)−1Kkb,∗

1,+ [ψ+0 ] − −iM1∣Γ∣ (kb,d − kd) (ψ+1 −M1C
+
D,Rψ

+
0 )
⎞⎟⎠ .

On the other hand, we have (using the fact that K+[1∂D] = 1
2
1∂D)

A
∗
2Φ4 = ( K

kb

2,+[1∂D]
−µ (1

2
+K+)1∂D

) = (−k2b ´DG0
+(x,y)dy

−µ1∂D
) . (3.30)

Altogether, we obtain that

⟨Φ4,A2Ã0
−1
A1(Φ1 +Φ2)⟩ = −k2b ⟨

ˆ

D

G0
+(x,y)dy,(−1

2
+K∗+ +Π)−1Kkb,∗

1,+ [ψ+0 ]⟩+ iµM
2
1C
+
D,R∣Γ∣ (kb,d−kd).
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Let us compute the inner product. We introduce the map H ∶ D̄ → C defined by

∀x ∈ D̄, H(x) ∶= ˆ
∂D

G
kb

1,+(x,y)ψ+0 (y)dσ(y),
and we set T = S−1+ [H ∣−] and I = ´

∂D
Tdσ. Thanks to (3.14), we see that ∆H = 0 on D.

Together with the jump relation formulae (see Lemma 3.4), we deduce that

(−1
2
+K

∗
+) [T ] = ∂H

∂νx
= Kkb,∗

1,+ [ψ+0 ].
Therefore

(−1
2
+K

∗
+ +Π)−1Kkb,∗

1,+ [ψ+0 ] = T − Iψ+0 .
It follows that

⟨ˆ
D

G0
+(x,y)dy,(−1

2
+K

∗
+ +Π)−1Kkb,∗

1,+ [ψ+0 ]⟩ =
ˆ

D

(ˆ
∂D

G0
+(x,y) (T − Iψ+0 ) (y)dσ(y))dx

=
ˆ

D

S̃+ [T − Iψ+0 ] (x)dx =
ˆ

D

H(x)dx + I ∣D∣
C+D,R

= C1 + I
∣D∣
C+D,R

,

where C1 was defined in (3.29). It remains to compute the constant I. We have

I = ⟨1∂D, T ⟩ = ⟨1∂D,S
−1
+ [H]⟩ = ⟨S−1+ [1∂D],H⟩ = −C+D,R⟨ψ+0 ,H⟩

= −C+D,R

ˆ

∂D

ˆ

∂D

G
kb

1,+(x,y)ψ+0 (x)ψ+0 (y)dσ(x)dσ(y)
= −C

+
D,R
2

ˆ

∂D

ˆ

∂D

ψ+0 (x)ψ+0 (y) (Gkb

1,+(x,y) +Gkb

1,+(y,x))dσ(x)dσ(y),
where we performed the change of variable (x,y) → (y,x) to obtain the last equality. From
the expression of Gkb

1,+ in (3.12) and the symmetry relation (3.13), we get

I = iC+D,R∣Γ∣ kb,d

ˆ

∂D

xdψ0(x)dσ(x)ˆ
∂D

ydψ0(y)dσ(y) = iM2
1C
+
D,R∣Γ∣ kb,d.

Altogether, the above calculations yield

1 − ⟨Φ3, (Ã0 + B(ε))−1Φ2⟩H−− = ε2 (µM − µ) + ε3 (−k2bC1)
− ε3
⎛⎝−k2b [C1 +

iM2
1 ∣D∣∣Γ∣ kb,d] + iµM2

1C
+
D,R∣Γ∣ (kb,d − kd)⎞⎠ +O(ε4)

= ε2 (µM − µ) + ε3iM2
1∣Γ∣ (k2bkb,d∣D∣ − µ(kb,d − kd)C+D,R) +O(ε4)

= ε2(µM − µ)⎛⎝1 + εi
M2

1kb,dC
+
D,R∣Γ∣ ⎞⎠ + ε3iµ

M2
1kdC

+
D,R∣Γ∣ +O(ε4).

● Evaluation of ⟨Φ3, (Ã0 + B(ε))−1 F (ε)⟩. From (3.22), we obtain that

F = εF1 + ε
2F2 + ε

3F3 +O(ε4),
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with

F1 ∶= −2iu0 (kdxd
0
) , F2 ∶= −2iu0 (−i(k̄ ⋅ x̄)kdxd

0
) , and F3 ∶= −2iu0 (16(kdxd)3 − 1

2
(k̄ ⋅ x̄)2kdxd

µkdνd
) .

Using the decomposition (3.27) and similar estimates as before, we get

⟨Φ3, (Ã0 +B(ε))−1 F (ε)⟩ = ε ⟨Φ3, Ã0
−1
F1⟩ + ε2 ⟨Φ3, Ã0

−1
F2⟩

− ε3 ⟨Φ3, Ã0
−1
A2Ã0

−1
F1⟩ + ε3 ⟨Φ3, Ã0

−1
F3⟩ +O(ε4).

We have that ⟨Φ3, Ã0
−1
F1⟩ = ⟨Φ3, Ã0

−1
F2⟩ = ⟨Φ3, Ã0

−1
F3⟩ = 0. Also, using (3.30), we have

⟨Φ3, Ã0
−1
A2Ã0

−1
F1⟩ = ⟨Φ4,A2Ã0

−1
F1⟩ = −2iu0kdµ ⟨1∂D, ψ

+
1 −M1C

+
D,Rψ

+
0 ⟩ = 2iu0kdµM1C

+
D,R.

We can conclude that

⟨Φ3, (Ã0 +B(ε))−1 F (ε)⟩ = −ε32iu0kdµM1C
+
D,R +O(ε4).

● Evaluation of α. From the above calculations, we deduce that

α = − ε2iu0µkdM1C
+
D,R +O(ε2)

(µM − µ) (1 + εiM2

1
kb,dC

+
D,R

∣Γ∣ ) + εiµM2

1
kdC

+
D,R

∣Γ∣ +O(ε2) .
In order to simplify this expression, we recall the scattering function gs(µ, ε) defined in (2.3).
We can check that

α = (2iu0kdC+D,R +O(ε)) ⋅ gs(µ, ε),
in the sense

∃C ∈ R+, ∀ε ≥ 0, ∀µ > 0, ∣α − (2iu0kd)C+D,Rgs(µ, ε)∣ ≤ Cε∣gs(µ, ε)∣.
● Evaluation of Ψ−. We finally calculate Ψ− defined in the second equation of (3.26). Using
similar calculations as before, we get

Ψ− = εÃ0
−1
F1 − αΦ1 + αÃ0

−1
Φ2 +O(ε2 + ∣εα∣)

= (2iu0kd)(ε( 0

ψ+1 −M1C
+
D,Rψ

+
0

) + gs(µ, ε)C+D,R ( 0

ψ+0
)) +O(ε∣gs(µ, ε)∣). (3.31)

3.5 Microscopic scattered field

Recall (3.19), we have

uε(x) = −2iu0 sin(εkdxd)e−iεk̄⋅x̄ + usε(x),
where usε = S̃εk+ [ψε] is the scattered field. Note that Ψ+ do not contribute to the field outside
the bubbles. Using (3.31), we obtain that

usε(x) = (2iu0kd)
ˆ

D

Gεk
+ (x,y) (ε [ψ+1 −M1C

+
D,Rψ

+
0 ] + gs(µ, ε)C+D,Rψ

+
0 ) (y)dσ(y)+O(ε∣gs(µ, ε)∣).

(3.32)
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We now simply the above integral by exploiting decomposition of Gεk
+ . Recall that L > 0 is

chosen such that, for all y ∈D, it holds that 0 ≤ yd ≤ L. Together with (3.10), we obtain that,
for xd ≥ L, we have Gk

+ = Gk
+,p +Gk

+,e, where

Gk
+,p(x,y) = (eikd(xd−yd)

2ikd∣Γ∣ −
eikd(xd+yd)

2ikd∣Γ∣ ) e−ik̄⋅x̄ = −
sin(kdyd)
kd∣Γ∣ ei(kdxd−k̄⋅x̄), (3.33)

Gk
+,e(x,y) = − ∑

ℓ∈R∗∖{0}

⎛⎝ ei(ℓ−k̄)⋅(x̄−ȳ)

∣Γ∣√∣ℓ − k̄∣2 − k2 sinh(
√∣ℓ − k̄∣2 − k2yd)⎞⎠ e−

√
∣ℓ−k̄∣2−k2xd .(3.34)

It is clear that Gk
+,p consists of the propagative mode, while Gk

+,e consists of the evanescent
modes which are exponentially decaying away from the plane.

Accordingly, we write S̃k+ = S̃k+,p + S̃k+,e, with

S̃k+,p[ψ](x) =
ˆ

∂D

Gk
+,p(x,y)ψ(y)dσ(y),

S̃k+,e[ψ](x) =
ˆ

∂D

Gk
+,e(x,y)ψ(y)dσ(y).

In particular, in the case when k = 0, we can deduce using (3.2) that

S̃k=0+,p [ψ](x) = − 1∣Γ∣
ˆ

∂D

ydψ(y)dσ(y), (3.35)

S̃k=0+,e [ψ](x) = S̃+[ψ](x) + 1∣Γ∣
ˆ

∂D

ydψ(y)dσ(y), (3.36)

for ψ ∈H−1/2 and xd ≥ L.

Following (3.5) and (3.10), we set

S̃k
+,p,0[ψ](x) ∶= −ei(kdxd−k̄⋅x̄) 1∣Γ∣

ˆ

∂D

ydψ(y)dσ(y).
and

S̃k
+,e,0[ψ](x) ∶= e−ik̄⋅x̄ (S̃+[ψ](x) + 1∣Γ∣

ˆ

∂D

ydψ(y)dσ(y)) .
The operators S̃εk

+,p,0 and S̃εk
+,e,0 are good approximations for S̃εk+,p and S̃εk+,e respectively. Actu-

ally, from the expression of Gk
+,p and Gk

+,e, we have the following results.

Lemma 3.10. There exists C ∈ R+ such that, for all ε ≥ 0, all xd ≥ L and all ψ ∈ H−1/2, it
holds that

∣(S̃εk+,p − S̃εk
+,p,0) [ψ]∣ (x) + 1

ε
∣∇(S̃εk+,p − S̃εk

+,p,0) [ψ]∣ (x) ≤ C ∥ψ∥H−1/2 ε2,
and that ∣(S̃εk+,e − S̃εk

+,e,0) [ψ]∣ (x) + 1

ε
∣∇(S̃εk+,e − S̃εk

+,e,0) [ψ]∣ (x) ≤ C ∥ψ∥H−1/2 ε.
Now, we determine the functions α1 and α2 defined in (2.4)-(2.5).

17



Lemma 3.11. The function −C+D,RS̃+[ψ+0 ] is the solution to (2.4), while the function S̃+[ψ+1 −
M1C

+
D,Rψ

+
0 ] is the solution to (2.5), i.e.

−C+D,RS̃+[ψ+0 ] = α0 and S̃+[ψ+1 −M1C
+
D,Rψ

+
0 ] = α1.

In particular, from (3.36) and the fact that Gk=0
+,e is exponentially decaying, it holds that

α0,∞ = − 1∣Γ∣
ˆ

∂D

yd (−C+D,Rψ
+
0 ) = M1C

+
D,R∣Γ∣ (3.37)

and

α1,∞ = − 1∣Γ∣
ˆ

∂D

yd (ψ+1 −M1C
+
D,Rψ

+
0 ) = −⟨yd, ψ+1 ⟩∣Γ∣ + M2

1C
+
D,R∣Γ∣ . (3.38)

Finally, we are ready to prove our main result Theorem 2.1.

● Proof of Theorem 2.1

We introduce

uε1(x) ∶= (2iu0kd)S̃εk
+,p,0 [ε (ψ+1 −M1C

+
D,Rψ

+
0 ) + gs(µ, ε) (C+D,Rψ

+
0 )] (x)

= (2iu0kd)eiε(kdxd−k̄⋅x̄) (εα1,∞ − gs(µ, ε)α0,∞)
and

uεBL(x) ∶= (2iu0kd)S̃εk
+,e,0 [ε (ψ+1 −M1C

+
D,Rψ

+
0 ) + gs(µ, ε) (C+D,Rψ

+
0 )] (x)

= (2iu0kd)e−iεk̄⋅x̄ [ε (α1(x) − α1,∞) − gs(µ, ε) (α0(x) − α0,∞)] .
By (3.32) and Lemma 3.10, we deduce that there exists C ≥ 0 such that,

∥usε − (uε1 + uεBL)∥L∞(SL) +
1

ε
∥∇ [usε − (uε1 + uεBL)]∥L∞(SL) ≤ C (ε2 + ε∣gs(µ, ε)∣) .

Going back to the macroscopic variable X = εx we can conclude the proof of Theorem 2.1.

4 Numerical illustrations

In this section, all the numerical results are obtained for the two-dimensional case. The
bubbles are set along a lattice aZ. We follow the approach taken in [5], in which the resonant
frequencies, for both the one bubble and two bubble cases, were determined numerically. We
calculate the characteristic value ω+c of the block operator matrix A (3.21) directly. We then
use this result to confirm the formula (2.6) for the periodic bubble resonance:

ω+M ∶=
¿ÁÁÀδC+D,R∣D∣ vb.
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4.1 Implementation details

Determination of ω+c requires the calculation of the periodic Green function for the Helmholtz
equation. It is well known that this function, the solution to (3.1), suffers from extremely slow
convergence. It can be written in the form

Gk
♯ (x,y) = − i

4
∑
n∈Z

eik̄naH
(1)
0 (kPn),

whereH
(1)
0 is the Hankel function of the first kind of order zero, Pn ∶=

√(x̄ − ȳ − na)2 + (xd − yd)2,
and k̄ = k cos(θ) is the component of the wave incident at angle θ along the x̄ direction. The

terms of the summation are of the order O(n− 1

2 ) for large n, which makes the function com-
putationally challenging.

In order to accelerate the convergence, we implement Ewald’s method [18, 15], tailored to
two-dimensional problems featuring one-dimensional periodicity. The periodic Green function
is split into two components: a spatial component G♯,spat and a spectral component G♯,spec:

Gk
♯ = Gk

♯,spat +Gk
♯,spec,

where

Gk
♯,spat(x,y) = 1

4π
∑
n∈Z

e−ik̄na
∞∑
q=0

( k
2E )

2q
1

q!
Eq+1(P 2

nE2), (4.1)

and

Gk
♯,spec(x,y) = 1

4a
∑
p∈Z

e−ik1p(x̄−ȳ)

ik2p
× [eik2p∣xd−yd∣erfc( ik2p

2E + ∣xd − yd∣E) (4.2)

+ e−ik2p∣xd−yd∣erfc( ik2p
2E − ∣xd − yd∣E)]. (4.3)

Here, we set

k1p = k̄ + 2πp

a
, and k2p =

√
k2 − k21p.

k1p and k2p are the Floquet wavenumbers along the x̄ and xd directions, respectively. Ei is the
exponential integral. E is the splitting parameter, which we choose to be

√
π/d, an appropriate

choice in a low frequency setting, and one which results in exponential convergence in both
the G♯,spat and G♯,spec terms. Due to the exponential convergence of the expressions in (4.1)
and (4.2), we approximate the infinite sums with n ∈ [−5,5], q ∈ [−15,15], and p ∈ [−5,5].
We apply corrections to account for periodicity to the usual singular diagonal terms of the
discretized operators Sk+ and Kk,∗

+ that comprise the block operator matrix A.

4.2 Regime description

In order to perform the calculations in the appropriate regime, which requires a significant
contrast in both the bulk modulii, and the density, of the liquid and the bubbles, we take κb
and ρb to be of order 1, and κ and ρ to be of order 103. The wave speeds inside and outside
the bubbles are both of order 1.
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r ω+M
0.1000 0.3898

0.3250 0.1191
0.5500 0.0694
0.7750 0.0483
1.0000 0.0366

Table 1: The resonant frequencies ω+M obtained with the formula for a set of radii in the interval[0.1,1]. The spectrum of the corresponding block operator matrix A from Equation (3.21),
which was calculated explicitly, is shown in Figure 1.

4.3 Validation of the periodic resonant frequency formula

We begin by calculating the resonant frequency given by the formula. In order to obtain the
capacity C+D,R, we first compute the eigenfunction ψ corresponding to the eigenvalue 1

2
for

the operator K∗+ = K0,∗
+ . We approximate a basis for the discretized version of this operator

(and also for the single layer potential) with the family of functions having a value of 1 at
a particular point, and 0 everywhere else. We fix the period to be a = 10, and take a set of
bubble radii in the range r ∈ [0.1,1]. The resonant frequencies obtained with the formula are
given in Table 1. The characteristic values of A are shown in Figure 1. It is clear that the
characteristic values ω+c correspond to the resonant frequencies ω+M obtained with the formula,
confirming its validity.

4.4 Effect of periodicity and bubble radii on resonance

Let β be the distance from the bubble centers to the reflective plane ∂D. In Figure 2, we fix
the bubble radii at r = 1, and analyze the relationship between periodicity and the resonant
frequency, as we increase β, moving the bubbles further from the reflective plane. We find
that ω+M has a logarithmic dependency on the period, and is inversely proportional to the
distance from the plane.

Similarly in Figure 3, where this time we fix the period at a = 5, and consider the rela-
tionship between the bubble radii and the resonant frequency as the distance from the plane
varies. Although resonant frequencies of bubbles are known to be inversely proportional to
their radii, here we find that when the bubble radii are increased such that the bubbles are
almost touching the reflective plane, the resonant frequency ω+M in fact increases as we further
increase the radii.
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