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COMPRESSIVE SENSING PETROV-GALERKIN APPROXIMATION

OF HIGH-DIMENSIONAL PARAMETRIC OPERATOR EQUATIONS

HOLGER RAUHUT AND CHRISTOPH SCHWAB

Abstract. We analyze the convergence of compressive sensing based sampling techniques for the efficient evaluation
of functionals of solutions for a class of high-dimensional, affine-parametric, linear operator equations which depend
on possibly infinitely many parameters. The proposed algorithms are based on so-called “non-intrusive” sampling of
the high-dimensional parameter space, reminiscent of Monte-Carlo sampling. In contrast to Monte-Carlo, however,
the parametric solution is then computed via compressive sensing methods from samples of (a functional of) the
solution. A key ingredient in our analysis of independent interest consists in a generalization of recent results on the
approximate sparsity of generalized polynomial chaos representations (gpc) of the parametric solution families, in terms
of the gpc series with respect to tensorized Chebyshev polynomials. In particular, we establish sufficient conditions on

the parametric inputs to the parametric operator equation such that the Chebyshev coefficients of gpc expansion are
contained in certain weighted ℓp-spaces for 0 < p ≤ 1. Based on this we show that reconstructions of the parametric

solutions computed from the sampled problems converge, with high probability, at the L2, resp. L∞ convergence rates
afforded by best s-term approximations of the parametric solution up to logarithmic factors.

Key Words: Compressive sensing, affine-parametric operator equations, parametric diffusion equation, s-term ap-
proximation, high-dimensional approximation, Tensorized Chebyshev polynomial chaos approximation.

1. Introduction

The numerical solution of parametric operator equations on high-dimensional parameter spaces has recently at-
tracted substantial interest, in particular in uncertainty quantification. There, one often models uncertainty in input
parameters probabilistically: randomness in the coefficients of a partial differential equation may account for the fact
that the true model, i.e., the true coefficient, is in practice not known exactly. Having a full parametric solution of
the equation at hand, it is straightforward to (re)insert the probabilistic model and to compute quantities such as
the expected solution, covariances and higher moments. Unfortunately, the parameter domain is often high- or even
infinite-dimensional, making it computationally hard to approximate the solution well with classical approaches due
to the curse of dimension. On the other hand, the classical Monte Carlo method for estimating the expected solution,
say, of a PDE with random input converges at best at a rate of m−1/2 for m sample evaluations (with constants that
are independent of the dimension).

Due to the importance of this problem class, a number of constructive computational approaches have emerged in
recent years which alleviate the curse of dimensionality. A first class of methods can be described as “greedy”, adaptive
deterministic approximations. By this, we mean that a sequence of parametric approximations of the parametric
operator equation is computed sequentially by successive numerical solution of instances of the parametric operator
equation. We mention here adaptive stochastic Galerkin methods [22, 21, 26], reduced basis approaches (see, eg., [2, 5]),
abstract greedy approximation in Banach spaces and adaptive Smolyak discretizations [53, 51] as well as adaptive
interpolation methods (see [13] and the references there). While adaptive Galerkin discretizations as in [22, 21, 26] are
intrusive, the other approaches are not; all of these are, however, sequential in the sense that they rely on successive
numerical solution of the operator equation on parameter instances. This is in contrast to, say, (multilevel) Monte-
Carlo [35], or Quasi-Monte Carlo approaches [18] which likewise offer dimension-independent convergence rates for
statistical moments of the solution, and which allow to access the parametric solution simultaneously at a set of
samples. These methods do not, however, allow recovery of the parametric solution, but only compute statistical
quantities such as the mean solution. Further methods include sparse, anisotropic collocation methods [37], sparse
grids [6, 25, 38], low rank tensor methods [32] and least squares approximation methods based on sample evaluation
at randomly chosen parameters [14, 34].

In this article, we introduce and analyze a method for approximating functionals of the solution of affine parametric
elliptic operator equations based on ideas from compressive sensing [24] by exploiting that the solution can be shown
to be well-approximated by a sparse expansion in terms of tensorized Chebyshev polynomials under certain natural
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assumptions [12, 15, 16, 28, 33, 52]. Samples of the solutions for specific parameter choices are computed via Petrov-
Galerkin methods. Recent work related to compressive sensing approaches for parametric PDEs includes [20, 40, 49, 57]
where also rather detailed numerical experiments were performed. They indicate that CS-based sampling of the
parameter space (such as developed here) does, indeed, capture rather closely near optimal s-term polynomial chaos
approximations of the parametric solution. However, in contrast to these earlier contributions where only a partial
analysis was performed, we provide rigorous convergence rate bounds which equal, up to log-terms, the best s-term
bounds for the full discretization, i.e., with compressed sensing in parameter space and with a stable Petrov-Galerkin
discretization of the operator. We use the acronym CSPG for this compressed-sensing Petrov-Galerkin discretization
of parametric operator equations.

Specifically, the idea of the method is to exploit (approximate) sparsity of the coefficient sequence in the polynomial
chaos expansion of the parametric solution in terms of Chebyshev polynomials. Suppose we have a numerical evaluation
of (a functional of) the solution at m parameter points. Reducing to a finite polynomial chaos expansion (on some
possibly large index set), the (unknown) Chebyshev coefficient sequence satisfies an underdetermined linear system
of equations. Compressive sensing methods are able to solve such underdetermined systems under certain conditions
knowing that the solution is (approximately) sparse. This paper aims at providing a detailed analysis of this idea.

Advantages of compressive sensing approaches in comparison to other strategies are the following:

• Parallelizable. The samples of the parameter are taken at random and in advance. For this reason, solutions
corresponding to these parameter samples can be easily computed in parallel, unlike, for example, strategies
which adaptively (“greedily”) determine subsequent sampling points based on previous computations, see e.g.
[3].

• Nonintrusive. As just said, the method works with solution samples, and for computing these any standard
method can be applied (that guarantees a certain error bound). No additional implementation is required
on the level of the operator equation. One only has to add the compressive sensing part which operates
independently of the PDE solver. In particular, the CSPG approach is potentially very efficient if the PDE
solves are significantly more expensive in comparison to a compressive sensing reconstruction.

• Rigorous error bounds. We derive error bounds for the CSPG discretization which provide near-optimal
convergence rates in terms of the number of computed samples.

Working with random parameter choices, the method analyzed here is reminiscent of Monte Carlo methods at first
sight. However, once the samples are computed, they are combined very differently as in Monte Carlo methods in
order to compute the full parametric solution. Moreover, Monte Carlo methods usually only compute expectations
or moments rather than full parametric solutions. The convergence rate of MC methods is, intrinsically, limited to
1/2 by the central limit theorem, however with constants that are independent of the dimension of the parameter
domains where the MC sampling takes place. Higher order convergence rates have been shown recently for certain
types of quasi Monte-Carlo Galerkin methods in [17], but such methods only aim at computing the mean solution
rather than the full parametric solution. As we show in the present work, convergence rates which are limited only
by best s-term approximation rates of polynomial chaos expansions of solutions to countably-parametric operator
equations are achieveable by compressed sensing with random sampling from the probability measure induced by the
weight function of the polynomial chaos – in our case, the product Chebyshev measure.

Ahead, we consider linear, affine parametric operator equations of the form A(y)u(y) = f with

A(y) = A0 +
∑

j≥1

yjAj ,

where the Aj are bounded, linear operators and y = (yj)j≥1 with yj ∈ [−1, 1], j = 1, 2, . . . , is a countable sequence of
parameters. For the sake of concreteness, we will now illustrate our ideas and findings for the example of a parametric
diffusion equation on a bounded Lipschitz domain D ⊂ R

n (where one should think of n = 1, 2, 3). For a diffusion
coefficient that depends affinely on a parameter sequence y, such as

(1.1) a(x,y) = ā(x) +
∑

j≥1

yjψj(x), x ∈ D,

we consider the parametric, elliptic problem

(1.2) A(y)u := −∇ · (a(·,y)∇u) = f in D, u|∂D = 0.

The expansion (1.1) may, for instance, arise from a Karhúnen-Loeve decomposition of a random field. The weak
formulation of (1.2) in the Sobolev space V := H1

0 (D) reads: Given f ∈ V ∗, for every y ∈ U := [−1, 1]N, find u(y) ∈ V
such that

(1.3)

∫

D

a(x,y)∇u(x) · ∇v(x)dx =

∫

D

f(x)v(x)dx for all v ∈ V.
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We require the uniform ellipticity assumption: there exist constants 0 < r ≤ R <∞ such that

(1.4) r ≤ a(x,y) ≤ R for almost all x ∈ D, for all y ∈ U.

The Lax-Milgram Lemma then ensures that for every y ∈ U , (1.3) has a unique solution u(·,y) ∈ V , which satisfies
the a priori estimate

sup
y∈U

‖u(y)‖V ≤ r−1‖f‖V ∗ .

Given a bounded linear functional G : V → R, we are interested in a numerical approximation of the function

F (y) := G(u(y)), y ∈ U = [−1, 1]N.

To this end, we consider a high-dimensional Chebyshev expansion of u(y). We introduce the L2-normalized univariate
Chebyshev polynomials

(1.5) Tj(t) =
√
2 cos(j arccos t), j ∈ N, and T0(t) ≡ 1.

These functions are orthonormal with respect to the probability measure σ on [−1, 1], defined as

dσ(t) =
1

π
√
1− t2

dt,

that is,
∫ 1

−1
Tj(t)Tk(t)dσ(t) = δjk, j, k ∈ N0. Let F be the infinite-dimensional set of multi-indices with finite support

(1.6) F := {ν = (ν1, ν2, . . .), νj ∈ N0 and νj 6= 0 for at most finitely many j}.
For ν ∈ F , the tensorized Chebyshev polynomial Tν is defined as

(1.7) Tν(y) =

∞∏

j=1

Tνj (yj) =
∏

j∈supp ν

Tνj (yj), y = (yj)j≥1 ∈ U = [−1, 1]N,

where the product has only finitely many nontrivial factors due to (1.5) and the definition of F . With the product
probability measure

(1.8) η =
⊗

j≥1

dyj

π
√
1− y2j

, y ∈ U,

the functions Tν are orthonormal, i.e., for every ν,µ ∈ F ,

(1.9)

∫

U

Tν(y)Tµ(y)dη(y) = δν,µ :=

{
1 if ν = µ,
0 else.

In fact, they form an orthonormal basis for L2(U, η). Here, as usual, Lp(U, η), denotes the Lebesgue space of all

p-integrable functions on U endowed with the norm ‖F‖Lp(U,η) =
(∫

U
|F (y)|pdη(y)

)1/p
for 0 < p <∞, with the usual

modification for p = ∞. We write the solution u = u(y) of (1.3) as a so-called polynomial chaos expansion

(1.10) u(y) =
∑

ν∈F
dνTν(y)

with dν ∈ V = H1
0 (D). Generalizing initial contributions in [15, 16, 33, 52], where Taylor and Legendre expansions

were considered, it was shown in [28] that

(1.11) ‖(‖dν‖)ν∈F‖p :=

(
∑

ν∈F
‖dν‖pV

)1/p

<∞

for some 0 < p ≤ 1 provided that

(1.12) ‖(‖ψj‖∞)j≥1‖p =


∑

j≥1

‖ψj‖p∞




1/p

<∞

holds in addition to (1.4). In order to simplify the discussion, we now consider a bounded linear functional G : V → R

applied to the solution,

F (y) := G(u(y)), y ∈ U.

By linearity and boundedness, we can write

F (y) =
∑

ν∈F
gνTν(y)
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with gν = G(dν) ∈ R and |gν | ≤ ‖G‖ ‖dν‖V so that (gν)ν∈F ∈ ℓp(F) under condition (1.12). A bound due to
Stechkin, see e.g. [24, Theorems 2.3 & 2.5], then implies that the map y 7→ F (y) can be well-approximated by a
sparse Chebyshev expansion with s terms, see also [15, 16]. More precisely, for 0 < p < 2 and for every s ∈ N there
exists a finite index set S ⊂ F with #S = s such that

(1.13) ‖F −
∑

ν∈S

gνTν‖L2(U,η) ≤ s1/2−1/p‖g‖p.

In particular, for p close to 0, the approximation error tends to 0 with increasing s at a rate which is determined only
by p (the “compressibility” of the input data), independent of the number of “active” variables in the approximation
and, therefore, free from the curse of dimensionality.

The fact that F (y) is well-approximated by a sparse expansion suggests to use compressive sensing for the recon-
struction of F from a small number of samples F (u(y1)), . . . , F (u(ym)). Assume that we know a priori a finite set
J0 ⊂ F for which we are sure that it contains the support set S corresponding to the best approximation. We allow
J0 to be significantly larger than the optimal set S ⊂ J0. Ideally, its size scales polynomially (or at least subexpo-
nentially) in s. We will provide explicit descriptions of possible sets J0 = J s

0 later on, see (5.2), and estimate their
size in Corollary 5.4. Then the map y 7→ F (y) can be well-approximated by a tensorized Chebyshev expansion with
coefficients from J0, i.e.,

(1.14) F (y) ≈
∑

ν∈J0

gνTν(y).

Given parameter choices y1, . . . ,ym, the samples bℓ := F (yℓ) = G(u(yℓ)), ℓ = 1, . . . ,m, can be computed (at least
approximately) via numerically solving the associated diffusion equation and applying the functional G. With the
sampling matrix Φ ∈ R

m×N , N = #J0, which is defined component-wise as

Φℓ,ν = Tν(yℓ), ℓ = 1, . . . ,m, ν ∈ J0,

we can write the vector b of samples as

b = Φg, where g = (gν)ν∈J0
.

Since computing a sample bℓ = G(u(yℓ)) involves the costly task of numerically solving a PDE, we prefer to work
with a minimal number m of samples so that m < N and the above system becomes underdetermined. Therefore, we
propose the use of compressive sensing methods for the reconstruction such as ℓ1-minimization, greedy algorithms or
iterative hard thresholding, say, see e.g. [24]. Rigorous recovery bounds in compressive sensing are usually achieved for
random matrices [24] which suggests to choose the sampling points y1, . . . ,ym independently at random according to
the orthogonalization measure η in (1.8). In fact, results in [24, 44, 45, 48, 10] based on the so-called restricted isometry
property [24, Chapter 6], see also below, state that an (approximately) s-sparse vector g can then be (approximately)
recovered from b = Φg via ℓ1-minimization (and other algorithms) with high probability provided that

(1.15) m ≥ CK2s log3(s) log(N),

where K = maxν∈J0
‖Tν‖∞. By the definition of tensor product of Chebyshev-polonomials, ‖Tν‖∞ = 2‖ν‖0/2, where

‖ν‖0 counts the number of nonzero entries of the index ν ∈ F , and hence, K = maxν∈J0
2‖ν‖0/2. If maxν∈J0

‖ν‖0 = d,
then (1.15) reads

(1.16) m ≥ C2ds log3(s) log(N) .

For small n we can indeed conclude that compressive sensing approaches approximately recover F from a small number
of samples. However, it can often be expected that J0 contains indices ν with a significant number of nonzero entries
(corresponding to many non-trivial factors in the tensor product (1.7)), so that the above estimate obeys exponential
scaling in d. In other words, we face the curse of dimension.

In order to avoid the exponential scaling in d in (1.16), we propose passing to weighted sparsity and weighted ℓ1-
minimization, as introduced in [46]. This requires stronger conditions on the expansion coefficients than just plain
ℓp-summability, namely ∑

ν∈F
|gν |pω2−p

ν
<∞

for a weight sequence (ων)ν∈F that satisfies ων ≥ ‖Tν‖∞ = 2‖ν‖0/2.
A contribution of our paper that chould be of independent interest shows weighted summability under a strengthened

version of condition (1.4). Suppose that for some weight sequence (vj)j≥1 with vj ≥ 1 and suitable constants 0 < r̃ ≤
R̃ <∞, we have, for some 0 < p ≤ 1,

(1.17)
∑

j≥1

v
(2−p)/p
j |ψj(x)| ≤ min

{
ā(x)− r̃, R̃− ā(x)

}
for all x ∈ D
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and additionally

(1.18)
∑

j≥1

‖ψj‖p∞v2−p
j <∞,

then the expansion coefficients dν ∈ V in (1.10) satisfy

(1.19)
∑

ν

‖dν‖pV ω2−p
ν

<∞, where ων = 2‖ν‖0/2
∏

j≥1

v
νj

j .

Consequently, also the coefficients gν = G(dν) satisfy
∑

ν∈F |gν |pω2−p
ν

< ∞. In particular, these weights satisfy
ων ≥ ‖Tν‖∞ as desired.

A weighted version of compressive sensing has recently been introduced in [46], which exactly fits our needs. For
instance, Stechkin’s bound extends to the weighted case, see Section 3 and (3.5) below for details. Consequently, a finite
weighted ℓp-norm of (gν)ν∈F with p < 1 as in (1.19) implies corresponding convergence rates for (weighted) sparse
approximation. As recovery method one may use weighted ℓ1-minimization (3.6) or a weighted version of iterative hard
thresholding, for instance [31, 23]. If the sampling points y1, . . . ,ym are chosen independently at random according to
the orthogonalization measure η in (1.8) and the weights satisfy ων ≥ ‖Tν‖∞ – as valid for the choice in (1.19) – then
recovery guarantees for weighted ℓ1-minimization were shown in [46]. These require that the number m of samples
satisfies

m ≥ Cs log3(s) log(N).

In contrast to (1.16), this bound is free from the curse of dimensionality in the sense that it does not scale with
2d anymore. Based on these ingredients, we introduce an algorithm (see Section 5) that numerically computes an
approximation of F (y) = G(u(y)) using (a relatively small number m of) sample evaluations F (yℓ), ℓ = 1, . . . ,m. We
show that the approximation F ♯ computed by our algorithm satisfies

‖F − F ♯‖L2(U,η) ≤ C

(
log3(m) log(N)

m

)1/p−1/2

,(1.20)

‖F − F ♯‖L∞(U,η) ≤ C

(
log3(m) log(N)

m

)1/p−1

(1.21)

under the conditions (1.17) and (1.18), where N = #J0 is the cardinality of the initial finite index set (depending on
the desired sparsity level s). The constant C in (1.20), (1.21) only depends on F and p through the weighted ℓp-norm
of the expansion coefficients (gν). Comparing to the rate (1.13) for the best s-term approximation reveals that (1.20)
and (1.21) are optimal up to logarithmic factors. It may be surprising at first sight that we also obtain an L∞-bound,
which for other methods is usually obtained only under additional regularity assumptions on the functions ψj .

In the important case that the weights grow polynomially, i.e., vj = βjα for some β > 1, α > 0, then our proposed

choice of J0 = J s
0 satisfies N = #J s

0 ≤ cα,βs
dα,β log(s) and (1.20), (1.21) imply then

‖F − F ♯‖L2(U,η) ≤ Cα,β

(
log5(m)

m

)1/p−1/2

, ‖F − F ♯‖L∞(U,η) ≤ Cα,β

(
log5(m)

m

)1/p−1

.

Comparing to the best s-term approximation rate (1.13), we achieve an optimal convergence rate up to logarithmic
factors, using m sample evaluations. We refer to Theorem 5.1, Remark 4.4, Corollary 5.2 and Remark 5.5 for precise
statements.

Our algorithm requires that the sample solutions are computed up to a certain accuracy. We propose to use a
Petrov-Galerkin (PG) approach for this task. As usual, convergence rate estimates for the PG discretization errors
require additional smoothness.

In the remainder of the paper, we work in an abstract setting which includes the case of the parametric diffusion
equation, but applies to a significantly larger range of problems. The reader may keep in mind the specific setup
outlined in this introduction as a guiding example.

The outline of this paper is as follows. In Section 2 we introduce the class of affine-parametric operator equations
which will be considered in the sequel and provide background on previous results. Section 3 is devoted to the
background on compressive sensing and in particular to its recent extension in [46] to weighted sparsity. Section 4
provides the new weighted ℓp-bounds on the solution coefficients in the polynomial chaos expansion in terms of
tensorized Chebyshev polynomials. The compressive sensing algorithm for approximating the functional applied to
the solution of an affine parametric operator equation is introduced and analyzed in Section 5.
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2. Background on Affine-Parametric Operator Equations

Generalizing the parametric diffusion equation from above we introduce a class of affine-parametric operator equa-
tions which depends, at least formally, on a possibly countable set of parameters. We aim at numerical methods for
the approximate, numerical solution of these equations. To this end, we propose a combined strategy which is based
on (Petrov-)Galerkin projection in the physical variables, and compressive sensing techniques in the high-dimensional
parameter domain. Approaches of this type have attracted interested in recent years in the area of computational
uncertainty quantification for partial differential equations [20, 27, 29, 40, 49, 57]. In this section, we will provide the
necessary background information concerning affine-parametric operator equations and Petrov-Galerkin projections.

2.1. Affine-Parametric operator equations. Consider X and Y, two separable and reflexive Banach spaces. Unless
explicitly stated otherwise, we assume X and Y to have coefficient field R. The (topological) duals are denoted by X ′

and Y ′, respectively. As usual, L(X ,Y ′) is the set of bounded linear operators A : X → Y ′.
We aim at solving, for given f ∈ Y ′ and for a parameter sequence y ∈ U = [−1, 1]N, the parametric operator

equation

(2.1) A(y)u(y) = f,

where we assume that A(y) depends in an affine manner on y, i.e.,

(2.2) A(y) = A0 +
∑

j≥1

yj Aj

with a sequence {Aj}j≥0 ⊂ L(X ,Y ′) which we assume to be summable in the sense that
∑

j≥1 ‖Aj‖L(X ,Y′) <∞. We

shall in particular do this by collocation of (2.1), i.e., by (approximately) solving (2.1) for particular instances of the
parameter sequence y; hence, conditions are needed which ensure that the sum in (2.2) converges pointwise, i.e., for
every y ∈ U , in the sense of L(X ,Y ′).

We associate with the operators Aj the bilinear forms Aj(·, ·) : X × Y → R via

Aj(v, w) = Y′〈Ajv, w〉Y for v ∈ X , w ∈ Y, j = 0, 1, 2, . . . ,

where Y′〈u,w〉Y = u(w) for w ∈ Y and u ∈ Y ′ as usual. Similarly, for every parameter instance y ∈ U , we associate
with A(y) the parametric bilinear form A(y; ·, ·) : X × Y → R via

(2.3) A(y; v, w) = Y′〈A(y)v, w〉Y for v ∈ X , w ∈ Y.
We work under the following conditions on {Aj}j≥0 (cp. [33]).

Assumption 2.1. (i) A0 ∈ L(X ,Y ′) is boundedly invertible: there exists µ0 > 0 s.t.

(2.4) inf
v∈X\{0}

sup
w∈Y\{0}

A0(v, w)

‖v‖X ‖w‖Y
≥ µ0, inf

w∈Y\{0}
sup

v∈X\{0}

A0(v, w)

‖v‖X ‖w‖Y
≥ µ0.

(ii) there exists a constant 0 < κ < 1 such that

(2.5)
∑

j≥1

β0,j ≤ κ , where β0,j := ‖A−1
0 Aj‖L(X ,X ) , j = 1, 2, . . . .

The parametric diffusion equation (1.2) falls into this setup with A0u := −∇ · (ā∇u) and Aju := −∇ · (ψj∇u). A
symmetric variational form results with the choice X = Y = H1

0 (D) and X ′ = Y ′ = H−1(D). Note that

β0,j = ‖A−1
0 Aj‖L(X ,X ) ≤ ‖Aj‖L(X ,X ′)‖A−1

0 ‖L(X ′,X ) ≤ ‖ψj‖∞( inf
x∈D

|ā(x)|)−1,

so that (2.5) is implied by ∑

j≥1

‖ψj‖∞ ≤ κ inf
x∈D

|ā(x)|.

This condition is slightly stronger than the uniform ellipticity assumption (1.4). This slight drawback of the described
general setup is compensated by the fact that the results to be developed will hold for operator equations beyond
the model parametric diffusion equation (1.2) such as linear elasticity, Helmholtz and Maxwell equations with affine-
parametric operators. The possibility of choosing X 6= Y will, moreover, accommodate saddle point formulations of
parabolic evolution equations. The next result states existence and boundedness of solutions u(y).

Proposition 2.2 (cp. [52, Theorem 2]). Under Assumption 2.1, for every realisation y ∈ U of the parameter vector,
the affine parametric operator A(y) given by (2.2) is boundedly invertible. In particular, for every f ∈ Y ′ and for
every y ∈ U , the parametric operator equation

(2.6) find u(y) ∈ X : A(y;u(y), w) = Y′〈f, w〉Y for all w ∈ Y
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admits a unique solution u(y) which satisfies with µ = (1− κ)µ0 the uniform a-priori estimate

(2.7) sup
y∈U

‖u(y)‖X ≤ 1

µ
‖f‖Y′ .

2.2. Parametric and spatial regularity of solutions. To obtain convergence rates of (Petrov-)Galerkin discretiza-
tions, we introduce scales of smoothness spaces {Xt}t≥0, {Yt}t≥0, {X ′

t}t≥0, {Y ′
t}t≥0 with

(2.8)
X = X0 ⊃ X1 ⊃ X2 ⊃ · · · , Y = Y0 ⊃ Y1 ⊃ Y2 ⊃ · · · , and

X ′ = X ′
0 ⊃ X ′

1 ⊃ X ′
2 ⊃ · · · , Y ′ = Y ′

0 ⊃ Y ′
1 ⊃ Y ′

2 ⊃ · · · .
For noninteger values of t, we define the scales {Xt}t≥0 and {Y ′

t}t≥0 by interpolation. In the particular case of scalar,
elliptic self-adjoint operators, Xt = Yt. We formalize the parametric regularity hypothesis below.

Assumption 2.3. There exists t̄ > 0 such that the following conditions hold:

(i) For every t satisfying 0 < t ≤ t̄, we have uniform parametric regularity

(2.9) sup
y∈U

‖A(y)−1‖L(Y′

t,Xt) <∞ and sup
y∈U

‖(A∗(y))−1‖L(X ′

t ,Yt) <∞.

(ii) For 0 < t ≤ t̄ there exists 0 < pt < 1 such that

(2.10)
∑

j≥1

‖Aj‖pt

L(Xt,Y′

t)
<∞,

and 0 < p0 ≤ pt ≤ pt̄ < 1.
(iii) We assume that the operators Aj are enumerated such that the sequence β0 in (2.5) satisfies

(2.11) β0,1 ≥ β0,2 ≥ · · · ≥ β0,j ≥ · · · .

Remark 2.4. Under condition (2.4), A0 : X → Y ′ is boundedly invertible, so that for every y ∈ U we may write
A(y) = A0(I +

∑
j≥1 yjA

−1
0 Aj). Then, for (2.9) to hold it is sufficient that A−1

0 ∈ L(Y ′
t,Xt), Aj ∈ L(Xt,Y ′

t) and that

(2.12)
∑

j≥1

βt,j < 1 , where βt,j := ‖A−1
0 Aj‖L(Xt,Xt) .

Furthermore, (2.10) is equivalent to

‖βt‖pt

ℓpt =
∑

j≥1

βpt

t,j <∞,

since, for every j ≥ 1,

(2.13) ‖A0‖−1
L(Xt,Y′

t)
≤ ‖A−1

0 Aj‖L(Xt,Xt)

‖Aj‖L(Xt,Y′

t)
≤ ‖A−1

0 ‖L(Y′

t,Xt) .

Remark 2.5. Assumption 2.3(i) on the uniform (w.r.t. y ∈ U) boundedness of the inverse (A(y))−1 has the following
uniform regularity implication. For 0 < t ≤ t̄, y ∈ U , f ∈ Y ′

t and H ∈ X ′
t define u(y) = (A(y))−1f and w(y) =

(A∗(y))−1H. Then there exist constants Ct, C
′
t > 0, independent of f and H, such that

(2.14) sup
y∈U

‖u(y)‖Xt
≤ Ct‖f‖Y′

t
and sup

y∈U
‖w(y)‖Yt

≤ C ′
t‖H‖X ′

t
.

In [36], for the smoothness scales {Xt}t≥0 and {Y ′
t}t≥0 being weighted Sobolev spaces or Besov spaces in certain

bounded Lipschitz polyhedra D ⊂ R
3, the regularity (2.14) was established for second order parametric, elliptic

systems. For these spaces, simplicial finite elements in D on meshes with proper refinement towards corners and edges
of the Lipschitz polyhedron D will yield best possible convergence rates for 0 < t ≤ t̄ where t̄ depends on the regularity
of the data and on the degree of the elements.

2.3. Petrov-Galerkin discretization. For a given parameter value y ∈ U we solve the operator equation (2.1)
approximately by Petrov-Galerkin discretization (“PG discretization” for short). This will be one building block of
the compressive-sensing Petrov-Galerkin discretization of (2.1) to be developed below.

Specifically, we consider {X h}h>0 ⊂ X and {Yh}h>0 ⊂ Y, two one-parameter families of nested, finite dimensional
subspaces which are dense in X and in Y, respectively, as h ↓ 0. We assume that the subspace families {X h}h>0 ⊂ X
and {Yh}h>0 ⊂ Y have the approximation properties: for 0 < t ≤ t̄, there exist constants Ct, C

′
t > 0 such that for all

0 < h ≤ 1, all u ∈ Xt and all w ∈ Yt holds

(2.15)
inf

uh∈Xh
‖u− uh‖X ≤ Cth

t‖u‖Xt
,

inf
wh∈Yh

‖w − wh‖Y ≤ C ′
th

t‖w‖Yt
.
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We will also assume that the subspace sequences {X h}h>0 ⊂ X and {Yh}h>0 ⊂ Y are uniformly inf-sup stable. This
is to say that there exist µ̄ > 0 and h0 > 0 such that for every 0 < h ≤ h0, the uniform discrete inf-sup conditions

inf
vh∈Xh\{0}

sup
wh∈Yh\{0}

A(y; vh, wh)

‖vh‖X ‖wh‖Y
≥ µ̄ > 0 for all y ∈ U,(2.16)

inf
wh∈Yh\{0}

sup
vh∈Xh\{0}

A(y; vh, wh)

‖vh‖X ‖wh‖Y
≥ µ̄ > 0 for all y ∈ U(2.17)

hold.

Proposition 2.6. Assume the approximation property (2.15), the uniform stability (2.16), (2.17), and uniform para-
metric regularity (2.9) in Assumption 2.3(i) hold. This implies existence, uniqueness and asymptotic quasioptimality
of Petrov-Galerkin approximations: there exists h0 > 0 such that for every 0 < h ≤ h0 and for every y ∈ U , the
Galerkin approximations uh(y) ∈ X h, given by

(2.18) find uh(y) ∈ X h satisfying A(y;uh(y), wh) = Y′〈f, wh〉Y for all wh ∈ Yh,

are well defined, and stable, i.e., they satisfy the uniform a-priori estimate

(2.19) ‖uh(y)‖X ≤ 1

µ̄
‖f‖Y′ for all y ∈ U.

Moreover, for 0 < t ≤ t̄ there exists a constant Ct > 0 such that

(2.20) ‖u(y)− uh(y)‖X ≤ Ct h
t ‖u(y)‖Xt for all y ∈ U.

Remark 2.7. Under Assumption 2.1, items (i) and (iii), the validity of the discrete inf-sup conditions for the nominal
bilinear form A0(·, ·), see (2.4), with constant µ̄0 > 0 independent of h, implies the uniform discrete inf-sup conditions
for the bilinear form A(y; ·, ·) with µ̄ = (1− κ)µ̄0 > 0, as assumed in Proposition 2.6.

For proving superconvergence of continuous, linear functionals G ∈ X ′
t , we also assume uniform inf-sup stability of

the pairs X h × Yh for the adjoint problem. This assumption implies that for every 0 < t ≤ t̄ there exists a constant
Ct > 0 such that, for all 0 < h ≤ h0 and all y ∈ U ,

(2.21) ‖w(y)− wh(y)‖Y ≤ Cth
t‖w(y)‖Yt

.

Proposition 2.8 (cp. [17, Theorems 2.4 and 2.5]). Under Assumption 2.1 and Condition (2.9), for every f ∈ Y ′ and
for every y ∈ U , the approximations uh(y) are stable, i.e., (2.19) holds. For every f ∈ Y ′

t with 0 < t ≤ t̄, there exists
a constant C > 0 such that as h→ 0 there holds

(2.22) sup
y

‖u(y)− uh(y)‖X ≤ C ht ‖f‖Y′

t
.

Moreover, for a functional G ∈ X ′
t′ with 0 < t′ ≤ t̄, for every f ∈ Y ′

t with 0 < t ≤ t̄, for every y ∈ U , as h→ 0, there
exists a constant C > 0 independent of h > 0 and of y ∈ U such that the Galerkin approximations G(uh(y)) satisfy
the asymptotic error bound

∣∣G(u(y))−G(uh(y))
∣∣ ≤ C ht+t′ ‖f‖Y′

t
‖G‖X ′

t′
.(2.23)

2.4. Dimension truncation. It will be convenient below to truncate the infinite sum in (2.2) to B terms and solve
the corresponding operator equation (2.1) approximately using Galerkin discretization from two dense, one-parameter
families {X h} ⊂ X , {Yh} ⊂ Y of subspaces of X and Y. For B ∈ N and y ∈ U , we define

(2.24) AB(y; v, w) := Y′〈A(B)(y)v, w〉Y , with A(B)(y) := A0 +

B∑

j=1

yjAj .

Then, for every 0 < h ≤ h0 and every y ∈ U , the dimension-truncated Galerkin solution uhB(y) is the solution of

(2.25) find uhB(y) ∈ X h : AJ(y;u
h
B(y), w

h) = Y′〈f, wh〉Y ∀wh ∈ Yh.

By choosing y = (y1, . . . , yB , 0, 0, . . .), Proposition 2.6 and Remark 2.7 remain valid for the dimensionally truncated
problem (2.25), and hence (2.19) holds with uhB(y) in place of uh(y), that is

(2.26) sup
y

‖uhB(y)‖X ≤ 1

µ̄
‖f‖Y′ .
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Theorem 2.9. ([33, Theorem 5.1]) Under Assumption 2.1, for every f ∈ Y ′, G ∈ X ′, y ∈ U , B ∈ N and h > 0, the
variational problem (2.25) admits a unique solution uhB(y) which satisfies

(2.27) |G(uh)−G(uhB)| ≤ C ‖f‖Y′ ‖G‖X ′

( ∑

j≥B+1

β0,j

)2

for some constant C > 0 independent of f , G and of B where β0,j is defined in (2.5). In addition, if (2.11) and
Assumption 2.1 hold with some 0 < p0 < 1, then

(2.28)
∑

j≥B+1

β0,j ≤ min

(
1

1/p0 − 1
, 1

)(∑

j≥1

βp0

0,j

)1/p0

B−(1/p0−1).

Analogous bounds, with constants which do not depend on the discretization parameter h also hold for the parametric
PG solutions uh(y) in (2.18).

2.5. Tensor Product Chebyshev Expansion. It has been shown in several contributions that the solution u(y)
can be represented via polynomial chaos expansions in terms of multivariate monomials [15, 16], tensorized Legendre
polynomials [12, 15, 16] and tensorized Chebyshev polynomials [28]. The coefficient sequence in these expansions is
contained in an ℓp-space with 0 < p ≤ 1. This fact enables to show sparse approximation rates, in particular, the
solution can be well approximated via a finitely truncated polynomial expansion with only a few terms. We will extend
such estimates below to the weighted case.

To precise our notion of sparsity, as in [28] we consider an expansion of the parametric solution u = u(y) ∈ X into
formal series with respect to tensorized Chebyshev polynomials, i.e.,

(2.29) u(y) =
∑

ν∈F
dνTν(y).

Note that the coefficients dν are elements of X , and in the specific case of the parametric diffusion equation they
are functions in V = H1

0 (D), The convergence of the (formal, at this stage) infinite sum in (2.29) is, in general,
unconditional (see, eg., [15, 16] for analogous assertions for tensorized Taylor- and Legendre polynomials, and [28] for
Chebyshev polynomials). Also, as developed in [15, 16] initially for Legendre polynomials, it has been shown in [28]
(for a more general version of the parametric diffusion equation) that the sequence (‖dν‖V )ν∈F is contained in ℓp(F)
for 0 < p ≤ 1 provided that (‖ψj‖∞)j∈N is contained in ℓp(N). We will generalize this sparsity result for Chebyshev
coefficients to the weighted case (and in the general abstract context of affine parametric operator equations). As a
consequence of a well-known estimate (going back to Stechkin, see also [24, Theorems 2.3 and 2.5]) it follows that u
can be well-approximated by finitely truncated expansions (2.29), that is, by

uΛ(y) =
∑

ν∈Λ

dνTν(y),

where Λ ⊂ F has small cardinality, say #Λ = s. We refer to [15, 16, 28] for details.
This observation is the motivation for our method based on compressive sensing for numerically approximating

the solution u = u(y), or at least functionals G : X → R of the parametric solution F (y) = G(u(y)) described and
analyzed in this paper. We refer to Remark 4.6 below for reasons why we have chosen Chebyshev polynomials in our
context.

3. Compressive Sensing

Compressive sensing allows to solve underdetermined systems of linear equations under certain conditions. Our goal
is to apply this principle for recovering an approximation to the parametric solution u(y) of (1.3) from (approximate)
samples u(yℓ), ℓ = 1, . . . ,m. For the sake of simplicity, however, we consider here the recovery of a functional G(u(y))
of the parametric solution from samples G(u(yℓ)), and postpone the reconstruction of the full solution u(y) to a
later contribution. Since computing a sample corresponds to a numerical solution of a PDE, which is usually a costly
procedure, we would like to take only a small number m of samples. Before going into details on this, we first review
basic results from compressive sensing.

Given a matrix Φ ∈ R
m×N with m≪ N the general aim of compressive sensing is to reconstruct a vector x ∈ R

N

from

b = Φx.

(Later x will be replaced by (gν) = (G(dν)) for the coefficients dν in (2.29).) Since this is an underdetermined linear
system of equations, additional assumptions are required in order to be able to (approximately) reconstruct x. Here
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we work with the assumption that x is s-sparse, i.e., ‖x‖0 = #{ℓ : xℓ 6= 0} ≤ s for sufficiently small s < m or that at
least the error of best s-term approximation

σs(x)1 := inf
z:‖z‖0≤s

‖x− z‖1

is small (decays quickly in s). The näıve approach of recovering x from b = Φx via ℓ0-minimization is unfortunately
NP hard [24], but several tractable alternatives have been developed. Most notably among these is ℓ1-minimization
which consists in finding the minimizer of

min ‖z‖1 subject to Φz = b .

For a number of randommatrix constructions ofΦ, it can be shown that recovery of s-sparse vectors via ℓ1-minimization
(and other algorithms) is successful and stable with high probability provided that m ≍ s logα(N) (where α = 1 or
α = 4 for certain constructions).

A particular setup of interest to us arises from random sampling of sparse expansions: consider functions on a set
U of the form

(3.1) u(y) =
∑

j∈J
xjφj(y), y ∈ U,

where the φj : U → R, j ∈ J , form a finite orthonormal system (later we extend to infinite orthonormal systems)
with respect to a probability measure η on U , i.e.,

(3.2)

∫

U

φj(t)φk(t)dη(t) = δjk, j, k ∈ J .

(Below, we will choose U = [−1, 1]N, η to be the product probability measure (1.8), the set J to be F defined in (1.6)
and the φj to be the tensorized Chebyshev polynomials Tν .) The function u is called s-sparse if the coefficient vector
x in (3.1) is s-sparse. Given samples u(y1), . . . , u(ym) at locations yℓ ∈ U we would like to reconstruct u. Introducing
the sampling matrix

(3.3) Φℓ,j = φj(yℓ), ℓ = 1, . . . ,m, j ∈ J ,
the vector b of samples bℓ = u(yℓ) can be written as

b = Φx,

and for (approximately) sparse x and small m ≪ N we obtain a compressive sensing problem with this particular
type of matrix. If the samples y1, . . . ,ym are chosen independently at random according to the probability measure ν,
reconstruction results are available if the sequence of norms (‖φj‖∞) satisfies certain boundedness assumptions. We
will describe this in the slightly more general context of weighted sparsity [46].

For a weight sequence ω = (ωj)j∈J satisfying ωj ≥ 1, we introduce the weighted ℓω,p-space endowed with the norm

(3.4) |||x |||ω,p :=


∑

j∈J
|xj |pω2−p

j




1/p

.

The exponent 2 − p at the weight ω may seem unfamiliar, but is most convenient in our context, see also [46]. Of
course, one can pass to standard definitions of weighted ℓp-norms via a change of the weight.

Note that |||x |||ω,2 = ‖x‖2 reduces to the unweighted ℓ2 norm, while |||z |||ω,1 =
∑

j∈J ωj |zj |. Moreover, formally
passing with p→ 0, we obtain

|||x |||ω,0 :=
∑

j∈suppx

ω2
j .

We shall say that x ∈ R
J is weighted s-sparse if |||x |||ω,0 ≤ s. The weighted s-sparse approximation error in ℓω,p is

defined as

σs(x)ω,p = inf
z: ||| z ||| ω,p≤s

|||x− z |||ω,p.

A weighted version of Stechkin’s estimate was shown in [46], which states that

(3.5) σs(x)ω,q ≤ Cp,qs
1/q−1/p |||x |||ω,p, p < q ≤ 2, s ≥ 2‖ω‖∞, Cp,q = 21/p−1/q.

Choosing for instance q = 1, the s-term approximation error decreases quickly with increasing s if p is close to 0 and
if |||x |||ω,p is small (or at least finite). In order to reconstruct a weighted sparse vector x from b = Φx, we use the
weighted ℓ1-minimization program

(3.6) min |||z |||ω,1 subject to Φz = b.
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This convex optimization program can be solved efficiently with a number of algorithms [24, Chapter 15], [4, 11, 39].
Weighted versions of iterative hard thresholding algorithms [24, 31, 23] or CoSaMP [55, 24] may be used alternatively
for the reconstruction.

Weighted ℓ1-minimization is guaranteed to reconstruct weighted s-sparse vectors under a variant of the (by-now
classical) restricted isometry property (RIP) of the matrix Φ. The weighted restricted isometry constant δω,s = δω,s(Φ)
is defined to be the smallest number such that

(1− δω,s)‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δω,s)‖x‖22 for all x with ‖x‖ω,0 ≤ s.

Informally, we say that Φ satisfies the ω-RIP if δω,s is small for sufficiently large s. The following result has been
shown in [46, Theorem 4.5 and Corollary 4.3] generalizing the unweighted case [9, 8, 7, 24].

Theorem 3.1. Let Φ ∈ R
m×N with δω,s < 1/3 for s ≥ 2‖ω‖∞. Then for x ∈ R

N and b = Φx+ ξ with ‖ξ‖2 ≤ τ , the
minimizer x♯ of

min |||z |||ω,1 subject to ‖Φz − b‖2 ≤ τ

satisfies

|||x− x♯ |||ω,1 ≤ c1σs(x)ω,1 + d1
√
sτ,(3.7)

‖x− x♯‖2 ≤ c2
σs(x)ω,1√

s
+ d2τ.(3.8)

No effort has been made in optimizing the constant 1/3. If τ = 0 and x satisfies ‖x‖ω,0 ≤ s, then the reconstruction
is exact.

We are particularly interested in the situation when the measurements are (random) samples of a function having
an (approximately) sparse expansion in an orthonormal system {φj}j∈J satisfying (3.2) with respect to a probability
measure ν on U . We further assume that the samples yℓ, ℓ = 1, . . . ,m, are chosen independently at random according to
the measure η. Then the sampling matrixΦ defined in (3.3) is a structured random matrix. In [46], the following bound
for the weighted restricted isometry property has been proven, generalizing the unweighted case in [10, 48, 43, 44].

Theorem 3.2. Let ω = (ωj)j∈J be a weight sequence and {φj}j∈J be an orthonormal system on (U, η) such that

(3.9) ‖φj‖∞ = sup
y∈U

|φj(y)| ≤ ωj for all j ∈ J .

Let Φ ∈ R
m×N , N = #J , be a random draw of the sampling matrix in (3.3) generated from independent samples

y1, . . . ,ym distributed according to η. Given s ≥ 2‖ω‖2∞ and ε, δ ∈ (0, 1), if

(3.10) m ≥ Cδ−2smax{log3(s) log(N), log(ε−1)},

then the weighted restricted isometry constant of 1√
m
Φ satisfies δω,s ≤ δ with probability at least 1− ε. The constant

C > 0 in (3.10) is universal.

The important difference to the unweighted case is the weaker condition (3.9), which allows the L∞-norms of the
φj to grow with j. By (3.9) such growth requires to adapt the weights accordingly. As we will see below, the above
generalization of the previous results in [10, 48, 43, 44] is crucial for our application in the setting of tensorized
Chebyshev polynomials. A combination of the weighted RIP bound of Theorem (3.2) gives an approximation result
in the finite-dimensional setting (finite index set J ). We refer to [46, Theorem 1.1].

For our purposes, we need to extend to infinite-dimensional index sets J . As already mentioned in the introduction,
the idea is to use a weighted ℓp-assumption in order to first determine a suitable finite dimensional subset J0 ⊂ J
(where J0 may still be large) and then work on J0 in order to apply sparse reconstruction via compressive sensing.
Here, the samples of u can be interpreted as perturbed samples of the finite-dimensional approximation of u with
elements of the orthonormal system indexed by J0. Two approximation results of slightly different nature have been
proven in [46, Theorems 6.1 and 6.4]. Both work with the index set

(3.11) J s
0 = {j : ω2

j ≤ s/2}.

We will use arguments of their proofs for showing our main result, Theorem 5.1 below, and refer to [46] for details
about the original results.
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4. Weighted ℓp-estimates for Chebyshev expansions

We now return to the parametric operator equation (2.1), i.e.,

(4.1) A(y)u(y) = f with A(y) = A0 +
∑

j≥1

yjAj , y ∈ U.

We will use the expansion (2.29) of the solution u(y) in terms of tensorized Chebyshev polynomials. The previous
section, and in particular (3.5), motivates to study whether the expansion coefficients dν ∈ X in (2.29) satisfy
(‖dν‖X )ν∈F ∈ ℓω,p(F) for a suitable choice of the weight sequence (ων)ν∈F under certain assumptions on the sequence
(‖ψj‖∞)j∈N.

4.1. Analytic continuation of parametric solutions to the complex domain. In order to develop weighted
ℓp-bounds we rely on analytic continuation of the parametric solution map y 7→ u(y) as in [15, 16, 28]. To this end

we consider complex parameter sequences z = (zj)j≥1 where zj = yj + iwj , i :=
√
−1 ∈ C. For a radius r > 0, we

denote by Dr = {z ∈ C : |z| ≤ r} the (closed) disc of radius r in C centered at the origin. We denote, for a sequence
ρ = (ρj)j≥1, by Dρ :=

∏
j∈N

Dρj
⊂ C

N the corresponding polydisc. All function spaces X , Y, etc. are now understood
as their “complexifications”, i.e., as spaces over the coefficient field C.

The complex extension of the parametric problem (2.6) reads: given z ∈ C
N,

(4.2) find u(z) ∈ X such that A(z;u(z), w) = Y′〈f, w〉Y for all w ∈ Y.
Using Assumption 2.1, we may write, for every z ∈ C

N, A(z) = A0(I +
∑

j≥1 zjA
−1
0 Aj). A Neumann series argument

then shows that A(z) is boundedly invertible for every z ∈ Dρ under condition (2.5), provided that

(4.3)
∑

j≥1

ρjβ0,j ≤ 1− δ , for some 0 < δ < 1− κ.

A sequence ρ will be called δ-admissible if this condition holds. Then, for z ∈ Dρ, the complex-parametric problem
(4.2) admits a unique solution u(z) which satisfies with δµ0 ≤ µ = (1− κ)µ0 (cp. (2.7)) the uniform a-priori estimate

(4.4) sup
z∈Dρ

‖u(z)‖X ≤ ‖f‖Y′

δµ0
.

To see this, we fix in z all components except zk, say. Then, the affine parameter dependence of A(z) implies that
for z ∈ Dρ the parametric solution u(z) = (A(z))−1f is holomorphic with respect to zk ∈ Dρk

, being the image of f

under a resolvent operator since, with Bj := A−1
0 Aj , we have

u(z) =


(I +

∑

j 6=k

zjBj) + zkBk




−1

A−1
0 f .

Together with (2.4), this identity also implies the bound (4.4), since for every z ∈ Dρ

‖u(z)‖X =

∥∥∥∥∥∥∥


I +

∑

j≥1

zjBj




−1

A−1
0 f

∥∥∥∥∥∥∥
X

≤

∥∥∥∥∥∥∥


I +

∑

j≥1

zjBj




−1
∥∥∥∥∥∥∥
L(X ,X )

‖A−1
0 f‖X ≤ ‖f‖Y′

[1− (1− δ)]µ0
.

Assumption 2.1 implies that the constant sequence ρj = 1 is δ-admissible for 0 < δ ≤ 1−κ and that for 0 < δ < 1−κ,
there exist δ-admissible sequences with ρj > 1 for every j ≥ 1 so that U ⊂ Dρ with strict inclusion, in each variable.

4.2. Bounds for Chebyshev coefficients. Let us now consider the tensorized Chebyshev expansion (2.29) of the
parametric solution u(y) ∈ X of the affine parametric operator equation (2.1), i.e.,

(4.5) ∀y ∈ U : u(y) =
∑

ν∈F
dνTν(y) , y ∈ U .

Such an expansion is valid with unconditional convergence in L2(U ; η) where η denotes the countable product Cheby-
shev measure (1.8), see e.g., [28]. The following estimate on the norms of the coefficients dν ∈ X will be crucial for
us, see also [28, Proposition 5.2]. Below, we will use the usual notation ρν :=

∏
j≥1 ρ

νj

j with the understanding that

00 = 1.

Proposition 4.1. Let ρ = (ρj)j≥1 be a δ-admissible sequence. Then

(4.6) ‖dν‖X ≤ (δµ0)
−1‖f‖Y′ρ−ν .
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Proof . We proceed similarly to [47, Section 3] and [54]. By orthonormality (1.9) of the Tν ,

dν =

∫

U

u(y)Tν(y)dη(y) ∈ X .

Let us assume first that ν = ne1 = (n, 0, 0, 0, . . .). Then writing U = [−1, 1] × U ′ and u(y) = u(y1,y
′) with

y′ = (y2, y3, . . .), we have

dne1
=

∫

y′∈U ′

∫ 1

−1

Tn(t)u(t,y
′)

dt

π
√
1− t2

dη(y′).

By a change of variables we obtain
∫ 1

−1

Tn(t)u(t,y
′)

dt

π
√
1− t2

=
1

π

∫ π

0

u(cos(φ),y′) cos(nφ)dφ =
1

2π

∫ π

−π

u(cos(φ),y′) cos(nφ)dφ

=
1

2πi

∫

|ζ|=1

u

(
ζ + ζ−1

2
,y′
)
ζn + ζ−n

2

dζ

ζ

=
1

4πi

∫

|ζ|=1

u

(
ζ + ζ−1

2
,y′
)
ζn−1dζ +

1

4πi

∫

|ζ|=1

u

(
ζ + ζ−1

2
,y′
)
ζ−n−1dζ,

where we have applied the transformation ζ = eiφ. The Joukowsky map ζ 7→ J (ζ) = (ζ + ζ−1)/2 maps the unit circle
{ζ ∈ C : |ζ| = 1} onto the interval [−1, 1] (traversed twice) and more generally, both circles Sσ = {ζ ∈ C : |ζ| = σ}
and Sσ−1 for σ > 1 onto the Bernstein ellipse Bσ = {(ζ + ζ−1)/2 : |ζ| = σ}. Furthermore, for σ > 1, it maps the
annulus Aσ = {ζ ∈ C : σ−1 ≤ |ζ| ≤ σ} onto the region Eρ bounded by the Bernstein ellipse Bρ. As outlined in the
previous section, the function z1 7→ u(z1,y

′) is analytic on the disc Dρ1
= {z1 ∈ C : |z1| ≤ ρ1} and since Eρ1

⊂ Dρ1
it

is in particular analytic on Eρ1
. Therefore, by the previous remarks, the functions

ζ 7→ u

(
ζ + ζ−1

2
,y′
)
ζn−1 and ζ 7→ u

(
ζ + ζ−1

2
,y′
)
ζ−n−1

are analytic on the annulus Aρ1
. Hence, by Cauchy’s theorem, we have, for any 1 < σ < ρ1,

∫ 1

−1

Tn(t)u(t,y
′)

dt

π
√
1− t2

=
1

4πi

∫

|ζ|=σ−1

u

(
ζ + ζ−1

2
,y′
)
ζn−1dζ +

1

4πi

∫

|ζ|=σ

u

(
ζ + ζ−1

2
,y′
)
ζ−n−1dζ.

Employing the a priori bound (4.4) we obtain
∥∥∥∥
∫ 1

−1

Tn(t)u(t,y
′)

dt

π
√
1− t2

∥∥∥∥
X

≤ 2πσ−1

4π

‖f‖Y′

δµ0
σ−n+1 +

2πσ

4π

‖f‖Y′

δµ0
σ−n−1

=
‖f‖Y′

δµ0
σ−n.(4.7)

Since this holds for any σ < ρ1 and since η is a probability measure we obtain by another integration

‖dne1
‖V ≤ (δµ0)

−1‖f‖Y′ρ−n
1 .

For general dν , with ν ∈ F , we reason analogously: given ν ∈ F , Cauchy’s integral theorem is iterated in the (finitely
many) variables {zj ∈ C : νj 6= 0}. �

With these tools at hand we can now consider weighted ℓp estimates of the coefficients dν . We introduce a weight
sequence v = (vj)j≥N with vj ≥ 1 on the natural numbers. We strengthen Assumption 2.1 by requiring that there
exists a constant 0 < κv,p < 1 such that

(4.8)
∑

j≥1

β0,jv
(2−p)/p
j ≤ κv,p , where β0,j := ‖A−1

0 Aj‖L(X ,X ) , j = 1, 2, . . . ,

and that

(4.9)
∑

j≥1

βp
0,jv

2−p
j <∞.

Since vj ≥ 1, these assumptions imply (2.5) and (2.10) for t = 0. Associated to the weight v and a number θ ≥ 1, we
introduce a weight sequence ω = (ων)ν∈F on F via

(4.10) ων =
∏

j∈supp ν

θv
νj

j = θ‖ν‖0vν .
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We have the following bound on the weighted ℓp-summability of the coefficient sequence (dν)ν∈F , extending main
results from [15, 16, 28].

Theorem 4.2. Let 0 < p ≤ 1. Assume that (4.8) and (4.9) hold for some weight sequence v ≥ 1. For θ ≥ 1 construct
a weight sequence ω on F via (4.10). Then the sequence of norms of the coefficients (‖dν‖X )ν∈F of the parametric
solution u(y) in the tensorized Chebyshev expansion (4.5) is contained in ℓω,p(F), i.e.,

∑
ν∈F ω

2−p
ν

‖dν‖pX <∞.

The proof is based on the following observation in [15], where we use the convention that for ν ∈ F we define
ν! =

∏
j∈supp ν

νj ! and |ν| =
∑

j≥1 νj . Note that |ν|! ≥ ν!.

Theorem 4.3. For 0 < p ≤ 1 and a sequence (aj)j≥1, we have
(

|ν|!
ν! a

ν

)
ν∈F

∈ ℓp(F) if and only if
∑

j≥1 aj < 1 and

(aj)j≥1 ∈ ℓp(N).

Proof of Theorem 4.2. We proceed similarly as in [16]. The idea is to construct, for each ν ∈ F , a suitable δ-admissible
sequence ρ = (ρj) (depending, in general, on ν) with ρj ≥ 1, where we choose δ = (1− κv,p)/2 so that by (4.1)

(4.11) ‖dν‖X ≤ 2

δµ0
‖f‖Y′

∏

j≥1

ρ
−νj

j .

For convenience we introduce ṽj = v
(2−p)/p
j and θ̃ = θ(2−p)/p. For given ν ∈ F , we construct the sequence ρ by first

choosing a finite index set E ⊂ N such that, for F = N \ E,

(4.12)
∑

j∈F

ṽjβ0,j ≤
δ

6θ̃
.

Such a set E exists by Assumption (4.8). We further choose α > 1 such that

(α− 1)
∑

j∈E

ṽjβ0,j <
δ

2
.

Then we define the sequence ρ via

ρj =

{
αṽj if j ∈ E,

max
{
ṽj ,

δνj

2|νF |β0,j

}
if j ∈ F .

,

where |νF | =
∑

j∈F νj . The sequence ρ is δ-admissible since

∑

j≥1

ρjβ0,j =
∑

j∈E

αṽjβ0,j +
∑

j∈F

max

{
ṽj ,

δνj
2|νF |β0,j

}
β0,j

≤ (α− 1)
∑

j∈E

ṽjβ0,j +
∑

j∈E

ṽjβ0,j +
∑

j∈F

ṽjβ0,j +
δ

2

<
δ

2
+ κv +

δ

2
= κv + δ = 1− δ.

Here, we have used that vj ≥ 1 together with (4.8), and furthermore that κv = 1− 2δ by the choice of δ. Therefore,
the bound (4.11) is valid and implies

‖dν‖V ≤ Cδ

∏

j∈E

(αṽj)
−νj

∏

j∈F

min

{
ṽ
−νj

j ,

( |νF |gj
νj

)νj
}

with Cδ = 2(δµ0)
−1‖f‖V ∗ and

gj = 2δ−1β0,j .

Above we adopt the convention that a factor equals 1 if νj = 0.

Now we estimate the weighted ℓp-norm with the weight ων . For convenience we introduce ω̃ν = ω
(2−p)/2
ν =

θ̃‖ν‖0
∏

j≥1 ṽ
νj

j . We let FF be the finitely supported sequences of natural numbers (including 0) indexed by F and
likewise define FE . We obtain

∑

ν∈F
ω2−p
ν ‖dν‖pX =

∑

ν∈F
ω̃p
ν‖dν‖pX ≤ Cp

δ

∑

ν

θ̃‖ν‖0


∏

j∈E

ṽ
pνj

j (αṽj)
−pνj




∏

j∈F

ṽpνj min

{
ṽ
−pνj

j ,

( |νF |gj
νj

)pνj
}

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≤ Cp
δ


 ∑

ν∈FE

θ̃‖ν‖0

∏

j∈E

α−pνj




 ∑

ν∈FF

θ̃‖ν‖0

∏

j∈F

( |νF |ṽjgj
νj

)pνj


 .(4.13)

Let us continue with the first factor above,

∑

ν∈FE

θ̃‖ν‖0

∏

j∈E

α−pνj =
∏

j∈E

(
1 + θ̃

∞∑

n=1

α−pn

)
=

(
1 +

θ̃α−p

1− α−p

)#E

.

For the second factor in (4.13), it follows as in [16, Section 3.2] (via Stirling’s formula) that

θ̃‖ν‖0

∏

j∈F

( |νF |vjgj
νj

)pνj

≤ |νF |!
ν!

∏

j∈F

(ṽjgj)
νj max{1, θ̃e√νj} ≤ |νF |!

ν!
hνF ,

where

hj = eθ̃vjgj = 2eδ−1θ̃ṽjβ0,j .

By (4.12) we have ∑

j∈F

hj ≤
e

3
< 1.

Since h = (hj)j≥1 ∈ ℓp(N) by Assumption (4.9), it follows from Theorem 4.3 that the sequence ( |νF |!
ν! hνF )ν∈F ∈

ℓp(FF ) so that also the second factor in (4.13) is finite and, hence, (‖dν‖X ω̃ν)ν∈F ∈ ℓp(F) which means that∑
ν∈F ‖dν‖pXω2−p

ν
<∞. �

Remark 4.4. In case of the parametric diffusion equation (1.3), assumption (4.8) may be relaxed to a weighted version
of the uniform ellipticity assumption, i.e.,

∑

j≥1

v
(2−p)/p
j |ψj(x)| ≤ min {ā(x)− r,R− ā(x)} for all x ∈ D,

while (4.9) is replaced by ∑

j≥1

v2−p
j ‖ψj‖p∞ <∞ for some 0 < p ≤ 1.

Under these conditions, the coefficients dν ∈ X = H1
0 (D) in the Chebyshev expansion (1.10) of the solution of the

parametric equation satisfy
∑

ν
‖dν‖V ω2−p

ν
<∞ with the weights ων given by (4.10). This fact is shown analogously

to the above proof, see also [16] for unweighted ℓp-summability in the diffusion equation context.

Remark 4.5. We comment on possible choices for the weights.

• With the trivial weight vj = 1, the above result generalizes the one from [16] in the sense that (β0,j) ∈ ℓp(N)
(or (‖ψj‖∞) ∈ ℓp(N) in case of the diffusion equation) implies that (‖dν‖V )ν∈F is contained in the weighted

space ℓω,p(F) with ων = θ‖ν‖0 , for any θ ≥ 1. As this weight grows exponentially with the number of
nontrivial components in ν, the coefficients of Tν with many factors in the tensor product are unlikely to
contribute much to the expansion.

• The unweighted condition (2.5) for some κ < 1 already implies a weighted version. In fact, we may “squeeze
in” weights of the form vj = (1+ τ) with τ > 0 sufficiently small so that the weighted summability condition
(4.8) holds with some κv,p satisfying κ < κv < 1. For this weight, if (β0,j) ∈ ℓp(N), then (β0,j) ∈ ℓp,v(N) so
that Theorem 4.2 states that (‖dν‖V )ν∈F ∈ ℓω,p(F) for the weight

ων = θ‖ν‖0(1 + τ)‖ν‖1 .

• Polynomial decay of the sequence (β0,j) allows to “squeeze in” a polynomially growing sequence of weights
vj ≥ 1. Suppose that |β0,j | ≤ cj−t for some t > 1 and sufficiently small c > 0 so that

∑

j≥1

β0,j ≤ c
∑

j≥1

j−t ≤ cζ(t) < 1,

which means that the unweighted condition (2.5) is satisfied. Now let vj = γjτ for some 0 < τ < t − 1 and
γ > 1. Then ∑

j≥1

vjβ0,j ≤ cγ
∑

j≥1

j−(t−τ) = cγζ(t− τ).
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If τ and γ are such that ζ(t− τ) < (cγ)−1 (which is possible by ζ(t) < c−1 and continuity of the ζ-function)
then the weight sequence (vj) is a valid choice as

∑
j≥1 β0,jvj ≤ κv < 1. The resulting weight ω on F , i.e.,

ων = θ‖ν‖0

∏

j∈supp ν

v
νj

j = θ‖ν‖0

∏

j∈supp ν

γνjτνj

growths polynomially with respect to the dimension j and exponentially with respect to each νj .
• Similarly, exponential decay of the sequence (β0,j) allows to choose an exponentially growing sequence of
weights vj ≥ 1. Assume that β0,j ≤ cαj for some 0 < α < 1 and that

∑
j≥1 β0,j ≤ c

∑
j≥1 α

j = c α
1−α = κ < 1

implying the unweighted condition (2.5). Choosing vj := σj for some σ > 1 with σα < 1, we have
∑

j≥1

vjβ0,j ≤ c
∑

j≥1

(σα)j = c
σα

1− σα
.

If σ is sufficiently close to 1, then
∑

j≥1 vjβ0,j ≤ κv < 1 so that the weighted condition (4.8) is satisfied. The
corresponding weight ω is defined as

ων = θ‖ν‖0

∏

j∈supp ν

σjνj , ν ∈ F .

Remark 4.6. Here is a good point to discuss why we prefer to work with tensorized Chebyshev polynomials rather
than other polynomial systems. Clearly, Taylor monomials are immediately ruled out because they do not form an
orthonormal system (with respect to any measure), so that the setup described above does not apply. One-dimensional
Legendre polynomials Lj have the disadvantage that their L∞-norms grow as ‖Lj‖∞ =

√
2j + 1, see e.g. [45], so that

the tensorized Legendre polynomials Lν(y) =
∏

j∈supp
ν

Lνj (yj) yield

‖Lν‖∞ =
∏

j∈supp ν

√
2νj + 1.

In principle, we can compensate for that by using weights vj , j ≥ 1, such that

(4.14) ων = θ‖ν‖0/2
∏

j∈supp ν

v
νj

j ≥ ‖Lν‖∞,

see Theorem 3.2 (it seems that an analog of Theorem 4.2 introducing these weights ων also holds for tensorized
Legendre polynomials, but details are not worked out yet). However, (4.14) puts stronger conditions on the set of
admissible weight sequences (vj)j≥1 and thereby on the operators Aj than required for Chebyshev polynomials.

In the one-dimensional (or low dimensional) case, one may alternatively apply the preconditioning trick from
[45] to overcome the problem of growing L∞-norms of the Legendre polynomials. This demands to work with the

premultiplied functions Qj(y) =
√
π/2(1 − y2)1/4Lj(y) which satisfy the nice uniform bound ‖Qj‖∞ ≤

√
3 for all

j ∈ N0, see [45]. However, in the d-dimensional case the functions Qν(y) =
∏d

j=1Qνj
(yj) satisfy ‖Qj‖∞ ∼ γd for

some γ > 1, essentially because ‖Q0‖∞ =
√
π/2, and in particular in the case d = ∞, the infinite product defining Qν

for ν ∈ F does not even converge, which prohibits the preconditioning trick in the high or infinite-dimensional case.

5. Compressive Sensing Petrov-Galerkin Discretization

Let us now return to our main goal of approximating the solution of the affine parametric equation (2.1), A(y)u(y) =
f , with A(y) = A0 +

∑
j≥1 yjAj , via compressive sensing techniques. Consider the Chebyshev expansion (2.29). In

view of Condition (3.9), we need to choose weights ω satisfying ωj ≥ ‖Tν‖∞ = 2‖ν‖0/2. Given a weight sequence
v = (vj)j∈N with vj ≥ 1, the previous section suggests to use weights of the form

(5.1) ων = θ‖ν‖0

∏

j∈supp ν

v
νj

j with θ =
√
2.

For the sake of simplicity, we consider a functional evaluation of the solution u(y) in this paper, i.e., given a bounded
linear functional G : X → R, we are interested in numerically computing an approximation of

F (y) = G(u(y)), F : U → R .

Then, the tensorized Chebyshev approximation to F (y) is given by the (unconditionally convergent) expansion

F (y) =
∑

ν∈F
gνTν(y),
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where gν = G(dν) with dν ∈ X as in (4.5). By boundedness of G, the sequence g of coefficients gν = G(dν) ∈ R

satisfies g ∈ ℓω,p(F) if (‖dν‖X )ν∈F ∈ ℓω,p(F). Sufficient conditions for this inclusion were obtained in Theorem 4.2.
For the choice (5.1) and for s > 0, the index set (3.11), i.e., J s

0 = {ν ∈ F : ω2
ν
≤ s/2}, can be written as

(5.2) J s
0 = {ν ∈ F :

∏

j∈supp ν

θ2v
2νj

j ≤ s/2}.

This set is always finite if the weight sequence satisfies vj > 1 and monotonically grows to infinity as j → ∞.
Let us now formulate the compressive sensing Petrov-Galerkin (CSPG) algorithm for numerically computing an

approximation to a functional of the solution of an affine-parametric operator equation of the form (2.1).

Algorithm for the Approximation of a functional G(u(y)) of the solution of a parametric equation

via compressive sensing

Input:

• Weights (vj)j≥1 with vj ≥ 1 satisfying (4.8) and (4.9) for some 0 < p < 1.
• Accuracy ε and sparsity parameter s

• Index set J s
0 = {ν ∈ F : 2‖ν‖0

∏
j∈supp ν

v
2νj

j ≤ s/2} such that N := #J s
0 <∞

• Number of samples m ≍ s ln3(s) ln(N).

Algorithm

1: Choose samples y1, . . . ,ym ∈ U independently at random according to the Chebyshev product measure (1.8).
2: For given ε > 0, choose h = h(ε) > 0 and truncation level B = B(ε) ∈ N such that the dimension-truncated

Galerkin approximations uε(yℓ) := u
h(ε)
B(ε)(yℓ) ∈ Xh defined in (2.25) to the solution samples u(yℓ) ∈ X of the

parametric operator equation A(yℓ)u(yℓ) = f admit the following bound of the approximation error at yℓ for
bℓ := G(uε(yℓ)):

(5.3) |bℓ −G(u(yℓ))| = |G(u(yℓ)− uε(yℓ))| ≤ ε.

3: With the sampling matrix

(5.4) Φℓ,ν = Tν(yℓ), ℓ = 1, . . . ,m, ν ∈ J s
0 ,

and the weights ων = 2‖ν‖0/2
∏

j∈supp ν
v
νj

j , compute the solution g♯ ∈ R
J s

0 of the weighted ℓ1-minimization
program

(5.5) min ‖g‖ω,1 subject to ‖Φg − b‖2 ≤ 2
√
mε.

Here, ‖g‖ω,1 =
∑

ν∈J s
0
ων |gν |.

4: Output approximation F̂ε(y) to F (y) = G(u(y)):

(5.6) F̂ε(y) =
∑

ν∈J s
0

g♯
ν
Tν(y).

If the sparsity and accuracy parameters are set accordingly, we obtain the following error estimates.

Theorem 5.1. Consider u(y), the parametric solution to the affine parametric equation A(y)u(y) = f with A(y) =
A0 +

∑
j≥1 yjAj, satisfying Assumption 2.1 and 2.3 with some p = p0 ∈ (0, 1). Let v = (vj)j≥1 be a weight satisfying

(4.8) and (4.9) and let G : X → R be a bounded linear functional. Then the expansion coefficients g = (gν)ν∈F of
F (y) = G(u(y)) =

∑
ν∈F gνTν(y) satisfy g ∈ ℓω,p(F) with weight

ων = 2‖ν‖0/2
∏

j∈supp ν

v
νj

j , ν ∈ F .

Let ε > 0 be an accuracy parameter and assume that the sparsity parameter s satisfies the condition

(5.7)
√
5 · 41−1/ps1/2−1/p ||| gν |||ω,p ≤ ε ≤ C2s

1/2−1/p ||| gν |||ω,p ,

where C2 >
√
5 · 41−1/p is a constant that is independent of s. Let further J s

0 := {ν ∈ F : 2‖ν‖0
∏

j∈supp ν
v
2νj

j ≤ s/2}
be such that N := #J s

0 < ∞. Draw m sampling points independently, identically distributed according to the product
measure η, where

(5.8) m ≍ Cs log3(s) log(N),
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for a universal constant C > 0. Let F̂ε : U → R denote the function computed via (5.5) and (5.6). Then there exists a

universal constant C ′ > 0 such that with probability at least 1−2N− log3(s), the computed function F̂ε : U → R satisfies

‖F̂ε − F‖2 ≤ C ′ |||g |||ω,ps
1/2−1/p ≤ C ′′

g

(
log3(m) log(N)

m

)1/p−1/2

,(5.9)

‖F̂ε − F‖∞ ≤ C ′ |||g |||ω,ps
1−1/p ≤ C ′′

g

(
log3(m) log(N)

m

)1/p−1

.(5.10)

The constant C ′ only depends on C2, while C
′′
g
depends on C ′ and ‖g‖ω,p.

Remark 5.2. (a) The dimension-truncated Petrov-Galerkin approximation is computed using the B-term trun-

cated expansion A(yℓ)B := A0 +
∑B

j=1 yjAj . Moreover, the entries in the matrix Φ only require to eval-

uate Tν(yℓ) =
∏

j∈supp ν
Tj((yℓ)j) for ν ∈ J s

0 , so that only components (yℓ)j with j ∈ {1, . . . , B′} for

B′ = max{j : ∃µ ∈ J s
0 with µj 6= 0} are needed. This means that in practice it is enough to sample

independently from the finite product measure

ηB̄ :=

B̄⊗

j=1

dyj

π
√
1− y2j

with B̄ := max{B,B′}.
(b) The required error estimate |G(uhJ)−G(u(yℓ))| ≤ ε can be guaranteed via Proposition 2.8 and Theorem 2.9

by choosing the parameters h(ε) > 0 and B(ε) ∈ N in the Petrov-Galerkin approximation in terms of the
parameters t, t′, p0 in Assumptions 2.1, 2.3 as

h(ε) ≃ ε1/(t+t′) , B(ε) ≥ ε−p0/(1−p0).

Note that this demands for higher regularity assumptions than (4.8). If A(y) operates nicely also on Xt for
some t > 0 in the sense that (2.9) holds, then |G(uh(y))−G(u(y))| ≤ C ′

th
t. For instance, (2.9) is implied by

(2.12) which is similar to (4.8) but works with the operator norms on Xt rather than the one on X .
(c) Instead of the Petrov-Galerkin method, any other stable and consistent discretization scheme for numerically

approximating the functional of the parametric solution of A(y)u = f for fixed parameter y can be applied
in step 2 as long as the accuracy is good enough. We have proposed the Petrov-Galerkin method here to
cover all standard, as well as certain conforming mixed finite element discretizations, for elliptic as well as
space-time discretizations of parabolic problems.

(d) The computations in step 2 are easily parallelized: the sampling points yℓ, ℓ, . . . ,m, are drawn in a prepro-
cessing step, and the approximate evaluations G(u(yℓ)), ℓ = 1, . . . ,m, are mutually independent. Only step
3 requires the combination of the samples.

(e) For the solution of the weighted ℓ1-minimization problem in step 3, various algorithms may be used, see
for instance [24, Chapter 15] or [39] for overviews. Preferably, one uses a method that operates only by
multiplications with A and its transpose A∗ and does not require more complicated operations such as solving
linear systems. In this case, one can exploit fast (approximate) matrix vector multiplication routines that are
available for Chebyshev-structured matrices [30, 19, 42, 41]. Extending these routines to high-dimensional
problems with favourable scaling is, however, not straightforward.

(f) In order to implement the algorithm as stated, an a-priori estimate of |||hν |||ω,p is required. Such an estimate
may in principle be computed. In fact, tracing the proof of Theorem 4.2 and of the auxiliary results required
therein, may provide an estimate in terms of the weighted ℓp-norm of (‖ψj‖∞)j≥1. However, this bound may
be very crude. In practice, one may as well work rather with the equality constraint Φg = b in (5.5) with
the sampling matrix Φ defined in (5.4). Although there are no rigorous bounds available for this strategy,
there are theoretical results [24, Chapter 11], [56] suggesting that similar estimates should be possible.

(g) Alternatively to weighted ℓ1-minimization, one may use a variant of iterative hard thresholding as recovery
method [31, 23]. This may have the advantage that no a-priori estimate of the accuracy parameter ε as in
(5.7) is required. Only the weighted sparsity parameter s needs to be chosen. If the sample solutions G(u(yℓ))
are computed with some accuracy ε, then the final error estimates take the form

‖F − F̂ε‖L2(U,η) ≤ C1s
1/2−1/p + C2ε,

‖F − F̂ε‖L∞(U) ≤ C1s
1−1/p + C2

√
sε.
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If the number m of samples is given then s should be chosen such that m ∼ s log3(s) log(N). Alternatively,
if a prescribed accuracy level is given, Stechkin’s estimate (3.5) provides a guideline for chosing s, which in
turn determines the number m of sample evaluations. Details will be presented elsewhere.

Proof of Theorem 5.1. The fact that g ∈ ℓω,p(F) follows from Theorem 4.2. With F1 := F \ J s
0 , we write

F (y) = G(u(y)) =
∑

ν∈F
gνTν(y) = F0(y) + F1(y)

with
F0(y) =

∑

ν∈J s
0

gνTν(y), F1(y) =
∑

ν∈F1

gνTν(y),

We interpret the computed samples bℓ as perturbed samples of F0. Then, the corresponding sample error can be
bounded by

|bℓ − F0(yℓ)| ≤ |bℓ − F (yℓ)|+ |F1(yℓ)| ≤ ε+ |F1(yℓ)|, .
where we used (5.3). It is shown via Bernstein’s inequality in the proof of [46, Theorem 6.1] that

∣∣∣∣∣
1

m

m∑

ℓ=1

|F1(yℓ)|2 −
∑

ν∈F1

|gν |2
∣∣∣∣∣ ≤

3

s

∑

ν∈F1

|gν |ων

with probability at least 1 − e−3m/(2s). Here, also the definition of J s
0 is used. Furthermore, ω2

ν
≥ s/2 for ν /∈ J s

0

implies that (
∑

ν∈F1

|gν |2
)1/2

≤
√

2

s

∑

ν∈F1

|gν |ων ,

see [46, proof of Theorem 6.1]. Altogether, with probability at least 1− exp(−3m/(2s)) ≥ 1−N− log3(s) (by (5.8))
(

1

m

m∑

ℓ=1

|F1(yℓ)|2
)1/2

≤
√

5

s

∑

ν∈F1

|gν |ων ≤
√

5

s
σs/2(g)ω,1

since the support of the weighted best (s/2)-sparse approximation to g is contained in J s
0 because no index ν with

ω2
ν
≤ s/2 is contained outside J s

0 . Furthermore, the weighted Stechkin estimate (3.5) together with g ∈ ℓω,p implies

σs/2(g)ω,1 ≤ 21/p−1(s/2)1−1/p |||g |||ω,p = 41/p−1 |||g |||ω,p

so that (
1

m

m∑

ℓ=1

|F1(yℓ)|2
)1/2

≤
√

5

s
σs(g)ω,1 ≤

√
5 · 41/p−1s1/2−1/p |||g |||ω,p ≤ ε

with probability at least 1−N− log3(s) by Assumption (5.7). This implies that on this event
(

1

m

m∑

ℓ=1

|bℓ − F0(yℓ)|2
)1/2

≤ 2ε.

It follows from Theorem 3.2 that the weighted restricted isometry property of order s of the sampling matrixΦ ∈ R
m×N

in (5.4) holds with probability at least 1 − N− log3(s) (precisely, δω,2s < 1/3, say) since m ≥ Cs log3(s) log(N) by
assumption. Then Theorem 3.1 implies that the reconstructed vector g♯ supported on J s

0 satisfies

∑

ν∈J s
0

|gν − g♯
ν
|p



1/2

≤ C
σs(g)ω,1√

s
+ C ′ε,

∑

ν∈J s
0

|gν − g♯
ν
|ων ≤ Cσs(g)ω,1 + C ′√s ε.

Since the Tν form an orthonormal system we obtain for the L2-error

‖F − F̂ε‖L2(U,η) ≤ ‖F0 − F̂ε‖L2(U,η) + ‖F1‖L2(U,η) =


∑

ν∈J s
0

|gν − g♯
ν
|2



1/2

+

(
∑

ν∈F1

|gν |2
)1/2

≤ C
σs(g)ω,1√

s
+ C ′ε+

√
5

s
σs(g)ω,1 ≤ (C +

√
5)21/p−1s−1/2s1−1/p |||g |||ω,p + C ′ε
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≤ C ′′s1/2−1/p |||g |||ω,p.

Here, we have applied the weighted Stechkin estimate (3.5) as well as the upper bound of (5.7). Finally, since
‖Tν‖∞ ≤ 2‖ν‖0/2 ≤ ωj , the L

∞-error can be bounded as follows:

‖F − F̂ε‖∞ ≤ ‖F0 − F̂ε‖∞ + ‖F1‖∞ = ‖
∑

ν∈J s
0

(gν − g♯
ν
)Tν‖∞ + ‖

∑

ν∈F1

gνTν‖∞

≤
∑

ν∈J s
0

|gν − g♯
ν
|‖Tν‖∞ +

∑

ν∈F1

|gν |‖Tν‖∞ ≤
∑

ν∈J s
0

|gν − g♯
ν
|ων +

∑

ν∈F1

|gν |ων

≤ Cσs(g)ω,1 + C ′√s ε+ σs/2(g)ω,1 ≤ C ′′s1−1/p ||| g |||ω,p.

For the bound
∑

ν∈F1
|gν |ων ≤ σs/2(g)ω,1 we have used again that by the definition of J s

0 the support of the
weighted best s/2-term approximation is contained in J s

0 . The second inequalities in (5.9) and (5.10) follow from
m ≍ s log3(s) log(N). This completes the proof. �

In order make the estimatem ≥ Cs log3(s) log(N) on the number of sample evaluations precise, we also need a bound
on N = #J s

0 (depending on s). The size of J s
0 will also determine the complexity of the weighted ℓ1-minimization

step. If the weight sequence vj grows to infinity as j → ∞, then the number of active indices j which are relevant
for J s

0 , i.e., the number d := max{j : ∃ν ∈ J s
0 with νj 6= 0} is finite. In fact, if the sequence vj is monotonically

increasing, then d = max{j : vj ≤
√
s/4}. Therefore, setting t = s/2, it suffices to bound the size of

Jd(t,v) := {ν ∈ N
d
0 : 2‖ν‖0

∏

j∈supp ν

v
2νj

j ≤ t} .

Theorem 5.3. For a finite weight sequence v = (v1, . . . , vd) with vj > 1, aj := 2 log2(vj) and A := log2(t), we have

(5.11) #Jd(t,v) ≤ 1 +

min{d,⌊A⌋}∑

k=1

(A− k)k

k!

∑

S⊂[d]
#S=k∑

j∈S aj≤A−k

∏

ℓ∈S

a−1
ℓ .

Proof . Taking the base-2 logarithm, the defining condition of the set Jd(t,v) becomes

‖ν‖0 +
∑

j∈supp ν

2 log2(vj)νj ≤ log2(t),

which by the definition of aj and A is equivalent to

(5.12)
∑

j∈supp ν

(1 + ajνj) ≤ A.

In order to estimate the number of points ν with nonnegative integer coordinates satisfying this inequality, we intro-
duce, for L > 0 and b = (b1, . . . , bk) with bℓ > 0, the cardinality of a set of multi-indices for which all components of
its members ν are at least 1:

Γk(L,b) := #{ν ∈ N
k :

k∑

j=1

bjνj ≤ L}.

Observe that Γk(L,b) = 0 if
∑k

j=1 bj > L. Moreover, for ν with ‖ν‖0 = k, condition (5.12) becomes
∑

j∈supp ν
ajνj ≤

A − k. Considering all possible support sets S = suppν ⊂ [d] of cardinality k and summing over all possible k we
obtain

(5.13) #Jd(t,v) = 1 +

min{d,⌊A⌋}∑

k=1

∑

S⊂[d]
#S=k

Γk(A− k, (aj)j∈S).

If k > ⌊A⌋ then Γk(A − k, (aj)j∈S) = 0, which is why the first sum above runs only up to ⌊A⌋ if ⌊A⌋ < d. We claim
that

(5.14) Γk(L,b) ≤
Lk

k!
∏k

j=1 bj
.

We show this by induction on k. For k = 1, we have

Γ1(L, b1) = #{ν1 ∈ N : b1ν1 ≤ L} = ⌊L/b1⌋ ≤ L/b1.
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Next, assume the claim holds for k ∈ N. Then

Γk+1(L, b1, . . . , bk, bk+1) =

⌊L/bk+1⌋∑

νk+1=1

Γk(L− bk+1νk+1, b1, . . . , bk) ≤
⌊L/bk+1⌋∑

νk+1=1

(L− bk+1νk+1)
k

k!
∏k

j=1 bj

≤ 1

k!
∏k

j=1 bj

∫ L/bk+1

0

(L− bk+1x)
kdx =

1

k!
∏k

j=1 bj

Lk+1

(k + 1)bk+1

=
Lk+1

(k + 1)!
∏k+1

j=1 bj
.

Here, we have applied a simple comparison of a sum and an integral. This shows the claimed inequality (5.14).
Recalling that Γk(A−k, (aj)j∈S) = 0 for #S = k if

∑
j∈S aj > A−k, Equation (5.13) yields the claimed estimate. �

With the same technique a lower bound can be shown as well. We illustrate the estimate of the theorem with some
important examples of weights. The proofs of these estimates will be provided in the appendix.

Corollary 5.4. Assume s ≥ 1.

(a) Let vj = β, j = 1, . . . , d, for some β > 1 and vj = ∞ for j ≥ d (so that the sum in (2.2) representing A(y)
involves only d nonzero terms). Then

#J s
0 ≤





(
logβ2(β2s/2)

)d
if d ≤ log2β2(s/2),((

1 + 1
log2(β

2)

)
ed
)log

2β2 (s/2)

otherwise.

(b) Let vj = cjα, j = 1, 2, . . ., grow polynomially for some c > 1 and α > 0. Then there are constants Cα,c > 0
and γα,c > 0 such that

#J s
0 ≤ Cα,cs

γα,c log(s).

(c) Let vj = βj for some β > 1. Then

(5.15) J s
0 ≤ 1 +

1

2π
√

logβ(s/2)

(
e3
√
logβ(s/2)

)√logβ(s/2)

.

Remark 5.5. We briefly illustrate consequences for the number m ≥ Cs log3(s) log(N) of samples required in Theo-
rem 5.1.

(a) For constant weights vj = β > 1, j = 1, . . . , d, the resulting bound becomes

m ≥
{
Cβ log(d)s log

4(s) if s ≤ (2β)2d

Cβds log
3(s) log(log(s)) if s > (2β)2d.

(b) For polynomially growing weights vj = cjα with c > 1 and α > 0 we need

m ≥ Cα,cs log
5(s).

Moreover, the resulting error bound (5.10) becomes ‖F − F̂ε‖∞ ≤ Cα,c‖g‖ω,p(log
5(m)/m)1/p−1, and likewise

for the error bound in L2.
(c) For exponentially growing weights vj = βj with β > 1 the upper bound (5.15) on #J s

0 grows slowlier than s.
This means that m may actually be chosen smaller than N = #J s

0 which leads to an overdetermined linear
system. In this scenario, the application of compressive sensing may not be required and it is likely good
enough to use least-squares methods [14, 34] to compute coefficients b from sample evaluations. We postpone
a detailed discussion to a later contribution.

6. Conclusions

In the present paper, we developed a convergence theory of compressed sensing based approximations of solution
functionals for high-dimensional, parametric operator equations. Such problems arise generically in numerical uncer-
tainty quantification, when laws of random field inputs are described by countably-parametric, deterministic functions,
and the response, i.e., the parametric solution of the PDE, is to be approximated in terms of the countably many
parameters.
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As main contribution we showed that given m (approximate) sample evaluations at randomly chosen parameter

points, the computed parametric solution F̂ approximates the true function F (y) = G(u(y)) at rates

‖F − F̂‖L2
≤ C

(
log(m)5

m

)1/p−1/2

, ‖F − F̂‖L∞
≤ C

(
log(m)5

m

)1/p−1

,

under a weighted ℓp-summability assumption with 0 < p < 1 on the input parameters (for polynomially growing weights
vj , see Section 5 for details). Up to the logarithmic terms, this matches the rates of best s-term approximation and
for p < 1/2 outperforms the best possible rate for Monte-Carlo methods. As an important ingredient, potentially of
independent interest, we generalized available ℓp-estimates for polynomial chaos expansions [12, 15, 16, 28, 33, 52] to
the weighted case, which allowed to apply recent results on weighted sparsity and recovery via weighted ℓ1-minimization
[46]. These weighted estimates also allow to determine good a-priori choices for a finite subset of F containing the
relevant Chebyshev coefficients – the set J s

0 defined in (5.2). The actual support set of the best s-term approximation
may be much smaller than J s

0 , but such an initial choice is required in order to run weighted ℓ1-minimization for
the reconstruction. We note that J s

0 may be a good choice also for other approaches such as least squares methods
[14, 34], see Remark 5.5(c).

Let us place the present results into perspective with other approximation methods for high-dimensional problems:
adaptive stochastic Galerkin methods [22, 21, 26], reduced basis approaches [2, 5] adaptive Smolyak discretizations
[53, 51] and adaptive interpolation methods [13] are all sequential in the sense that they rely on successive numerical
solution of the operator equation on parameter instances (adaptive Galerkin discretizations being intrusive on top).
This is in contrast to, say, Monte-Carlo or Quasi-Monte Carlo approaches which likewise offer dimension-independent
convergence rates for statistical moments of the solution, and which allow to access the parametric solution simulta-
neously at a set of samples. These methods do not, however, allow recovery of the parametric solution as does the
presently proposed approach. (Approximate sparse recovery of the entire, parametric solution u(·,y), rather than
just functionals G(·) of it, will be addressed in future contributions.) Moreover, the convergence rates of MC are
well-known to be limited to 1/2.

In contrast to the above mentioned sequential and deterministic methods, our CS-based methods are similar in
nature to so-called least-squares projection methods, recently proposed in [14, 34], which also rely on sample evaluations
at randomly chosen parameter locations. These least squares approaches require a-priori knowledge of a near-optimal
set of active indices in the gpc expansions of the parametric solution and have complexity exceeding the cardinality of
that set. In contrast, the presently proposed CS approach requires only specification of a (conservative and possibly
large) superset J s

0 containing the optimal s-term approximation set. The complexity of the CS approach is, as we
showed in the present article, sublinear in the cardinality of this candidate set and will pinpoint the ‘essential’ gpc
coefficients within this set, even if the set of these coefficients is “gappy” or lacunary. Expressed differently, given a
budget m of samples, least squares methods need a good guess for an index set of cardinality somewhat smaller than
m of relevant gpc coefficients, while compressive sensing methods need only a very rough estimate for this index set
which is allowed to be significantly larger than m.

In the present paper, we considered only affine parametric operator equations. We expect that extensions to
nonaffine, but still holomorphic, parameter dependence is possible analogously to [12], which will allow the application
to Bayesian inverse problems for parametric operator equations [50, 51]. These topics will be developed in detail
elsewhere.

7. Appendix: Proof of Corollary 5.4

(a) Set aj = 2 log2(vj) = log2(β
2) and A = log2(s/2). Observe that condition

∑
j∈S aj ≤ A− k in the second sum

in (5.11) can be met for some S with #S = k if and only if k ≤ A/(1 + log2(β
2)). Let us first consider the case that

d ≤ A/(1 + log2(β
2)) = A/ log2(2β

2) = log2β2(s/2). Then clearly d ≤ A and (5.11) yields

#Jd(t,v) ≤ 1 +

d∑

k=1

(A− k)k

k!

∑

S⊂[d]
#S=k∑

j∈S aj≤A−k

∏

j∈S

a−1
j = 1 +

d∑

k=1

(A− k)k

k!

(
d

k

)
(log2(β

2))−k

≤
d∑

k=0

(
d

k

)
(A/ log2(β

2))k = (A/ log2(β
2) + 1)d = (logβ2(β2s/2))d.



COMPRESSIVE SENSING PETROV-GALERKIN APPROXIMATIONOF HIGH-DIMENSIONAL PARAMETRIC OPERATOR EQUATIONS23

On the other hand, if d > A/ log2(2β
2) then we have

#Jd(t,v) ≤
⌊A/ log2(2β

2)⌋∑

k=0

(A− k)k

k!

(
d

k

)
(log2(β

2))−k ≤
⌊A/ log2(2β

2)⌋∑

k=0

(
d

k

)
(A/ log2(β

2))k

≤ (A/ log2(β
2))⌊A/ log2(2β

2)⌋
⌊A/ log2(2β

2)⌋∑

k=0

(
d

k

)
≤ (A/ log2(β

2))⌊A/ log2(2β
2)⌋
(

ed

⌊A/ log2(2β2)⌋

)⌊A/ log2(2β
2)⌋

≤ (log2(2β
2)ed/ log2(β))

A/ log2(2β
2) =

(
(1 + 1/ log2(β

2))ed
)log2(s/2)/ log2(2β

2)

= ((1 + 1/ log2(β
2))ed)log2β2 (s/2).

Here, we have applied the inequality
∑n

k=0

(
d
k

)
≤ (ed/n)n, see e.g. [1, Theorem 3.7], and used the fact that x 7→ (K/x)x

is monotonically increasing for 0 < x ≤ K/e1/K .
(b) We first note that the largest effective component of the indices in J s

0 is given by

d = max{j : ∃ν ∈ J s
0 with νj 6= 0} = max{j : vj ≤

√
s/4} = ⌊(s/(4c))1/(2α)⌋.

We set aj = 2 log2(vj) = 2α log2(j) + 2 log2(c), A = log2(s/2). The estimate (5.11) gives then

#J s
0 ≤ 1 +

⌊A⌋∑

k=1

(A− k)k

k!

∑

S⊂[d]
#S=k∑

j∈S aj≤A−k

∏

j∈S

a−1
j

= 1 +

⌊A⌋∑

k=1

(A− k)k

k!

∑

S⊂[d]
#S=k

2α log2(k!)≤A−k(1+2 log2(c))

∏

j∈S

1

2α log2(j) + 2 log2(c)

≤ 1 +
∑

k∈[⌊A⌋]
2α log2(k!)≤A−k(1+2 log2(c))

(A− k)k

k!
2−k

∑

S⊂[d]
#S=k

(α+ log2(c))
−(k−1)(log2(c))

−1

≤ 1 + (1 + α/ log2(c))
∑

k∈[⌊A⌋]
2α log2(k!)≤A−k(1+2 log2(c))

(
A

2α+ 2 log2(c)

)k
1

k!

(
d

k

)
.

Let K be the maximal number k such that 2α log2(k!) ≤ A − k(1 + 2 log2(c)). For k ≥ 4 we have log2(k!) ≥ k.
(The case K ≤ 3 only occurs for s < Dc, which can be handled by potentially adjusting constants.) Therefore,

K ≤ A
1+2α+2 log2(c)

. Moreover, Stirling’s inequality gives k! ≤
√
2πke1/(12k)(k/e)k for k ≥ 4 so that for such k we have

log2(k!) ≤ log2(2πe
1/24k)/2 + k log2(k/e) ≤

(
log2(2πe

1/24·4)
8 + log2(k/e)

)
k = log2(D0k)k with D0 = (8πe1/24)1/8/e ≈

0.55. Therefore, K also satisfies the lower bound K ≥ A
1+2α+α log2(D0K) ≥ A

1+α log2(D1A) with D1 = 2D0 = 1.1067.

Furthermore, observe that, for k = 1, . . . ,K, the sequence bk =
(

A
2α+2 log2(c)

)k
1
k! takes the maximum for k = K so

that, exploiting Stirling’s formula K! ≥
√
2πK(K/e)K , we obtain

#J s
0 ≤

(
1 +

α

log2(c)

)(
A

2α+ 2 log2(c)

)K
1

K!

K∑

k=0

(
d

k

)
≤
(
1 +

α

log2(c)

)(
A

2α+ 2 log2(c)

)K
1√

2πK(K/e)K
(ed/K)

K

≤
(
1 +

α

log2(c)

)
1√
2πK

(
e2dA

K2(2α+ 2 log2(c))

)K

≤
(
1 +

α

log2(c)

)√
1 + α log2(D1A)

2πA

(
e2d

A
· 1 + α log2(D1A)

2 log2(2
αc)

)A/(1+log2(2
αc))

.

Inserting here A = log2(s/2) yields

#J s
0 ≤

(
1 +

α

log2(c)

)√
1 + α log2(D1 log2(s/2))

2π log2(s/2)

(
e2αd

2 log2(s/2)
· log2(2

1/αD1A)

log2(2
αc)

)log2(s/2)/ log2(2
α+1c)

.
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Further using that d ≤ (s/4c)1/α yields

#J s
0 ≤

(
1 +

α

log2(c)

)√
1 + α log2(D1 log2(s/2))

2π log2(s/2)

(
e2α(s/4c)1/(2α)

2 log2(s/2)
· log2αc(2

1/αD1 log2(s/2))

)log
2α+1c(s/2)

≤ Cα,cs
γα,c log(s)

for suitable constants Cα,c, γα,c > 0 depending only on α and c.
(c) For exponentially growing weights vj = βj we have

d = max{j : ∃ν ∈ J s
0 with νj 6= 0} = max{j : vj ≤ s/4} = ⌊ log2(s/4)

log2(β)
⌋.

We set aj = 2 log2(vj) = 2j log2(β), A = log2(s/2). The estimate (5.11) now reads

#J s
0 ≤ 1 +

min{d,⌊A⌋}∑

k=1

(A− k)k

k!

∑

S⊂[d]
#S=k∑

j∈S aj≤A−k

∏

j∈S

a−1
j

≤ 1 +

min{d,⌊A⌋}∑

k=1
2 log2(β)

∑k
j=1

j≤A−k

(A− k)k

k!

∑

S⊂[d]
#S=k

(2 log2(β))
−k
∏

j∈S

j−1.

Note that since
∑k

j=1 j = k(k + 1)/2 ≥ k2/2, the condition 2 log2(β)
∑k

j=1 j ≤ A− k is implied by k ≤
√

A
log2(β)

< d.

Therefore,

#J s
0 ≤ 1 +

⌊
√

A/ log2(β)⌋∑

k=1

(
A

2 log2(β)

)k (
d

k

)
1

(k!)2

≤ 1 +

(
A

2 log2(β)

)⌊
√

A/ log2(β)⌋ 1

(⌊
√
A/ log2(β)⌋!)2

⌊
√

A/ log2(β)⌋∑

k=1

(
d

k

)

≤ 1 +

(
A

2 log2(β)

)√A/ log2(β) 1

2π
√
A/ log2(β)(A/ log2(β)/e

2)
√

A/ log2(β)

(
ed√

A/ log2(β)

)√A/ log2(β)

= 1 +
1

2π
√
A/ log2(β)

(
e3d√

A/ log2(β)

)√A/ log2(β)

≤ 1 +
1

2π
√
log2(s/2)/ log2(β)

(
e3 log2(s/4)/ log2(β)√

log2(s/2)/ log2(β)

)√log2(s/2)/ log2(β)

≤ 1 +
1

2π
√
logβ(s/2)

(
e3
√
logβ(s/2)

)√logβ(s/2)

.

This concludes the proof.
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