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NONSMOOTH TRUST REGION ALGORITHMS FOR LOCALLY

LIPSCHITZ FUNCTIONS ON RIEMANNIAN MANIFOLDS

P. GROHS*, S. HOSSEINI*

Abstract. This paper presents a Riemannian trust region algorithm for un-

constrained optimization problems with locally Lipschitz objective functions
defined on complete Riemannian manifolds. To this end we define a function

Φ : TM → R on the tangent bundle TM , and at k-th iteration, using the
restricted function Φ|Txk

M where Txk
M is the tangent space at xk, a local

model function Qk that carries both first and second order information for
the locally Lipschitz objective function f : M → R on a Riemannian mani-
fold M , is defined and minimized over a trust region. We establish the global
convergence of the proposed algorithm. Moreover, using the Riemannian ε-
subdifferential, a suitable model function is defined. Numerical experiments
illustrate our results.

1. introduction

Most classical problems considered in optimization are formulated in Banach
spaces, where the linear structure plays an important role. However, many prob-
lems in computer vision, robotics, signal processing and geometric mechanics, to
name but a few, are more conveniently expressed as optimization problems on Rie-
mannian manifolds [4, 34, 30, 40, 43, 46]. Therefore it is of eminent interest to
develop useful computational and theoretical tools of optimization on manifolds.
This paper is concerned with the numerical solution of optimization problems de-
fined on Riemannian manifolds where the objective function may be nonsmooth.

Many algorithms for solving the following unconstrained optimization problem,

min
x∈Rn

f(x)

where f : Rn → R is continuously differentiable, have been proposed. Trust region
methods are an important class of iterative methods due to their strong global
convergence and fast local convergence; see [14] . In this class of iterative methods,
a step to the k+1-th iterate is obtained by minimizing a model function Qk defined
by

Qk(xk, d) = f(xk) +∇f(xk)
T d+

1

2
dTBkd,

over a restricted region centered at the current iterate. It is worth pointing out
that in this model function, Bk is adequately selected and the model function
preserves the first and second order information of the objective function f . The
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so-called trust region ratio evaluates an agreement between the model and the
actual objective reductions along the computed step. Considering the trust region
ratio, one can decide whether the step is accepted or rejected. After that the trust
region radius is updated and a new point is obtained.

The classical trust region methods for smooth problems cannot be used for non-
smooth ones since in general the gradient of the objective function at the current
iterate does not exist. Several trust region methods for minimizing a nonsmooth
objective function defined on a linear space have been presented and applied to the
nonlinear equations problem, the nonlinear fitting problem, and the constrained
optimization problems; see [37, 15, 3] and references therein. The most well-known
nonsmooth trust region methods begin from a starting point x1 which may not be
close to the minimum of the objective function f : Rn → R. They use a function
Φ : Rn × R

n → R to build at each iteration a model Qk defined by

Qk(xk, d) = f(xk) + Φ(xk, d) +
1

2
dTBkd,

which must be an approximation of f(xk + d) for small d. Therefore, they should
impose some conditions on the function Φ : Rn × R

n → R and the sequence of the
symmetric matrices Bk. For instance, [37] is among the first works on trust region
methods for unconstrained optimization problems with locally Lipschitz objective
functions; in that article several conditions on Bk and Φ : R

n × R
n → R are

proposed, which insure that Qk is an approximation for f(xk + d) for small d and
the algorithm is convergent.

Nonsmooth trust region algorithms approximately solve the subproblem

min
{d∈Rn: ‖d‖≤δk}

Qk(xk, d)

to obtain dk. Using the trust region ratio, either the step is accepted or rejected.
The extension of nonsmooth trust region algorithms and their (global) conver-

gence properties to Riemannian manifolds are the subject of the present paper. A
manifold, in general, does not have a linear structure; hence the usual techniques,
which are often used to study optimization problems on linear spaces cannot be
applied and new techniques need to be developed.

The development of Riemannian nonsmooth optimization algorithms is primarily
motivated by large-scale applications that have gained much popularity in recent
years regarding the framework of l1 optimization, stochastic optimization, and sta-
tistical learning. Those applications include robust, sparse, structured principal
component analysis, statistics on manifolds (e.g. median calculation of positive
semidefnite tensors), and low-rank optimization (matrix completion, collaborative
filtering, source separation); see [28, 47, 48, 46]. Furthermore, these algorithms have
many applications in image processing, computer vision, nonsmooth constrained
optimization problems on linear spaces; [5, 12, 18].

Previous Work. For the optimization of smooth objective functions many
classical methods for unconstrained minimization, such as Newton-type and trust-
region methods, have been successfully generalized to problems on Riemannian
manifolds; see [1, 4, 16, 34, 39, 44, 45, 49]. The recent monograph [2] by Absil,
Mahony and Sepulchre discusses, in a systematic way, the framework and many
numerical first-order and second-order manifold-based algorithms for minimization
problems on Riemannian manifolds with an emphasis on applications to numerical
linear algebra; see [2].
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As we discussed above, one of the most important methods in the unconstrained
optimization of smooth functions is the trust region method due to its strong global
convergence and fast local convergence. In [1], a Riemannian trust region method
for smooth functions on Riemannian manifolds was introduced. Similar to Eu-
clidean trust region methods, the Riemannian trust region method ensures global
convergence properties while allowing superlinear local convergence. The trick in
[1] was to define a retraction R on a Riemannian manifold M that defines for any
x ∈ M , a one-to-one correspondence Rx between a neighborhood of x in M and a
neighborhood of 0x in the tangent space TxM . Using this retraction, the objective
function f onM is lifted to an objective function fx = f ◦Rx on TxM . Then a qua-
dratic model of fx is defined, and a classical method on the Euclidean space TxM is
used to compute a minimizer of the model within a trust region around 0x ∈ TxM .
Afterward, the minimizer is lifted back to M to be a new candidate for the next
iterate. The most noticeable point in the mentioned trust region method is that
it does not deal with a unique objective function since in any iteration the retrac-
tion is changed. However, the authors proved that under some conditions, the nice
properties of the classical trust region method are preserved in their Riemannian
generalizations.

In considering optimization problems with nonsmooth objective functions on
Riemannian manifolds, it is necessary to generalize concepts of nonsmooth analysis
to Riemannian manifolds. In the past few years a number of results have been
obtained on numerous aspects of nonsmooth analysis on Riemannian manifolds;
see [6, 7, 23, 24, 25, 33].

Recently, some mathematicians have started developing nonsmooth optimization
algorithms for manifold settings although their attempts are limited to generalizing
some subgradient based and proximal point algorithms. In [8, 11, 19], constrained
minimization problems on Hadamard manifolds are solved using a generalization
of the proximal point method. There have also been some studies by Ferreira,
Bento and Oliveira and their colleagues who generalized subgradient-type meth-
ods for convex and quasiconvex functions defined on Riemannian manifolds; see
[9, 10, 17, 20, 36]. Finally, it is worth mentioning paper [18], which presents a
survey on Riemannian geometry methods for smooth and nonsmooth constrained
optimization as well as gradient and subgradient descent algorithms on a Riemann-
ian manifold. In that paper, the methods are illustrated by applications from
robotics and multi antenna communication.

Contributions. Our main contributions are twofold. First, we impose some
conditions on a function Φ : TM → R, where TM is the tangent bundle of a
Riemannian manifold M , to insure that our model function

Qk(xk, ·) = f(xk) + Φ(xk, ·) +
1

2
〈Bk·, ·〉 : Txk

M → R

preserves the first order information of the locally Lipschitz objective function
f : M → R. Our proposed conditions are generalizations of the conditions in
[37]. Our first main result, Theorem 3.6, states that, provided these assumptions
are satisfied, then the Riemannian trust region scheme which iteratively (approxi-
mately) minimizes the model function Qk on a ball in Txk

M converges globally to
a critical point of f .

As the second main contribution of this paper, in Section 4 we propose several
choices for a suitable function Φ, the simplest one being the Clarke generalized
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directional derivative of f as a function TM → R. However, this function is only
practical if the subdifferential of f can be computed explicitly, which might not
be the case. Therefore, based on an approximation scheme for the so-called ε-
subdifferential first introduced in [22] for the Riemannian case, we also present a
numerical approximation of the subdifferential which is efficiently computable and
which still yields a globally convergent algorithms. This is carried out in Section 4.

To the best of our knowledge, the resulting algorithm is the first practical non-
smooth trust region algorithm for locally Lipschitz functions defined on Riemannian
manifolds. In Section 5 we present some numerical experiments. Our proposed al-
gorithm is implemented in MATLAB and applied to some nonsmooth problems
with locally Lipschitz objective functions. Numerical results show that the pro-
posed algorithm has a far better performance in some problems in comparison with
existing first order methods, such as subgradient descent.

2. preliminaries

Throughout this paper, M is an n-dimensional complete manifold endowed with
a Riemannian metric 〈., .〉 on the tangent space TxM ; see [29]. As usual B(x, δ)
denotes the open ball centered at x with radius δ. For the point x ∈ M, expx :
Ux →M defines the exponential function at x, where Ux is an open subset of TxM .
For a minimizing geodesic γ : [0, l] → M connecting x to y in M, and for a vector
v ∈ TxM there is a unique parallel vector field P along γ such that P (0) = v, this is
called the parallel translation of v along γ. The mapping TxM ∋ v 7→ P (l) ∈ TyM
is a linear isometry from TxM onto TyM . This map is denoted by Lxy. An easy
consequence of the definition of the parallel translation along a curve as a solution
to an ordinary linear differential equation implies that the mapping

(2.1) C : TM → Tx0
M, C(x, ξ) = Lxx0

(ξ),

when x is in a neighborhood U of x0, is well defined and continuous at (x0, ξ0);
that is, if (xn, ξn) → (x0, ξ0) in TM then Lxnx0

(ξn) → Lx0x0
(ξ0) = ξ0, for every

(x0, ξ0) ∈ TM ; see [6, Remark 6.11].
Note that iM (x) denotes the injectivity radius of M at x; that is the suprimum

of the radius r of all balls B(0x, r) in TxM for which expx is a diffeomorphism from
B(0x, r) onto B(x, r). If U is a compact subset of a Riemannian manifold M and
i(U) := inf{iM (x) : x ∈ U}, then 0 < i(U); see [26].

A set S in a Riemannian manifold M is said to be convex if every two points
p1, p2 ∈ S can be joined by a unique geodesic whose image belongs to S.

A real valued function f is said to be locally Lipschitz on M if f is Lipschitz
near x, for every x ∈M ; that is for every x ∈M , there exit an open neighborhood
B(x, δ) and a real number k > 0 such that | f(z) − f(y) |≤ kdist(z, y) for every
z, y ∈ B(x, δ), where dist is the Riemannian distance on M .

It is easy to see that the metric on TM can be defined as follows; see [13].
Assume that u, v ∈ TM , π : TM → M is the projection map, and let γ be a
piecewise smooth path from x = π(u) to y = π(v), whose derivative is never zero.
Let Lγ

xy be the parallel translation along γ. We define the square of the distance
from u to v as the infimum over all paths γ from π(u) to π(v) of

distγ(u, v)
2 = ‖Lγ

xy(u)− v‖2 + length(γ)2.
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To justify the above assertion, note that over a small piece of γ, parallel trans-
lation gives us a canonical identification of any two tangent spaces, and hence the
tangent bundle is metrically the product of an interval and R

n.
If x and y are two points in the same convex neighbourhood in M , let γ be the

geodesic joining them and Lxy be the parallel translation along γ from the tangent
space at x to the tangent space at y. Then

distTM (u, v)2 ≤ ‖Lxy(u)− v‖2 + dist(x, y)2.

Moreover,

dist(x, y) ≤ distTM (u, v).

3. A nonsmooth trust region method on Riemannian manifolds

Assume that f :M → R is a locally Lipschitz function on a complete Riemannian
manifold M .

The trust region algorithm proposed in the present section, which is based on
[37], relies on the choice of a function Φ : TM → R (modeling the derivative of
f) and a sequence {Bk : k = 1, 2, ..} of n × n symmetric matrices (modeling the
Hessian of f) from which we build a sequence of model functions

Qk :

{

Txk
M → R

(xk, d) 7→ f(xk) + Φ(xk, d) +
1
2 〈Bkd, d〉

analogous to a second order Taylor expansion in the Euclidean case.
Then the proposed trust region scheme iteratively computes approximative min-

ima of these model functions over a trust region as follows:
Let

(3.1)
d∗k = argmin{Qk(xk, dk) = f(xk)+Φ(xk, dk)+1/2〈Bkdk, dk〉 : dk ∈ Txk

M, ‖dk‖ ≤ δk}.

Then in each iteration step we compute d∗k or, if this turns out to be not practical,
an approximation d̄k of d∗k in the sense that

(3.2) f(xk)−Qk(xk, d̄k) ≥ c0[f(xk)−Qk(xk, d
∗
k)] and ‖d̄k‖ ≤ δk,

for a fixed constant 0 < c0 ≤ 1.
Then, depending on the trust ratio in each step we either reduce the trust region

by reducing the value δk and solving (3.1), or we update

(3.3) xk+1 := expxk
(d̄k),

see Algorithm 1.

Remark 3.1. A natural choice for the function Φ would be the Clarke generalized
directional derivative of f as defined below in (4.1).

In case the Clarke generalized directional derivative of f is not given explicitly (as
is the case for instance in [18, Sections 3.2 and 3.3] and [27]), in Section 4 we also
propose a numerical approximation which only solves (3.1). The choice of matrices
{Bk} is quite general; in our results they simply need to be uniformly bounded but
even this property can be weakened; see for instance [37]. In our algorithms we
have used a Riemannian generalization of the BFGS method to iteratively update
the matrices Bk; see also [38].
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Algorithm 1 A nonsmooth trust region algorithm on Riemannian manifolds

1: Data: An n-dimensional complete Riemannian manifold (M, g); a real valued
locally Lipschitz function f on M .

2: Parameters: δ0 >, δ0 > δ1 > 0, c0, c1, c2, c3, c4 > 0, c2 < c1 < 1, c0 ≤ 1.
3: Input: initial iterate x1 ∈M , and B1 ∈ S(n).
4: Output: sequence of iterates {xk}.
5: for k = 1, 2, ... do find

(3.4)
d∗k = argmin{Qk(xk, dk) = f(xk)+Φ(xk, dk)+1/2〈Bkdk, dk〉 : dk ∈ Txk

M, ‖dk‖ ≤ δk}.

where Φ : TM → R is a given function.
6: Assume d̄k is an inexact solution of 3.4 in the sense that

f(xk)−Qk(xk, d̄k) ≥ c0[f(xk)−Qk(xk, d
∗
k)]

and ‖d̄k‖ ≤ δk.
7: if d̄k = 0 then, Stop.
8: else

9:

rk =
f(xk)− f(expxk

(d̄k))

f(xk)−Qk(xk, d̄k)
,

10: if c2 < rk, then xk+1 = expxk
(d̄k) and update Bk.

11: end if

12: if rk ≤ c2, then xk+1 = xk, δk+1 = c3δk.
13: else

14: if c2 < rk ≤ c1, then δk+1 = δk.
15: else δk+1 = min{c4δk, δ0}.
16: end if

17: end if

18: end if

19: end for

Remark 3.2. Instead of using the exponential map to update xk, we can choose
a retraction R : TM → M . The notion of retraction on a manifold, includes all
first-order approximations to the Riemannian exponential; see [1]. The retraction
can be used to take a step in the direction of a tangent vector. Using a good retrac-
tion amounts to finding an approximation of the exponential mapping that can be
computed with low computational cost while not adversely affecting the behavior of
the optimization algorithm.

In the remainder of this section we formulate assumptions on the Φ to ensure
global convergence of the sequence (xk)k to a critical point of f , in the following
sense.

Definition 3.3. With f :M → R and Φ : TM → R, define

(3.5) ψ(x, δ) = sup{−Φ(x, d) : d ∈ TxM, ‖d‖ ≤ δ}.

The point x ∈M is called a critical point with respect to Φ of the objective function
f if there exists δ > 0 such that ψ(x, δ) = 0.

In the Euclidean case the notion of critical point as defined in Definition 3.3 is
common in the context of nonsmooth trust region methods; see [37, 15]. Under
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weak assumptions a critical point corresponds to a so-called ‘Dini stationary point’
[37].

One can show that a local minimizer x of a locally Lipschitz function f : M →
R is always a critical point, provided that the function Φ satisfies some natural
assumption. This will be done in Lemma 3.4 below.

3.1. Convergence Conditions. Let Φ : TM → R and I = {1, 2, ...}, N =
{x ∈ M : f(x) ≤ f(x1)} where x1 is a starting point for Algorithm 1. Let
{Bk : k = 1, 2, ..} be a sequence of n × n symmetric matrices. In this section,
we make some assumptions on Φ and Bk and show that these assumptions ensure
global convergence of Algorithm 1 to a critical point of f in the sense of Definition
3.3. We extend results of [37] to the Riemannian case.

We start with the following assumptions on the function Φ.

Assumption 3.1. Let Φ : TM → R. Assume that

(3.6) Φ(x, 0x) = 0 ∀x ∈M,

(3.7) Φ(x, αd) ≤ αΦ(x, d), ∀(x, d) ∈ TM, 0 ≤ α ≤ 1,

(3.8) for all x ∈M,Φ|TxM is lower semi continuous,

for any (x, d) ∈ TM it holds that

(3.9) f(expx(d))− f(x) ≤ Φ(d) + o(‖d‖),

and there exists δ∗ such that

(3.10) for all δ < δ∗ the function ψ(., δ) is lower semi continuous,

where ψ is defined in (3.5) and the implicit constant in the o-term is uniform over
compact sets.

First we show that, provided Φ satisfies Assumption 3.1, every local minimum of
a locally Lipschitz function f :M → R is a critical point in the sense of Definition
3.3.

Lemma 3.4. Suppose that f :M → R and Φ : TM → R such that Assumption 3.1
holds. Then every local minimizer of f is a critical point in the sense of Definition
3.3.

In order to establish this result we utilize the following simple lemma which is a
straightforward extension of [37, Lemma 3.1].

Lemma 3.5. Suppose that Φ satisfies Assumption 3.1 and let ψ be defined by
(3.5). Then for any x ∈ M , the function d 7→ ψ(x, d), d ∈ TxM , is nonnegative
and nondecreasing and for any α ∈ [0, 1],

ψ(x, αδ) ≥ αψ(x, δ),

and for any δ > 0,

ψ(x, δ) = 0 if and only if ψ(x, 1) = 0.

We can now proceed to the
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Proof of Lemma 3.4. Suppose that x̄ is a local minimizer of f on some neighbor-
hood B(x̄, δ) which is not a critical point, then Lemma 3.5 implies that ψ(x̄, 1) > 0.
Therefore, there exists dx̄ with ‖dx̄‖ ≤ 1 such that Φ(x̄, dx̄) < 0. Assume that t < 1
is small enough, hence by assumptions (3.9) and (3.7)

f(expx̄(tdx̄))− f(x̄) ≤ Φ(x̄, tdx̄) + o(‖tdx̄‖) ≤ tΦ(x̄, dx̄) + o(‖tdx̄‖).

Therefore, if t is small enough

f(expx̄(tdx̄))− f(x̄)

t
≤ Φ(x̄, dx̄)/2 < 0,

which means that x̄ is not a local minimizer of f and this is a contradiction. �

Now we want to establish conditions for the convergence of Algorithm 1 to a
critical point of f .

We need to make more assumptions on the starting point and the sequence
(Bk)k.

Assumption 3.2. Recall N = {x ∈ M : f(x) ≤ f(x1)} where x1 is the starting
point of Algorithm 1. Assume that N is bounded. Furthermore assume that there
exists C > 0 such that ‖Bk‖ ≤ C, for all k = 1, 2, ....

The main theorem of this section reads as follows.

Theorem 3.6. Suppose that Φ and (Bk)k are such that Assumptions 3.1 and 3.2
hold true. If x̄ is an accumulation point of {xk}, generated by Algorithm 1, then x̄
is a critical point of f in the sense of Definition 3.3.

In order to establish Theorem 3.6 we require the following result which can be
proved exactly in the same way as Lemma 3.2 in [37].

Lemma 3.7. Let x ∈M and δ > 0, 0 < c0 ≤ 1. Define

d∗ := argmin{Qx(d) := f(x) + Φ(x, d) + 1/2〈Bd, d〉 : d ∈ TxM, ‖d‖ ≤ δ}

and let d̄ be an approximate solution of the above problem in the sense that

f(x)−Qx(d̄) ≥ c0[f(x)−Qx(d
∗)] and ‖d̄‖ ≤ δ.

Then, for all ν ≥ δ it holds that

f(x)−Qx(d̄) ≥
c0
2ν
ψ(x, ν)min{δ, ψ(x, ν)/(‖B‖ν)},

where the second term in the min notation is understood as ∞ if B = 0.

The following lemma proves that if Algorithm 1 generates a sequence {xk} with
xk = x̄ for all large k, then x̄ is a critical point of f .

Lemma 3.8. Suppose that x̄ is an accumulation point of {xk} which is not a critical
point. Then there exist ǫ > 0 and β > 0 such that for all k satisfying

(3.11) dist(xk, x) < ǫ, 0 < δk < β, ‖Bk‖ ≤ C,

we have

rk =
f(xk)− f(expxk

(d̄k))

f(xk)−Qk(xk, d̄k)
> c2,

where xk, δk, c2 are the same as in algorithm 1.
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Proof. Since x̄ is not a critical point, Lemma 3.5 implies that ψ(x̄, δ̄) > 0 for every
δ̄ > 0. Using Assumption 3.10, let δ∗ be such that for all 0 ≤ δ ≤ δ∗, ψ(., δ) is lower
semi continuous. Therefore, there exist θ > 0 and ǫ > 0 such that ψ(x̄, δ∗) = 2θ > 0
and

ψ(xk, δ∗) > θ provided dist(xk, x̄) < ǫ.

Assuming that δk < β < δ∗, then by Assumption 3.9 and Lemma 3.7
(3.12)

f(expxk
(d̄k))−Qk(xk, d̄k)

f(xk)−Qk(xk, d̄k)
≤

o(‖d̄k‖)− 1/2〈Bkd̄k, d̄k〉

(c0/2δ∗)ψ(xk, δ∗)min{δk, ψ(xk, δ∗)/(‖Bk‖δ∗)}

≤
o(‖δk‖)

(c0/2δ∗)θmin{δk, θ/(Cδ∗)}
.

Assuming that β is small enough, then

f(expxk
(d̄k))−Qk(xk, d̄k)

f(xk)−Qk(xk, d̄k)
< 1− c2,

which completes the proof.
�

We can now proceed to the

Proof of Theorem 3.6. Note that M is a complete Riemannian manifold and N is
compact. We assume that an infinite subsequence {xk : k ∈ I∗} converges to some
x̄ which is not a critical point. Let I0 = {k : rk > c2} and I∗ ⊂ I0. Therefore, by
Lemma 3.7

f(xk)− f(xk+1) ≥ c2(f(xk)−Qk(xk, dk))

≥
c0c2
2δ0

ψ(xk, δ0)min{δk, ψ(xk, δ0)/(‖Bk‖δ0)}

≥
c0c2
2δ0

ψ(xk, δ0)min{δk, ψ(xk, δ0)/(Cδ0)}.

Therefore,

+∞ > f(x0)− f(x̄) ≥
c0c2
2δ0

∑

k∈I0

ψ(xk, δ0)min{δk, ψ(xk, δ0)/(Cδ0)}.(3.13)

By Lemma 3.5, we may find β and ǫ0 such that for all 0 < ǫ ≤ ǫ0 and xk ∈ clB(x̄, ǫ),

ψ(xk, δ0) ≥ ψ(xk, δ∗) ≥ β > 0.

Set I1 = {k ∈ I0 : δk ≥
ψ(xk, δ0)

Cδ0
} and I2 = I0 \ I1. Then (3.13) shows that

∑

k∈I1

(

ψ(xk, δ0)
)2
< +∞, and

∑

k∈I2
ψ(xk, δ0)δk < +∞. Hence, we may assume

that there isN(ǫ) > 0 such that for all k > N(ǫ) and k ∈ I∗, we have dist(xk, x̄) ≤
ǫ

2
and

∑

k∈I2, k>N(ǫ)

ψ(xk, δ0)δk ≤
ǫ

2
; for more details see [37].

By induction we can prove that for all k with k0 < k ≤ k1, where k0 is an index
in I∗ with k0 ≥ N(ǫ) and k1 is the first index in I1 greater than k0,

dist(xk, x̄) ≤ ǫ,

and therefore

ψ(xk, δ0) ≥ ψ(xk, δ∗) ≥ β > 0.
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This means that I1 must be finite since otherwise
∑

k∈I1

(

ψ(xk, δ0)
)2

is not finite.

Therefore, we have limk→∞ xk = x̄ for k ∈ I0 and
∑

k∈I0
δk <∞. This contradicts

the fact that δk+1 ≥ δk for all large k ∈ I0 and the proof is complete. �

4. A suitable model function

In the previous Section 3, we have developed a general trust region method and
established global convergence, provided that some criteria on the function Φ and
the sequence (Bk)k hold true. The present section presents several choices for Φ
which lead to convergent algorithms.

4.1. The Clarke generalized directional derivative. If f were a smooth func-
tion, then clearly the function Φ would simply be the directional derivative of f .
It is clear that since the function is not necessarily differentiable, we cannot use
the differential of the objective function, however we might be able to use gen-
eralized directional derivatives instead. Let us continue with the definition of the
Clarke generalized directional derivative for locally Lipschitz functions on Riemann-
ian manifolds; see [23, 25].

Definition 4.1 (Clarke generalized directional derivative). Suppose f :M → R is a
locally Lipschitz function on a Riemannian manifold M . Let φx : Ux → TxM be an
exponential chart at x. Given another point y ∈ Ux, consider σy,v(t) := φ−1

y (tw), a
geodesic passing through y with derivative w, where (φy, y) is an exponential chart
around y and d(φxoφ

−1
y )(0y)(w) = v. Then, the Clarke generalized directional

derivative of f at x ∈ M in the direction v ∈ TxM , denoted by f◦(x; v), is defined
as

f◦(x, v) = lim sup
y→x, t↓0

f(σy,v(t))− f(y)

t
.

If f is differentiable in x ∈ M , we define the gradient of f as the unique vector
grad f(x) ∈ TxM, which satisfies

〈grad f(x), ξ〉 = df(x)(ξ) for all ξ ∈ TxM.

Definition 4.2 (Subdifferential). We define the subdifferential of f , denoted by
∂f(x), as the subset of TxM whose support function is f◦(x; .). It can be proved
[23] that

∂f(x) = conv{ lim
i→∞

grad f(xi) : {xi} ⊆ Ωf , xi → x},

where Ωf is a dense subset of M on which f is differentiable.1

Therefore, we have a good candidate for the function Φ : TM → R, which can
be defined by

(4.1) Φ(x, d) := f◦(x, d) = sup{〈ξ, d〉 : ξ ∈ ∂f(x)},

see [23].
The resulting model function leads to a convergent algorithm as the following

result shows.

1Note that lim grad f(xi) in this definition is obtained as follows. Let ξi ∈ Txi
M , i = 1, 2, ... be

a sequence of tangent vectors of M and ξ ∈ TxM . We say ξi converges to ξ, denoted by lim ξi = ξ,

provided that xi → x and, for any smooth vector field X, 〈ξi, X(xi)〉 → 〈ξ,X(x)〉.
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Theorem 4.3. Let f : M → R be locally Lipschitz and define Φ as in (4.1).
Then the function Φ satisfies Assumption 3.1. In particular, Algorithm 1 converges
globally to a critical point of f .

Proof. The fact that Φ satisfies Assumption 3.1 follows directly from Theorem 2.4
and Theorem 2.9 of [23]. Therefore, by Theorem 3.6 the resulting trust region
algorithm converges. �

4.2. The ε-subdifferential. A crucial observation is that the computation of Φ
as in (4.1) can be impractical in case that no explicit expression for the subdiffer-
ential ∂f(x) is available. Using an approximation of the Clarke subdifferential, we
overcome this problem and define a local model that is practically and efficiently
implementable.

The following definition presents an approximation of the subdifferential which
can be computed approximately; see [22].

Definition 4.4 (ε-subdifferential). Let f : M → R be a locally Lipschitz function
on a Riemannian manifold M , ε < iM (x). We define the ε-subdifferential of f at
x denoted by ∂εf(x) as follows;

∂εf(x) = conv{d exp−1
x (y)(∂f(y)) : y ∈ clB(x, ε)}.

The following result has been proven in [21].

Lemma 4.5. Let U be a compact subset of M and ε < i(U); then for every open
neighborhood W in U , the set valued mapping ∂εf : W → TM is upper semi con-
tinuous.

Now we construct a suitable model function for the following unconstrained
optimization problem,

min
x∈M

f(x),

where f :M → R is a locally Lipschitz function. Assume that D is a bounded open
subset of M and ε < i(cl(D)). We define Φ : TD → R by

(4.2) Φ(x, d) := sup{〈ξ, d〉 : ξ ∈ ∂εf(x)}, for every x ∈ D.

We now show that this function Φ satisfies Assumption 3.1.

Theorem 4.6. The function Φ : TD → R defined by (4.2) satisfies Assumption
3.1.

Proof. It is easy to prove that Φ satisfies assumptions 3.6 and 3.8. Moreover, Φ|TxM

is upper semi continuous, to show this for every ǫ > 0, we set δ < ǫ/K where K is
the Lipschitz constant of f on a neighborhood of x. Now if ‖d− w‖ < δ, then

Φ(x,w) ≤ Φ(x,w − d) + Φ(x, d) ≤ K‖w − d‖+Φ(x, d) < ǫ+Φ(x, d),

therefore the claim is proved.
To prove that Φ satisfies Assumption 3.9, note that for (x, d) ∈ TM ,

f(expx(d))− f(x) ≤ f◦(x, d) + o(‖d‖) ≤ Φ(x, d) + o(‖d‖).

Now we prove that Φ satisfies Assumption 3.10. To this end, we first prove that:
For each ǫ > 0, there exists δ > 0 such that for x ∈ B(x0, δ) ⊂ D

Lxx0
(∂εf(x)) ⊆ ∂εf(x0) + ǫBTx0

M ,
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where BTx0
M is the unit ball of Tx0

M . To see this; note that for ǫ > 0 the set

∂εf(x0)+ ǫBTx0
M is an open neighborhood of Lx0x0

(∂εf(x0)) = ∂εf(x0). It follows

from the continuity of (2.1) that there exists an open neighborhood V ⊂ TM of
∂εf(x0) such that

C(V ) ⊆ ∂εf(x0) + ǫBTx0
M .

By the upper semi continuity of ∂εf , there exists a neighborhood V ′ of x0 such
that for each x ∈ V ′, we have ∂εf(x) ⊆ V . Now let x ∈ V ′, then

Lxx0
(∂εf(x)) ⊆ ∂εf(x0) + ǫBTx0

M ,

as required. Now we claim that there exists δ∗ > 0 such that for all x ∈ D and
dx ∈ TxM with ‖dx‖ < δ∗, we have Φ is upper semi continuous at dx.

To prove the claim; assuming that d exp−1
x on clB(x, ε) is bounded by some

mx ≥ 0, from the Lipschitzness of f on clB(x, ε), Theorem 2.9 of [23] implies
that for every ξ ∈ ∂εf(x), ‖ξ‖ ≤ mxKx. Since cl(D) is compact, there exists a
finite number of neighborhoods B(xi, ε) such that D ⊂

⋃n
i=1B(xi, ε). Assume that

m1K := min{mxi
Kxi

: i = 1, . . . , n}, δ∗ := m1K. Let x and dx be, respectively,
arbitrary elements of D and TxM with ‖dx‖ < δ∗.

We prove that for each ǫ > 0, there exists δ > 0 such that

Φ(y, dy) < Φ(x, dx) + ǫ, provided distTM (dx, dy) < δ.

Assume that 0 < ǫ < 1, then there exists δ1 > 0 such that for each y ∈ B(x, δ1) ⊂ D,

Lyx(∂εf(y)) ⊆ ∂εf(x) +
ǫ

3Km1
BTxM .

Since Φ|TxM is upper semi continuous and Φ(x, 0x) = 0, hence there exists δ3 > 0
such that ‖wx‖ < δ3 implies that Φ(x,wx) < ǫ/3. Assume that σ := min{δ3,

m1Kǫ
3 },

then the continuity of (2.1) implies that there exists δ2 > 0,

‖Lyx(dy)− dx‖ < σ, provided distTM (dx, dy) < δ2.

Let δ < min{δ1, δ2, δ3} be such thatB(x, δ) is convex. We suppose that distTM (dx, dy) <
δ, then dist(x, y) < δ and y ∈ B(x, δ) ⊂ D. Therefore

(4.3)

Φ(y, dy) = sup
ξ

{〈ξ, dy〉 : ξ ∈ ∂εf(y)}

= sup{〈Lyxξ, Lyxdy〉 : ξ ∈ ∂εf(y)}

≤ sup
η
{〈η, Lyxdy〉 : η ∈ ∂εf(x) +

ǫ

3Km1
BTxM}

= sup
θ,v

{〈θ + v, dx + wx〉 : θ ∈ ∂εf(x), v ∈
ǫ

3Km1
BTxM , ‖wx‖ < σ}

≤ sup
θ

{〈θ, dx〉+ 〈θ, wx〉 : θ ∈ ∂εf(x), ‖wx‖ < σ}+
ǫ2

9
+
ǫ

3

≤ Φ(x, dx) +
ǫ2

9
+
ǫ

3
+ Φ(x,wx) ≤ Φ(x, dx) + ǫ,

�

A key property of the ε-subdifferential is that it can be approximated efficiently.
In our implementations, we substitute the ε-subdifferential of the objective func-
tion f with its approximation presented in [21]. Indeed, to approximate the ε-
subdifferential at xk, we start with the gradient of an arbitrary point nearby xk
and move the gradient to the tangent space in xk via the derivative of the logarithm
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mapping, and in every subsequent iteration, the gradient of a new point nearby xk is
computed and moved to the tangent space in xk to add to the working set to improve
the approximation of ∂εf(xk). Indeed, we do not want to provide a description of
the entire ε-subdifferential set at each iteration; what we do is approximate ∂εf(xk)
by the convex hull of its elements. In this way, let Wl := {v1, ..., vl} ⊆ ∂εf(xk);
then we define

wl := argmin
v∈convWl

‖v‖.

Now if we have

(4.4) f(expxk
(εgl))− f(xk) ≤ −cε‖wl‖, c ∈ (0, 1)

where gl = − wl

‖wl‖
, then we can say convWl is an acceptable approximation for

∂εf(xk). Otherwise, we add a new element of ∂εf(xk) \ convWl to Wl. See [21] for
further details on how to algorithmically realize this approximation procedure.

5. Numerical Experiments

The Riemannian nonsmooth trust region algorithm presented in the previous
section was implemented in Matlab. To the best of our knowledge, our algorithm is
the first practical nonsmooth trust region algorithm for locally Lipschitz functions
defined on Riemannian manifolds. In our implementation, we update the sequence
of matrices {Bk} by using the BFGS method; see [38]. Moreover, we compare the
nonsmooth trust region algorithm with Riemannian subgradient descent algorithms
presented in [12, 22, 18]. The number of function evaluations is used as a measure
efficiency for the algorithms. The parameters are initialized similar to the smooth
version of the classical trust method. We set the parameters as c1 = 0.75, c2 = 0,
c3 = 0.5, c4 = 2, c = 10−4, ε = 10−6, δ = 10−1, δ1 = 10−1. As in the examples,
our manifold is a unit sphere, we assume that δ0 = 7.

The unit sphere S2 is the smooth compact manifold

S2 = {x ∈ R
3 : ‖x‖ = 1},

and the global coordinates on S2 are naturally given by this embedding into R
3.

The tangent space at a point x ∈ S2 is

TxS
2 = {v ∈ R

3 : 〈x, v〉 = 0}.

The inner product on TxS
2 is defined by

〈v, w〉TxS2 = 〈v, w〉R3 .

The exponential map

expx : TxS
2 → S2

is defined by

expx(v) = cos(‖v‖)x+ sin(‖v‖)
v

‖v‖
.

Moreover, if x ∈ S2, then

exp−1
x : S2 → TxS

2

is defined by

exp−1
x (y) =

θ

sin(θ)
(y − x cos(θ)),
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where θ = arccos〈x, y〉. The Riemannian distance between two points x, y in S2 is
given by

dist(x, y) = arccos〈x, y〉.

Let t→ γ(t) be a geodesic on S2, and let u = γ◦(0)
‖γ◦(0)‖ . The parallel translation of a

vector v ∈ Tγ(0)S
2, along the geodesic γ, is given by [2]

Lγ(0)γ(t)(v) = −γ(0) sin(‖γ◦(0)‖t)u′v + u cos(‖γ◦(0)‖t)u′v + (I − uu′)v.

5.1. Denoising on a sphere. First, we are going to solve the one dimensional
total variation problem for functions which map into a two dimensional sphere S2.
Assuming that M is a manifold, consider the minimization problem

(5.1) min
u∈BV ([0,1];M)

{F (u) := dist2(f, u)
2 + λ‖∇u‖1}

where f : [0, 1] → M is the given (noisy) function, u is a function of bounded
variation from [0, 1] to M , dist2 is the distance on the function space L2([0, 1];M)
and λ > 0 is a Lagrangian parameter, [41]. Note that for every w ∈ [0, 1], ∇u(w) :
R → Tu(w)M and ‖∇u‖1 =

∫

[0,1]
‖∇u(w)‖dw. Now we can formulate a discrete

version of the problem (5.1) by restricting the space of functions to VM
h which is

the space of all geodesic finite element functions for M associated with a regular
grid on [0, 1]; see [42, 21]. We refer to [42] for the definition of geodesic finite
element spaces VM

h .
Using the nodal evaluation operator ε : VM

h → Mn, (ε(vh))i = vh(xi), where xi
is the i-th vertex of the simplicial grid on [0, 1], one can find an equivalent problem
defined on Mn as follows,

(5.2) min
u∈Mn

{F∗(u) := dist∗(ε(f), u)
2 + λ‖∇(ε−1(u))‖1}

where dist∗ is the Riemannian distance on Mn.
Let ε(f) = (p1, ...., pn), then F∗ :Mn → R can be defined by

F∗(u1, ..., un) = Σn
i=1dist(pi, ui)

2 + λΣn−1
i=1 dist(ui, ui+1),

where dist is the Riemannian distance on M .
Now we assume that M = S2. First, we need to define a function from [0, 1] to

S2 to get the original image. Afterward, we add a gaussian noise to the image to
get the noisy image. Finally, we apply Algorithm 1 to the function F∗ defined on
M100 to get the denoised image; see Figure 1.

Table 1 provides the numerical results for the TV regularization on S2 using
the nonsmooth trust region method and ε-subdifferential method. In this table,
“nfval” stands for the number of function evaluations, we also have presented the
minimum value of the function. The number of function evaluations is considered
as a measure of efficiency for the trust region method.

5.2. Riemannian geometric median on a sphere. Our second numerical ex-
periment is concerned with the Riemannian geometric median on S2. Let M be
a Riemannian manifold. Given points p1, ..., pm in M and corresponding positive
real weights w1, ..., wm, with

∑m
i=1 wi = 1, define the weighted sum of distance

functions

f(q) =

m
∑

i=1

widist(pi, q),
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Figure 1. TV regularization on S
2.

Table 1. Numerical results in terms of number of function evaluations
and the final obtained value of the function for TV regularization.

No. f in trust region method nfeval f in ε-subdifferential method nfeval
1 3.2266 365 3.2362 934
2 3.2512 327 3.2579 976
3 3.2902 424 3.3145 3316
4 3.2794 509 3.2896 3097
5 3.2366 365 3.2472 934
6 3.2212 327 3.2572 971
7 3.2432 424 3.3066 3216
8 3.2884 509 3.2976 1097
9 3.2187 325 3.2472 1100
10 3.2012 327 3.2972 1906
11 3.2302 424 3.3136 1001
12 3.2394 509 3.2576 1097
13 3.2234 365 3.2365 4934
14 3.2456 327 3.2542 3976
15 3.2912 424 3.3298 3316

where dist is the Riemannian distance function on M . We define the weighted
geometric median x as the minimizer of f . When all the weights are equal, wi =
1/m, we call x simply the geometric median. Now, we assume that M = S2.
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Table 2. Numerical results in terms of number of function evaluations
and the final obtained value of the function for the geometric median

on S
2

No. f in trust region method nfeval f in ε-subdifferential method nfeval
1 0.4306 8 0.4365 192
2 0.4302 11 0.4305 67
3 0.4101 2 0.4200 108
4 0.4338 13 0.4390 110
5 0.4206 13 0.4273 93
6 0.4312 5 0.4326 97
7 0.4302 11 0.4321 105
8 0.4394 11 0.4398 109
9 0.4316 11 0.4321 98
10 0.4212 8 0.4237 97
11 0.4302 9 0.4388 128
12 0.4334 10 0.4399 167
13 0.4266 6 0.4280 211
14 0.4292 5 0.4300 145
15 0.4372 4 0.4384 316

Table 2 provides the numerical results for finding the geometric median on S2

with m = 5000, using the nonsmooth trust region method and the ε-subdifferential
method. The starting point and the points pi are chosen randomly. As before,
“nfval” stands for the number of function evaluations; we also have presented the
minimum value of the function. The number of function evaluations is considered
as a measure of efficiency for the trust region method.

5.3. Rayleigh quotients on a sphere. Now we are going to compare our non-
smooth trust region algorithm with the Riemannian subgradient descent presented
in [18]. To this end, we consider the maximum of m Rayleigh quotients on the
sphere Sn−1, i.e.,

(5.3) f(x) = max
i=1,...,m

1

2
x′Aix,

where Ai ∈ R
n×n is symmetric. Our aim is to find a minimum of f . Table 3

provides the numerical results for finding the minimum of f on S2 with m = 20,
using the nonsmooth trust region method and the subgradient descent method.

Moreover, we say that an algorithm solves a problem successfully if the following
condition is satisfied:

|fopt − f ∗ |

|fopt + 1|
≤ ǫ,

where fopt is the minimum value of the function and f∗ is the minimum value
obtained by the algorithm, and ǫ = 10−4 is an accuracy level. Figure 2 shows that
the nonsmooth trust region algorithm solve the problem.

6. Conclusions

We have presented a practical algorithm in the context of trust region methods
for nonsmooth problems on Riemannian manifolds. To the best of our knowledge,
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Table 3. Numerical results in terms of number of function evaluations
and the final obtained value of the function for Rayleigh quotients on

S
2

No. f in trust region method nfeval f in subdifferential method nfeval
1 0.6529 128 1.7832 501
2 0.3294 116 0.3341 3614
3 0.7321 116 0.7996 5501
4 0.5211 123 0.5458 2123
5 0.5156 117 0.4962 509
6 0.6321 156 0.6578 1504
7 0.4321 167 0.4567 1350
8 0.6421 127 0.6432 680
9 0.7691 117 0.7761 1384
10 0.4021 116 0.4187 890
11 0.6531 170 0.6520 1230
12 0.5090 175 0.5021 2012
13 0.5401 149 0.5721 1890
14 0.3489 110 0.3901 2056
15 0.3209 113 0.3009 1105

0 20 40 60 80 100 120
10

−12

10
−10

10
−8

10
−6

10
−4

10
−2

10
0

10
2

iterations

|f
o
p
t−

f|
/|
fo

p
t+

1
|

 

 

Trust region method

Subgradient method

Figure 2. Rayleigh qoutients on S
2. We compare the trust region

method introduced in this paper with the Riemannian subgradient al-
gorithm from [18].
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this is the first paper on nonsmooth trust region method on Riemannian manifolds.
We also introduce a practical local model in our trust region scheme for locally Lip-
schitz functions. We have seen that the use of exponential map yields trust region
subproblems expressed in Euclidean spaces TxM . Therefore, all the classical meth-
ods for solving the trust region subproblem can be applied. In our implementation,
we use the approach based on the Cauchy point and the CG-Steihaug methods; see
[3]. The main result is the global convergence property of our trust region method
which is stated in Theorem 3.6.

An implementation of our proposed trust region algorithm, along with the sub-
gradient and ε-subgradient methods, is given in Matlab environment and tested on
some problems. Numerical results of the considered algorithms show that compar-
ing with the ε-subgradient algorithm, the nonsmooth trust region algorithm has a
better performance in terms of the number of function evaluations. Moreover, com-
paring with the subgradient algorithm, the nonsmooth trust region method gives
us a better approximation of the minimum value of the function.
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