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EFFICIENT COMPUTATION OF ALL SPEED FLOWS USING

AN ENTROPY STABLE SHOCK-CAPTURING

SPACE-TIME DISCONTINUOUS GALERKIN METHOD.

A. HILTEBRAND AND S. MISHRA

Abstract. We present a shock-capturing space-time Discontinuous Galerkin method to approximate all speed
flows modeled by systems of conservation laws with multiple time scales. The method provides a very general

and computationally efficient framework for approximating such systems on account of its ability to incorporate
large time steps. Numerical examples ranging from computing the incompressible limit (robustness with respect
to Mach number) of the Euler equations to accelerating convergence to steady state are presented for illustrating
the method.

1. Introduction

1.1. The models. Systems of conservation laws are nonlinear systems of partial differential equations that
arise in a wide variety of problems in physics and engineering. Examples include the shallow water equations
of oceanography, the Euler equations of compressible fluid dynamics, the MagnetoHydroDynamics (MHD)
equations of plasma physics, and the equations of nonlinear elasticity [5].

A generic form for a multi-dimensional system of conservation laws is

Ut +

d
∑

k=1

Fk(U)xk
= 0, (x, t) ∈ Ω× R+.(1.1)

Here, Ω ⊂ R
d (d = 1, 2, 3) is a bounded spatial domain and U : Ω 7→ R

m is the vector of unknowns. Fk is
the (smooth) flux vector in the k-th direction. The conservation law (1.1) is equipped with suitable initial and
boundary conditions.

The system (1.1) is termed hyperbolic if the flux Jacobian (along each normal direction) has real eigenvalues
[5]. Hyperbolic systems are characterized by the fact that solutions of (1.1) can be expressed in terms of waves
that travel at finite speeds. Furthermore, it is well known that solutions of (1.1) develop discontinuities such as
shock waves in finite time, even when the initial data are smooth. Hence, the solutions of (1.1) are sought as
integrable functions that satisfy (1.1) in the sense of distributions [5]. These weak solutions are not necessarily
unique. Admissibility criteria in the form of entropy conditions need to be imposed in order to select a unique
weak solution [5]. In fact, recent numerical work [14] indicates that an even weaker notion of solutions, that of
entropy measure valued solutions [9], is an appropriate framework of solutions for (1.1).

1.2. Numerical methods. A large variety of numerical methods, such as finite volume, conservative finite dif-
ference, discontinuous Galerkin finite element and spectral viscosity methods, have been developed to efficiently
approximate systems of conservation laws (1.1). Finite volume methods are often the preferred discretization
framework [31]. Such methods rely on evolving the cell average of the solution of (1.1) in terms of numerical
fluxes that are based on the exact (approximate) solutions of Riemann problems at each interface. Higher-order
spatial accuracy is obtained by employing non-oscillatory piecewise polynomial reconstruction procedures such
as TVD [31], ENO [20], and WENO [34]. An alternative high-order spatial discretization is provided by the
Discontinuous Galerkin method [4].
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Although the above mentioned methods are highly successful and widely used, rigorous stability and conver-
gence results, particularly for multi-dimensional systems of conservation laws, are lacking. Recently developed
schemes as the TeCNO schemes [13] combine arbitrary high-order of accuracy with entropy stability (the only
known notion of nonlinear stability for systems of conservation laws). Furthermore, these schemes can be shown
to converge to entropy measure valued solutions of (1.1) [14].

1.2.1. Time stepping. Hyperbolic conservation laws are characterized by finite speeds of propagation. Hence
and in contrast with parabolic problems, explicit time stepping methods are often employed for time integration
of the high-resolution finite volume and DG schemes. A particularly attractive choice are the strong stability
preserving (SSP) Runge-Kutta methods [16]. Alternatives include the ADER time stepping procedure [37]. The
time step in explicit methods is related to the spatial mesh size in terms of fastest wave speed of the hyperbolic
system (1.1) [31].

1.3. Multiple time scales. The m × m hyperbolic system (1.1) possesses m different waves traveling at
different speeds. In many problems of interest, these wave speeds can differ by several orders of magnitude,
resulting in the presence of multiple time scales in the system. A prototypical example for such systems is the
incompressible limit of the Euler equations [31]. It is well known that solutions to the Euler equations contain
acoustic waves and matter waves (density fluctuations, contact discontinuities, and velocity shear waves). The
Mach number characterizes the difference in amplitude between these two families of waves. The incompressible
limit is determined letting the Mach number go to zero. In this regime, the small density fluctuations ensure
that the acoustic waves are orders of magnitude faster than the matter waves. However, it is only the matter
waves that carry significant information about the incompressible limit.

The numerical resolution of the incompressible limit by standard explicit (such as the SSP-RK) time stepping
methods is notoriously difficult ([31] and references therein) as the time step in such methods is dictated by the
very fast moving acoustic waves. The resulting time step can be very small and the overall computational cost
prohibitively expensive, particularly as the resolution of these time scales (corresponding to the fast acoustic
waves) is of little interest.

Another prototypical example for a system with multiple time scales is given by Radiation hydrodynamics
and Radiation MHD ([15]). Again, the fastest time scale in the system is dictated by the radiation waves
that travel at the speed of light. However, these waves carry little information and the main objective of any
simulation is to approximate the time scales corresponding to the sonic and magneto-sonic waves, that are 4−5
orders of magnitude slower than the light waves. Multiphase flows also contain such examples of systems with
multiple time scales, [10] and references therein.

As a final example of systems with multiple time scales, we can also include systems of conservation laws
where the steady state is the main interest of the computation, for instance in aerodynamic calculations [21].
One of the standard approaches for computing steady states is to start the computation with some initial
conditions and drive the system to converge to steady state. The time evolution to steady state, if computed
by an explicit method, is again enormously expensive as the time step can be very small. Furthermore, the
computation of the transient is of little significance as we are interested in only the steady state.

The above examples illustrate that when a system of conservation laws contains multiple time scales that
differ in orders of magnitude, one is mainly interested in resolving the slow time scales. Explicit methods, that
are designed to resolve the fastest time scale, are very expensive computationally when they are employed to
approximate such all speed flows and an alternative framework needs to be designed.

1.4. A brief survey of existing methods to compute all speed flows. A large number of methods have
been developed to deal with multiple time scales in conservation laws. An overarching feature of these methods
is that almost all of them are designed with a specific application in mind. In particular, efficient computation
of the incompressible limit of the compressible Euler equations has received a lot of attention beginning with
the implicit continuous fluid Eulerian (ICE) technique of Harlow and Amsdan [18, 19]. These methods use
incompressible techniques such as staggered meshes to simulate compressible flows in the low mach number
limit. Other popular methods include the splitting methods of Bijl and Wesseling [3], the multiple pressure
variable methods of Munz et al [32, 33], the asymptotic preserving (AP) methods of Degond, Jin, Liu, and
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co-workers [8, 6, 7, 17] and references therein, semi-implicit methods of Klein and co-workers [29, 30] and the
conservative pressure methods of Huel and Wesseling [38].

Similarly, a large number of semi-implicit numerical methods have been developed to deal with Radiation
hydrodynamics and Radiation Magnetohydrodynamics (see [15] for a literature survey of these methods). A
literature survey for methods to compute all speed multiphase flows is given in [10]. Finally, accelerating
convergence to steady state in aerodynamic simulations has been considered in the pioneering works of Jameson
[26].

The wide variety of methods described above employ some form of implicit and semi-implicit time stepping
in order to factor out the fast waves of the system and resolve the slow waves of interest. The methodologies
are mostly of an adhoc nature and work well for particular applications. It would be fair to say that there is
scope to develop a broad-based and fairly general numerical method that is able to approximate the system
of conservation laws (1.1) in a stable and efficient manner while being robust to the presence of multiple time
scales in the system. We aim to describe such a numerical method in this paper.

1.5. Aims and scope of the current paper. The main aim of the current paper is to present a robust
numerical method for approximating (1.1) that can efficiently compute all speed flows ranging from the in-
compressible limit of the Euler equations to convergence to steady state in aerodynamical calculations. Our
method is a space-time Discontinuous Galerkin (DG) method that was described in a recent paper [22]. In
turn, this method was based on earlier works such as [28, 27, 2]. The method is based on the discretization
of the space-time computational domain into finite elements and the subsequent approximation of a suitable
variational formulation of the system of conservation laws (1.1). Entropy variables are the degrees of freedom
of the variational formulation. Suitable numerical fluxes (those designed by Tadmor in [36], see also [13]) are
employed to ensure nonlinear entropy stability. Further stabilization operators such as streamline diffusion as
well as shock-capturing operators ensure sufficient intra-element stabilization and (essentially) oscillation free
shock-capturing. The method was presented in [22] and was shown to be entropy stable as well as convergent
to an entropy measure valued solution of the conservation law (1.1). The design of efficient preconditioners for
the method was the subject of another recent paper [23] and space-time adaptivity aspects of the method are
presented in [24].

As shown in [22], the space-time DG method is unconditionally stable i.e., entropy stability holds without
any restriction on the time step. In particular, the time step is not bound by the fastest wave speed of the
system (1.1). Given this observation, the shock-capturing space-time DG method can be readily adapted for
the computation of all speed flows (multiple time scales) by setting the time step such that only the time
scales corresponding to the slow waves of interest need to be resolved. Hence, the fastest waves that impede
computational efficiency can be factored out automatically in this method. We present this approach in the
current paper and illustrate its success with a large number of numerical experiments

The rest of the paper is organized as follows: in section 2, we present the shock-capturing space-time DG
method. The general methodology for computing all speed flows is presented in section 3 and is illustrated for
a model linear hyperbolic system in section 4. In section 5, we present numerical examples for all speed flows
modeled by the Euler equations of gas dynamics.

2. The shock-capturing space-time DG method

Following the recent paper [22], we assume that the system of conservation laws (1.1) is equipped with a
convex entropy function S : Rm 7→ R and the corresponding entropy variables are V = SU. As S is convex, the
mapping V = V(U) is invertible [5] and the conservation law (1.1) can be expressed in terms of the vector of
entropy variables V as,

U(V)t +

d
∑

k=1

Fk(V)xk
= 0, (x, t) ∈ Ω× R+,(2.1)

Here, we have used the change of variable U = U(V) and retained the notation Fk(V) = Fk(U(V)) for all
k, for notational convenience. This is the form of the conservation law that we are going to discretize using a
space-time DG method.
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2.1. The mesh. At the n-th time level tn, we denote the time step as ∆tn = tn+1 − tn and the update time
interval as In = [tn, tn+1). For simplicity, we assume that the spatial domain Ω ⊂ R

d is polyhedral and divide it
into a triangulation T , i.e., a set of open convex polyhedra K ⊂ R

d with plane faces. Furthermore, we assume
mesh regularity [27] and quasiuniformity. For a generic element (cell) K, we denote

∆xK = diam(K),

N (K) = {K ′ ∈ T : K ′ 6= K ∧measd−1(K ∩K ′) > 0}.

The mesh width of the triangulation is ∆x(T ) = maxK ∆xK . A generic spacetime element is the prism:

K × In.

We also assume that there exists an (arbitrarily large) constant C > 0 such that

(1/C)∆x ≤ ∆tn ≤ C∆x,(2.2)

for all time levels n.

2.2. Variational formulation. On a given triangulation T with mesh width ∆x, we seek entropy variables

V∆x ∈ Vp = (Pp(Ω× [0, T ]))
m

= {W ∈
(

L1(Ω× [0, T ])
)m

: W|K×In is a polynomial of degree p in each component}
(2.3)

such that the following quasilinear variational form is satisfied for each W∆x ∈ Vp:

B(V∆x,W∆x) := BDG(V
∆x,W∆x) + BSD(V∆x,W∆x) + BSC(V

∆x,W∆x) = 0.(2.4)

We elaborate on each of the three quasilinear forms (nonlinear in the first argument and linear in the second)
in the following.

2.3. The DG quasilinear form. The form BDG is given by,

BDG(V
∆x,W∆x) = −

∑

n,K

ˆ

In

ˆ

K

(

〈

U(V∆x),W∆x
t

〉

+

d
∑

k=1

〈

Fk(V∆x),W∆x
xk

〉

)

dxdt

+
∑

n,K

ˆ

K

〈

U(V∆x
n+1,−,V

∆x
n+1,+),W

∆x
n+1,−

〉

dx−
∑

n,K

ˆ

K

〈

U(V∆x
n,−,V

∆x
n,+),W

∆x
n,+

〉

dx

+
∑

n,K

∑

K′∈N (K)

ˆ

In

ˆ

∂
KK′

( d
∑

k=1

〈

F
k,∗(V∆x

K,−,V
∆x
K,+),W

∆x
K,−

〉

νkKK′

)

dσ(x)dt

− 1

2

∑

n,K

∑

K′∈N (K)

ˆ

In

ˆ

∂
KK′

〈

W∆x
K,−,D(V∆x

K,+ −V∆x
K,−)

〉

dσ(x)dt.

(2.5)

Here we have employed the notation,

Wn,±(x) = W(x, tn±),

∂KK′ = K ∩K ′,

νKK′ = unit normal for edge KK′ pointing outwards from element K,

WK,±(x, t) = lim
h→0

W(x± hν, t), ∀x ∈ ∂KK′ ,

D = D(V∆x
K,−,V

∆x
K,+; νKK′)

for all W ∈ Vp. We remark that the boundary condition is ignored in the above variational form by considering
compactly supported (in the spatial domain) solutions and test functions.
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2.3.1. Numerical fluxes. Both the temporal and spatial numerical fluxes, need to be specified in order to com-
plete the DG quasilinear form. In order to obtain causality (marching) after each time step, we choose the
temporal numerical flux to be the upwind flux:

U(a, b) = U(a).(2.6)

This ensures that we can use the values at the previous time step in order to compute an update at the time
level tn. A different choice of temporal numerical fluxes will imply that all the degrees of freedom (for all times)
are coupled and force us to solve a very large non-linear algebraic system of equations.

The spatial numerical flux consists of the following two components,

2.3.2. Entropy conservative flux: The entropy conservative flux (in the k-th direction) is any flux [35] that
satisfies the relation:

〈b− a,Fk,∗(a, b)〉 = Ψk(b)−Ψk(a).(2.7)

Here, Ψk = 〈V,Fk〉 − Qk is the entropy potential. The existence of such fluxes (for any generic conservation
law with an entropy framework) was shown by Tadmor in [35]. More recently, explicit expressions of entropy
conservative fluxes for specific systems of interest like the shallow water equations [12] and Euler equations [25]
have been obtained.

2.3.3. Numerical diffusion operators: Following [36, 12, 13], we choose the numerical diffusion operator as,

D(a, b; ν) = RνP(Λν(·); a, b)R⊤
ν .(2.8)

Here, Λν ,Rν are the eigenvalue and eigenvector matrices of the Jacobian ∂U(〈F, ν〉) in the normal direction ν.
Rν is evaluated at an averaged state, e.g. (a + b)/2, and scaled such that RνR

⊤
ν = UV. P is a non-negative

matrix function. Examples of P include P(Λν(·); a, b) = |Λν(
a+b
2 )|, which leads to a Roe type scheme, and

P(Λν(·); a, b) = max{λmax(a; ν), λmax(b; ν)}ID, which leads to a Rusanov type scheme [13], where λmax(U; ν)
is the maximal wave speed in direction of ν, i.e. λmax(U; ν) is the spectral radius of Λν(U).

2.4. Streamline diffusion operator. There is no numerical diffusion in the interior of the space-time element
K×In. In order to suppress the resulting unphysical oscillations near shocks, we choose the following streamline
diffusion operator,

BSD(V∆x,W∆x) =
∑

n,K

ˆ

In

ˆ

K

〈

(

UV(V∆x)W∆x
t +

d
∑

k=1

Fk
V
(V∆x)W∆x

xk

)

,DSDRes

〉

dxdt(2.9)

with intra-element residual:

Res = U(V∆x)t +

d
∑

k=1

Fk(V∆x)xk
,(2.10)

and the scaling matrix is chosen as

DSD = CSD∆tnU−1
V

(V∆x),(2.11)

for some positive constant CSD. Note that the intra-element residual is well defined as we are taking first-
derivatives of a polynomial function.

2.5. Shock capturing operator. The streamline diffusion operator adds numerical diffusion in the direction
of the streamlines. However, we need further numerical diffusion in order to reduce possible oscillations at
shocks. We use the following shock-capturing operator:

BSC(V
∆x,W∆x) =

∑

n,K

ˆ

In

ˆ

K

DSC
n,K

(

〈

W∆x
t ,UV(Ṽn,K)V∆x

t

〉

+

d
∑

k=1

∆xK
2

(∆tn)2

〈

W∆x
xk

,UV(Ṽn,K)V∆x
xk

〉

)

dxdt,

(2.12a)

with

Ṽn,K =
1

meas(In ×K)

ˆ

In

ˆ

K

V∆x(x, t)dxdt.
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being the cell average and the scaling factor,

DSC
n,K =

∆tnCSCResn,K
√

´

In

´

K

(

〈

V∆x
t ,UV(Ṽn,K)V∆x

t

〉

+
d
∑

k=1

∆xK
2

(∆tn)2

〈

V∆x
xk

,UV(Ṽn,K)V∆x
xk

〉

)

dxdt+ ǫ

,
(2.12b)

with ǫ = |K| 12 (∆tn)
−1

2

(

∆x
diam(Ω)

)θ

and θ ≥ 1/2 (chosen as 1) and

Resn,K =

√

ˆ

In

ˆ

K

〈

Res,U−1
V

(V∆x)Res
〉

dxdt.(2.12c)

Here, CSC is a positive constant.

2.6. Entropy stability and convergence. The entire design of the shock-capturing space-time DG method
(2.4) is motivated by the need to prove entropy stability for nonlinear conservation laws. To this end, we proved
the following theorem in the recent paper [22]:

Theorem 2.1. Consider the system of conservation laws (1.1) with strictly convex entropy function S and
entropy flux functions Qk (1 ≤ k ≤ d). For simplicity, assume that the exact and approximate solutions have
compact support inside the spatial domain Ω. Let the final time be denoted by tN . Then, the streamline diffusion
shock-capturing Discontinuous Galerkin scheme (2.4) approximating (1.1) has the following properties:

(i.) The scheme (2.4) is conservative i.e., the approximate solutions U∆x = U(V∆x) satisfy
ˆ

Ω

U∆x(x, tN− )dx =

ˆ

Ω

U∆x(x, t0−)dx.(2.13)

(ii.) The scheme (2.4) is entropy stable i.e., the approximate solutions satisfy,
ˆ

Ω

S(U∗(t0−))dx ≤
ˆ

Ω

S(U∆x(x, tN− ))dx ≤
ˆ

Ω

S(U∆x(x, t0−))dx,(2.14)

with U∗ being the domain average:

U∗(t0−) =
1

meas(Ω)

ˆ

Ω

U(V(x, t0−))dx.

Hence, the space-time DG method is nonlinearly stable for any system of conservation laws that is equipped
with a convex entropy function. The convexity of the entropy readily implies that the approximate solution U∆x

is bounded in L2. Furthermore, under the additional assumption that the approximate solutions are bounded
(uniformly) in L∞, we proved that the approximate solutions converge to an entropy measure valued solution
of the system of conservation laws (1.1) when ∆x → 0. Entropy measure valued solutions are a weaker but
possibly more relevant solution concept for systems of conservation laws than entropy solutions [14]. Moreover,
one can show that the approximate solutions converge to the weak solution of a linear symmetrizable system as
well as to a weak solution for scalar conservation laws, see [24].

3. Methodology for computing all speed flows

We remark that the entropy stability result (Theorem 2.1) as well as the convergence results do not require
any restriction on the time step ∆t, apart from the very mild mesh regularity requirement (2.2). Note that the
constant C in (2.2) can have any finite value. Thus, the method (2.4) is unconditionally stable with respect to
time step size. Nevertheless, it is customary to relate the time step and the (spatial) mesh size (for the purpose
of accuracy of the approximation) through a CFL type condition (see [22]),

∆tn ≤ CCFL min
K∈T ,x∈K

∆xK

λmax(U∆x(x, tn))
,(3.1)



ALL SPEED FLOWS 7

in one space dimension and

∆tn ≤ CCFL min
K∈T ,x∈K

|K|
∆xK

λmax(U∆x(x, tn))
,(3.2)

in two space dimensions. Here λmax(U) = maxν λmax(U; ν) is the maximal wave speed (eigenvalue of the flux
Jacobian) in all directions.

Note that the CFL number CCFL can be taken arbitrarily large and the stability result still holds. However,
accuracy may suffer from a large CFL number as the temporal error is O(∆ts), with s being related to the
order of the method (degree of the underlying polynomials) and a large CCFL results in a large time step ∆t
and consequently, a possibly large error.

However and as mentioned in the introduction, there is a large class of problems with multiple time scales
where the waves of interest travel with a speed bounded by λslow

max and

λslow
max << λmax.(3.3)

In other words, the fastest wave speed is considerably larger than the slow wave speed in the system. On the
other hand, the interest of the computation is to compute the slow waves. For instance, the matter (shear)
waves are much more relevant than the acoustic waves in the incompressible limit of the Euler equations [7].
Given this context, we take advantage of (3.3) and change the time step sizes (3.1) and (3.2) and set,

∆tn ≤ CCFL
red min

K∈T ,x∈K

∆xK

λslow
max(U

∆x(x, tn))
,(3.4)

in one space dimension and

∆tn ≤ CCFL
red min

K∈T ,x∈K

|K|
∆xK

λslow
max(U

∆x(x, tn))
,(3.5)

in two space dimensions.
From (3.1) (resp. (3.2)) and (3.4) (resp. (3.5)), we obtain that

CCFL ≈ CCFL
red

λmax

λslow
max

.(3.6)

We typically choose CCFL
red = O(1) (for the sake of high accuracy). Hence, from (3.6), we see that the effective

CFL number CCFL can be very large on account of (3.3). The resulting method has the following features,

• Unconditional stability of the space-time DG method implies that the effective CFL number CCFL can
be arbitrarily high and the method will still be stable.

• The fact that our interest is in resolving the slow waves of the system implies that the numerical error
due to time discretization will still be low as the time step is based on the slow wave speed.

• The computational cost will be low as the slow wave speed is considerably smaller than the fast wave
speed. This results in large time steps and significantly reduces the number of time steps that are
required to reach the desired final time.

Hence, the shock-capturing DG method (2.4) with the time step decided by (3.4), (3.5) is well poised to resolve
all speed flows efficiently. The method is readily modified to approximate convergence to steady state also.

3.1. Brief description of implementation. The implementation of the shock-capturing space-time DG
method is described in detail in the recent paper [23], see also [24]. As the test and trial spaces for (2.4) involve
piecewise polynomials, we choose a suitable basis for this space as the span of scaled and shifted monomials,
see [23]. Then, the space-time DG formulation is recast into a large system of nonlinear algebraic equations
for the degrees of freedom (entropy variables). Given the upwind temporal flux (2.6), one can perform time
marching i.e., the degrees of freedom for a given time slab can be solved once the degrees of freedom for the
previous time slab have been computed. Nevertheless, a large nonlinear algebraic system needs to be solved at
every time step. We employ a damped Newton method to solve this nonlinear system (see [23]).

Given the structure of the Newton method, a large, sparse and non-symmetric linear system needs to be
inverted at every step of the Newton iterate. This linear system is solved using an iterative procedure such as
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GMRES. Such iterative schemes rely on the availability of efficient preconditioners to ensure convergence within
a reasonable number of iterations. We have designed and analyzed efficient block Jacobi and block Gauss-Seidel
preconditioners for this purpose. These preconditioners are also described in [23].

4. A toy model: Linear symmetric system involving two wave speeds

Next, we will investigate whether our general methodology, as presented in the last section, is able to efficiently
approximate all speed flows modeled by systems of conservation laws such as (1.1). To this end, we consider a
simple one-dimensional linear symmetric 2× 2 system of the form:

Ut + F(U)x = 0,(4.1)

with

U =

(

u1

u2

)

, F(U) =
1

2

(

(a+ b)u1 + (b− a)u2

(b− a)u1 + (a+ b)u2

)

.(4.2)

Here, a and b are assumed to be positive constants with a ≤ b. Clearly, the above system (4.1) is hyperbolic
and has two wave speeds given by a and b. Based on our assumptions, a ≤ b, we denote λmax = b and λslow

max = a.
Furthermore, the energy 1

2 〈U,U〉 serves as the canonical entropy for linear symmetric systems. Hence, the
entropy variables V = U, coincide with the conservative variables.

We will apply the shock-capturing space-time DG method (2.4) to approximate the linear system (4.1). The
only parameter that needs to be specified is the spatial numerical flux. It is well known (see [13]) that the
entropy conservative flux (2.7) for linear systems is the arithmetic average of the two interfacial states. We will
consider both the Rusanov diffusion operator with the wave speed being λ = a as well as the Roe type diffusion
operator in the numerical diffusion operator (2.8). Note that the Roe type diffusion operator, together with the
arithmetic average as the entropy conservative flux, implies that the spatial numerical flux is the upwind flux
for this linear system.

We consider (4.1) in the domain [−1, 1] with initial Riemann data,

u1(x, 0) =

{

1, x < 0

0, x ≥ 0

u2(x, 0) = 0.

(4.3)

In the first numerical experiment, we would like to investigate whether the shock-capturing space-time DG
method (2.4) can approximate a flow with vastly different wave speeds (time scales). To this end, we set a = 1
and b = 100 in (4.1). Thus, there is a slow wave traveling at speed 1 and a fast wave traveling at speed 100.
Our interest is in computing the slow moving wave accurately as the fast wave quickly exits the domain. We set
Dirichlet boundary conditions on the left boundary and Neumann type transparent boundary conditions on the
right boundary. The exact solution can be readily computed by a characteristic decomposition of the system
(4.1). We plot this exact solution at time T = 0.5 in figure 1. As seen in the figure, the fast wave, traveling at a
speed 100, has clearly exited the computational domain and the slow wave has moved the initial discontinuity
to 0.5.

To simulate this example, we use the shock-capturing space-time DG method (2.4) with the time step being
determined by the condition (3.4) with λslow

max = a. We set CCFL
red = 0.5 and from (3.6), we see that the effective

CFL number is CCFL = 50. The results obtained with a piecewise quadratic (p = 2) elements and a Roe
type numerical diffusion operator in (2.4), at different mesh resolutions, are plotted in figure 1. The figure
clearly shows that the space-time DG method (1.1), even at a high CFL number of 50, is able to resolve both
components of the solution very sharply. As expected, there are very small and localized oscillations near the
discontinuities but the overall quality of approximation is really good, even for such large time steps as dictated
by an effective CFL number of 50.

4.0.1. Approximation of fast waves. The aim of the above computation was to approximate the slow waves
accurately as the fast waves have already exited the system. In order to explore the approximation of fast
waves, we enlarge the computational domain to (−1, 10) and compute only to the final time T = 0.05. In this
case, the fast wave does not leave the domain. The results with same parameters as the previous example
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Figure 1. Approximate solution of (4.1) at time T = 0.5 with Neumann boundary conditions,
for the two speed advection problem using polynomial degree p = 2, Roe type numerical
diffusion operator and a fast wave speed of b = 100.

are shown in figure 2. We clearly see that the slow wave is sharply resolved, even at coarse mesh resolutions.
However, the fast wave is diffused (smeared) by the approximation. This is not unexpected as the whole design
of the method was to resolve slow waves accurately at the expense of smearing (inaccurate resolution) of fast
waves.
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Figure 2. Approximate solution of (4.1) at time T = 0.05 on a larger domain using p = 2,
Roe type numerical diffusion operator, and b = 100.

4.0.2. Computational efficiency. The results, shown in figure 1 clearly establish that the method is able to
approximate the waves of interest (slow waves) accurately even at a high effective CFL number of 50. It is
natural to examine if this high accuracy, even for large time steps, comes at a computational cost. Given
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the nature of the shock-capturing space-time DG method (2.4), we need to solve a large nonlinear system of
equations at every time step even though the underlying PDE (4.1) is linear. The Newton method converged to
the desired tolerance within three iterations for this problem. Thus, the main contributor to the computational
cost per time step, was the GMRES solve per Newton iterate. As described in detail in [23] and mentioned in
the last section, we will employ block Jacobi and block Gauss-Seidel preconditioners for GMRES. The average
number of iterations for the preconditioned GMRES to converge is presented in figure 3. We compare three
different cases, that of b = 1, 10, and 100, i.e., when there is no separation, intermediate separation, and a large
separation in wave speeds (time scales) for the system (4.1). The results obtained with a Roe type numerical
diffusion operator are presented in figure 3 and show that

• The number of iterations (wrt both preconditioners) is approximately independent of the mesh resolu-
tion.

• There is very little difference between the number of iterations between piecewise linear (p = 1) and
piecewise quadratic (p = 2) elements.

• The block Gauss-Seidel preconditioner converges in one iteration, irrespective of mesh size, polynomial
degree, or effective CFL number (size of the time step). This is on account of the fact that the Gauss-
Seidel preconditioner amounts to a direct solve for an upwind flux [23].

• There is a very modest (at most three fold) increase in the number of iterations for the block Ja-
cobi preconditioner even when the size of time step (effective CFL number) changes by two orders of
magnitude.

Given the above observations, we conclude that there is very little increase in computational cost per time step,
even when the time step size increases by two orders of magnitude. Thus, for large time step sizes, the method
is computationally efficient.
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Figure 3. Number of Krylov iterations for (4.1) using a Roe type of diffusion with varying
fast wave speed b and with different preconditioners.

As a final result in this section, we compare the computational cost of the Roe type and Rusanov type
numerical diffusion operators, i.e. the average number of block Jacobi preconditioned GMRES iterations per
Newton iterate vis a vis the number of cells in figure 4. The results show that in contrast to the rather low
(around 10) iterations for the Roe type numerical diffusion, the number of iterations registers a very sharp
increase with respect to the wave speed ratio b

a
for the Rusanov type diffusion operator. Furthermore, the

piecewise quadratic version of the method with the Rusanov type diffusion operator may not even converge.
Thus, this is a good example to illustrate that the Roe method, based on a characteristic decomposition of the
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system, is vastly superior to an approximate characteristic decomposition such as the Rusanov type numerical
diffusion operator.
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Figure 4. Number of Krylov iterations for the linear system (4.1) using the block Jacobi
preconditioner with varying fast wave speed b and diffusive fluxes.

5. Euler equations

For the final set of numerical experiments, we consider the compressible Euler equations of gas dynamics. In
two space dimensions, the Euler equations are of the form,

Ut + F1(U)x + F2(U)y = 0,

U = (ρ, ρu, ρv, ρE),

F1(U) =
(

ρu, ρu2 + p, ρuv, ρuH
)

,

F2(U) =
(

ρv, ρuv, ρv2 + p, ρvH
)

.

(5.1)

Here, ρ is the density, u and v are the x and y components of the velocity, respectively, and ρE is the total
energy. Furthermore, auxillary quantities are the pressure p, sound speed c, and the enthalpy H given by

p = (γ − 1)(ρE − 1

2
ρ(u2 + v2)), c =

√

γ
p

ρ
, H =

c2

γ − 1
+

1

2
(u2 + v2)

and γ is the adiabatic exponent, which is set to 1.4 (diatomic gas) in all experiments.
The Euler equations are equipped with the standard thermodynamic specific entropy s = log p−γ log ρ. The

resulting entropy function is given by,

S =
−ρs

γ − 1
.

The corresponding entropy flux functions and entropy variables can be readily calculated and are described in
[13]. We will approximate the Euler equations with the streamline diffusion shock-capturing DG method (2.4).
The entropy conservative flux that we use is the one designed in [25] and the numerical diffusion operators of
the Roe and Rusanov type are described in [13].
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5.1. One-dimensional pulse propagation. As a first numerical example, we consider the problem proposed
by Klein in [29] as a model problem for computing the incompressible limit of the Euler equations. As in [29],
we consider the one-dimensional version of the Euler equations (5.1) by setting v = 0 and considering only the
x direction. The aim is to simulate a high amplitude, short wave length layering of the density that is set in
motion by a periodic train of right-running (fast) acoustic waves.

M = 1/51 represents the nondimensionalisationing parameter (reference Mach number) and we consider a
rescaled version of the initial data of [29] (problem II):

ρ(x, 0) = ρ̄0 +Φ(x)ρ̃0 sin(40πx/L) +Mρ̃0
1

2
(1 + cos(πx/L)),

p(x, 0) =

(

p̄0 +Mp̃0
1

2
(1 + cos(πx/L))

)

/M2,

u(x, 0) = ũ0
1

2
(1 + cos(πx/L)),

(5.2)

where x is in the domain [−L,L] with L = 1/M and

ρ̄0 = 1, ρ̃0 = 1/2, p̄0 = 1, p̃0 = 2γ, ũ0 = 2
√
γ.(5.3)

The function

Φ(x) =

{

1
2 (1− cos(5πx/L)), 0 ≤ x ≤ 2L/5,

0, otherwise
(5.4)

is used to smoothly restrict the large amplitude, short wave length density variation to the region [0, 2L/5].
The initial density is visualized in figure 5 (a). Periodic boundary conditions are used and the equations are
solved from t = 0 up to T = 5.071. In this time span, the long wave length acoustic pulse crosses the domain
about two and a half times.

As we are interested in computing the slowly moving density fluctuations, we use a discrete version of

λslow
max = max

x∈[−L,L]
|u(x, tn)|(5.5)

at every time step tn to set the time step (CFL number) as in (3.5). The resulting effective CFL number
computed with (3.6) and the computed solution averages to approximately 18.

The approximate density, computed with the piecewise quadratic shock-capturing DG method (2.4) with a
Roe type numerical diffusion operator and an effective CFL number of approximately 18, is shown in figure 5
(b). The exact solution is a (slow) rightward propagation of the initial short wave length density fluctuations.
The computed solutions (particularly at moderate to fine resolutions) are a very good approximation of the
exact solution even if the time step, being based on the slow wave speed, is quite large and does not resolve the
fast moving acoustic waves. Thus, the method is quite effective at computing the density pulse.

Given the large time steps, the key contributor to the computational cost is the cost per time step. Again,
the dominant factor in the cost per time step is the number of GMRES iterations per Newton step. We present
the average number of GMRES iterations per Newton step in figure 6. We observe that,

• Both the block Jacobi and block Gauss Seidel preconditioners, developed in the recent paper [23],
are robust in the sense that the number of iterations is constant (or even decreasing) with respect to
increasing mesh resolutions or increasing polynomial degree.

• Even if the time step is quite large (effective CFL number of 18), the number of GMRES iterations with
the block Jacobi preconditioner and a Roe type diffusion operator is about 20.

• The number of iterations is minuscule, about 2, for the symmetric version of the block Gauss Seidel pre-
conditioner and the Roe type diffusion operator, making this combination a very effective computational
framework.

• The Rusanov diffusion operator does not function as well. Either the number of iterations are quite high
(about 120 for piecewise linear elements) or the iteration does not converge (for the piecewise quadratic
elements).
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Figure 5. Approximate density for the one-dimensional pulse propagation in the Euler equa-
tions, computed initially and T = 5.071, with the shock-capturing DG method with piecewise
quadratic elements and a Roe type numerical diffusion operator at an effective CFL number of
18.

Summarizing, we observe that the shock-capturing space-time DG method (2.4), together with a Roe type
diffusion operator and a Block Gauss-Seidel (or Block Jacobi) preconditioner, is very effective at computing the
slow moving density fluctuations, even for a large time step that does not resolve the time scales corresponding
to the fast moving acoustic waves.
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Figure 6. Average number of GMRES iterations for the pulse propagation problem for one-
dimensional Euler equations, comparing different diffusive fluxes and preconditioners.

5.2. Flow past a cylinder: computing the incompressible limit. Similar to [11], we consider an Euler
flow (solution of the Euler equations (5.1)) past a two-dimensional cylinder with a low free stream Mach number
Ma∞. The cylinder is centered at the origin and has diameter 1. The computational domain is bounded by an
(artificial) circle of radius 10 around the origin. The following free stream variables are imposed at the outer
boundary:

p∞ = 101325, ρ∞ =
p∞

287.05 · 288.15 , u∞ = Ma∞c∞, v∞ = 0,(5.6)
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with c∞ =
√

γp∞/ρ∞.
Slip boundary conditions are imposed on the boundary of the cylinder. It is essential (particularly for

computations with second and higher order polynomials) that the boundary of the cylinder is resolved accurately.
To this end, we use a polynomial mapping of degree p (for p ≥ 1) to generate curved boundary elements. The
equations are solved from t = 0 up to T = 0.02/Ma∞.

We use a Roe type diffusive flux. As we will be interested in computed the incompressible limit, we determine
the time step using the slow wave speed (5.5). Then, the time step is determined using (3.5). In particular, the
acoustic waves (sound speed c∞) is ignored while determining the time step.

We will compute for three different free stream mach numbers, Ma∞ = 0.1, Ma∞ = 0.01, and Ma∞ = 0.001.
Thus, three different regimes of moderate Mach number, low Mach number, and very low Mach number are
covered in this calculation. As is well known, Ma∞ → 0 is (formally) the incompressible limit of the Euler
equations. Thus, we will also compute a potential flow (solution of the Laplace equation) around the cylinder
to represent the incompressible limit.

We have used a reduced CFL number of CCFL
red = 10 to determine the time step from (3.5). From (3.6) and

the computation, we report that the effective CFL numbers are 65, 590, and 6000 for the free stream Mach
numbers of 0.1, 0.01, and 0.001, respectively.

The results with piecewise quadratic elements are presented in figure 7. In this figure, we have depicted the
pressure coefficient,

cp =
p− p∞

1
2ρ∞ ‖u∞‖2

for the three different free stream Mach numbers. The results from figure 7 clearly show that the flow is
accurately resolved, even for the lowest Mach number of 0.001 and the incompressible limit is approximated
very well when the Mach number → 0. Thus, the method clearly resolves the incompressible limit without any
adhoc fixes.

Given the very large time steps that are associated with a very high effective CFL number of 6000, the
total number of time steps is rather moderate. The computational cost per time step is determined by the
number of preconditioned GMRES iterations per Newton step. The average number of multi block Gauss-Seidel
preconditioned GMRES iterations are 18, 94, and 598 for Mach numbers of 0.1, 0.01, and 0.001, respectively.
Thus, we see that the number of iterations increases by at most an order of magnitude even if the Mach number
(and consequently the time step size (effective CFL number)) decreases (increases) by two orders of magnitude.
Thus, the computational cost is still very moderate for very low Mach number flows.

In the above experiment, we have demonstrated the ability of the shock-capturing space-time DG scheme to
compute low to very low mach number flows very efficiently. The scheme is of course well suited to compute
moderate to high Mach number flows. As an example, we consider a flow past a cylinder with a moderate free
stream Mach number of 0.75. The results (cp), obtained with a piecewise quadratic version of the space-time
DG method (2.4) and 13282 elements are shown in figure 8. The results show that the resulting transsonic
flow is very well resolved with accurate and (essentially) non-oscillatory approximations of shocks. The effective
CFL number in this computation is 1.6 and at most 4 block Gauss-Seidel preconditioned GMRES iterations
are needed per time step. Thus, the results show that the space-time DG method is very effective and robust
in computing flows with underlying Mach numbers that differ by several orders of magnitude.

5.3. Flows past aerofoils: computing convergence to steady state. As mentioned in the introduction,
the aim of most aerodynamic computations is to accurately compute the steady state flow (cruise conditions).
Although one can compute the steady state directly by solving the steady (time-independent) version of the
Euler equations, it is fairly common to compute the steady state by starting with an initial condition and driving
the system to steady state [26]. The transient flow need not be accurately resolved in such a computation. Given
this context, convergence to steady state constitutes another set of problems where large time steps are necessary
in order to accelerate convergence to steady state. The shock-capturing space-time DG method is well suited
for this purpose.

In order to demonstrate the ability of the space-time DG method (2.4) to accelerate convergence to steady
state, we consider an Euler flow around a NACA 0012 aerofoil [1]. The aerofoil is placed along the x axis,
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(a) Ma∞ = 0.1 (b) Ma∞ = 0.01

(c) Ma∞ = 0.001 (d) Incompressible limit

Figure 7. Pressure coefficient cp of a flow around a cylinder at different Mach numbers, using
polynomial degree p = 2 and Nc = 13282 spatial elements.
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(a) Complete domain (b) Closeup around the cylinder

Figure 8. Pressure coefficient of a flow around a cylinder with Ma∞ = 0.75 using polynomial
degree p = 2 and Nc = 13282 spatial elements.

ranging from x = 0 (head) to x = 1 (tail). Slip boundary conditions are used on the aerofoil. An artificial outer
boundary is placed on a circle around (2, 0) with radius 4, where the following freestream values are prescribed:
Mach number Ma∞ = 0.75, pressure p∞ = 8.5419, density ρ∞ = 11.4452, and an angle of attack of 4◦. We will
compute and display the pressure coefficient cp = (p− p∞)/((1/2)ρ∞ ‖u∞‖2), where u∞ is the freestream flow
velocity. At t = 0, the flow is initialized by freestream values. The equations are then solved up to t = 3.5; the
time by which the steady state is approximately reached.

An unstructured mesh (consisting of triangles) is generated around the aerofoil. This mesh is finer near the
head of the aerofoil than near the tail. As a further modification, we replace the shock-capturing operator with
a pressure scaled variant suggested in [22], i.e., (2.12b) is replaced by

DSC
n,K =

Dp
n,K∆tnCSCResn,K

√

´

In

´

K

(

〈

V∆x
t ,UV(Ṽn,K)V∆x

t

〉

+
d
∑

k=1

∆x2

(∆tn)2

〈

V∆x
xk

,UV(Ṽn,K)V∆x
xk

〉

)

dxdt+ ǫ
(5.7)

with

Dp
n,K = ∆x2

K

1
∆tn

1
|K|

´

In

´

K

√

∑d
k=1 p

2
xkxk

dxdt

1
∆tn

1
|K|

´

In

´

K
pdxdt

.(5.8)

We will determine the time step using the condition (3.2) and consider four different time steps corresponding
to effective CFL numbers of 0.5, 5, 50, and 500 respectively. The resulting pressure coefficient cp, computed
with piecewise linear elements is shown in figure 9. The results clearly show that increasing the time step (even
by three orders of magnitude) did not result in a significant deterioration of the accuracy with which the steady
state is resolved. In fact, the results obtained with a very large time step, corresponding to an effective CFL
number of 500 are quite accurate and resolve the transsonic shocks as well as the smooth features of the solution
rather well. Furthermore, the average number of Krylov iterations increases only moderately given the three
orders of magnitude increase of the CFL number: it is 3, 6, 17, and 53 for CFL numbers of 0.5, 5, 50, and 500,
respectively.

As a final numerical experiment, we show four different flows with underlying free stream Mach numbers of
0.5, 0.75, 1.3, and 3.0 and a very large time step, corresponding to an effective CFL number of 500 in figure 10.
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(a) CFL = 0.5 (b) CFL = 5

(c) CFL = 50 (d) CFL = 500

Figure 9. Pressure coefficient cp of a Ma∞ = 0.75 Euler flow over a NACA 0012 aerofoil using
p = 1 and Nc = 16704 at t = 3.5.
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The results show that even for a large time step, the method resolves various regimes of flow i.e., subsonic,
transsonic, and supersonic flow, very accurately, at least at the steady state. Thus, the space time DG method
is well suited to approximate problems requiring rapid convergence to and high resolution of the steady state.

(a) Ma∞ = 0.5 (b) Ma∞ = 0.75

(c) Ma∞ = 1.3 (d) Ma∞ = 3

Figure 10. Pressure coefficient cp of Euler flows over a NACA 0012 aerofoil using p = 1 and
Nc = 16704 at t = 3.5.

6. Conclusion

Many problems of interest, modeled by systems of conservation laws (1.1), include phenomena that occur
at multiple time scales. Often, the main interest in a simulation of such problems is to resolve the slow waves
accurately, without requiring an accurate approximation of fast waves. Examples include the incompressible
(zero Mach number) limit of the compressible Euler equations (5.1) where the interest is in resolving the matter
waves, rather than the fast acoustic waves. Radiation hydrodynamics and MHD also fall into this class of
problems as it is not necessary to accurately resolve the radiative waves (traveling at the speed of light) which
are several orders of magnitude faster than the sonic and magneto sonic waves of interest. Furthermore, those
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problems where the steady state of the flow is the object of interest also fall into this category when time
stepping methods are used to drive the system into steady state. The corresponding transient need not be
accurately approximated.

Standard explicit time stepping methods fail at the efficient approximation of such all speed flows as the time
step is bound by the fastest time scale, leading to a prohibitively expensive method. Although many implicit
and semi-implicit methods are proposed to deal with this problem, they are either tailored to a particular
problem of interest or require adhoc arguments.

We present an alternative framework to compute all speed flows in this paper. Our approach is based on an
entropy stable shock-capturing streamline diffusion space-time Discontinuous Galerkin (DG) method proposed
in a recent paper [22]. As the space-time DG method (2.4) is unconditionally stable, one can choose suitable time
steps. In particular, we choose the time step to resolve the time scales of interest by (3.4), (3.5). Consequently,
the method automatically resolves the slow waves at the expense of smearing fast waves. The method is very
general and requires no adhoc fixes or alterations in the code. The only change is in the CFL parameter that
determines the time step.

We illustrate the method on four different sets of problems,

• A toy linear symmetric system (4.1) with two time scales.
• A one-dimensional (slow) propagation of density fluctuations in the Euler equations proposed by Klein
in [29].

• A two-dimensional Euler flow past a cylinder with the specific objective of computing the incompressible
(zero Mach number) limit.

• A two-dimensional Euler flow past a NACA aerofoil with the aim to computing the steady state accu-
rately.

Based on the numerical results presented here, we conclude that the shock-capturing space-time DG method
(2.4), particularly with a Roe type numerical diffusion operator and a block Gauss-Seidel type preconditioned
GMRES solver, is able to

• compute the (interesting time scales) of the flow very accurately,
• is robust to several orders of magnitude variation in the Mach number, in particular it can compute the
incompressible limit,

• allows for very large time steps (with effective CFL numbers running from 500 to 6000), thus resulting
in significant decrease in the overall computational cost.

Hence, at one stroke, we present a method that can approximate all speed flows as well as accelerate convergence
to steady state, all with reasonable computational cost. We believe that the shock-capturing DG method is
particularly suitable for problems that contain multiple time scales in the system. The current paper was
focussed on the two-dimensional Euler equations of hydrodynamics. Extensions to three dimensional flows,
radiation hydrodynamics and magnetohydrodynamics as well as combustion will be the object of future work.
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HG G 57.2, Rämistrasse 101, Zürich -8092, Switzerland (and)
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