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Abstract
The nonlinear spatially homogeneous integro-differential Boltzmann equation is

a uniquely challenging task for numerical solvers due to the difficulty of efficiently
computing the collision operator. A popular method is to expand the solution in
Fourier modes and to truncate the collision operator. We present an approach
based on the hyperbolic cross, whereby the performance can be greatly enhanced in
some situations, as well as an offset method, which takes advantage of the known
equilibrium solutions. Some numerical experiments are presented in two dimensions
with Maxwellian kernels.

Some error estimates are also given, where it is shown that under reasonable
assumptions, the numerical solution converges to the analytical.

1 The Boltzmann equation
The Boltzmann equation reads

∂f

∂t
+ v ·∇xf = Q(f, f), (1)

for f : R+ × Ω× Rd → R+, with initial conditon f(0,x,v) = f0(x,v), and suitable
boundary conditions. Here, f(t,x,v) is to be interpreted as the density of molecules
located at [x,x+ dx] with velocity in [v,v + dv] at time t

The bilinear collision operator Q is what distinguishes the Boltzmann equation
from the other kinetic transport equations, and it takes the form (dropping the
variables t and x for readability)

Q(f, h)(v) =
∫

Rd

∫

Sd−1
B(‖v − v∗‖, cos θ)(h′∗f ′ − h∗f) dσ dv∗, (2)

where Q(f, h)(v) is to mean Q(f, h) evaluated at v. We have shorthand notation

f = f(v), h∗ = h(v∗), f ′ = f(v′), h′∗ = h(v′∗),

where the pre- and post-collision velocities are related by

v′ = 1
2 (v + v∗ + ‖v − v∗‖σ) , v′∗ = 1

2 (v + v∗ − ‖v − v∗‖σ) .

1



The two terms h′∗f ′ and h∗f are called gain and loss parts respectively, and it is
often useful (and we will do so later) to separate the kernel and write

Q(f, h) = Qgain(f, h)−Qloss(f, h).

Were it not for the collision term, (1) would have an analytical solution given by

f(t,x,v) = f0(x− vt,v).

It is the collision term that makes (1) so numerically challenging, and so most
attempts to tacke it will focus primarily on a discretization of Q. This paper is no
different. To that end, we consider the related spatially homogeneous Boltzmann
equation

∂f

∂t
(t,v) = Q(f, f)(t,v) (3)

for f : R+ × Rd → R+ instead.

1.1 Equilibrium solutions
The conserved quantities for (3) are the observables mass, momentum and energy,

ρ(t) =
∫

Rd
f(t, v) dv, u(t) = 1

ρ(t)

∫

Rd
f(t,v)v dv, E(t) = 1

ρ(t)

∫

Rd
f(t,v)‖v‖2 dv.

For all reasonable kernels B and initial values f0 the long-term nonzero equilib-
rium solutions to the Boltzmann equation are the Maxwellians (or Gaussians)

M(v) =M(ρ,u, T )(v) = ρ

(2πT )d/2 exp
(
−‖u− v‖

2

2T

)
, (4)

which are fully characterized by the three observables. Here, T is the temperature

T (t) = 1
dρ(t)

∫

Rd
‖u− v‖2f(v) dv = 1

d

(
E(t)− ‖u(t)‖2

)
.

Thus, the equilibrium solution is available a priori through the observables ρ, u and
E, and as such, the primary niche for numerical solvers ought to be situations where
f is far removed from equilibrium.

What is more, a recent proof by Gressman and Strain [5] has shown that f
converges to equilibrium exponentially fast. These are important features of the
Boltzmann equation that must be kept in mind when designing numerical schemes.

1.2 Scaling
In the following, we use ĝ to denote the Fourier transform of a function g. This
lemma is due to Bobylev [1]:
Lemma 1. If B depends only on cos θ we have

Q̂(f, f)(ξ) =
∫

Sd−1
B(eξ·σ)

[
f̂

(1
2‖ξ‖(eξ + σ)

)
f̂

(1
2‖ξ‖(eξ − σ)

)
− f̂(ξ)f̂(0)

]
dσ,

where ex = x/‖x‖.

2



Proposition 2. Assume f(t,v) solves (3) and α > 0. Then

gα(t,v) = αf(αt,v)

is another solution. Moreover, if the kernel B depends only on cos θ, then

hα(t,v) = αdf(t,αv)

is yet another solution.

Proof. For the first claim, we have

∂gα
∂t

(t,v) = α2 ∂f

∂t
(αt,v) = α2Q(f, f)(αt,v)

= Q(αf,αf)(αt,v) = Q(gα, gα)(t,v).

For the second, note first that

ĥα(t, ξ) = f̂
(
t,
ξ

α

)
. (5)

By assumption and lemma 1 we have that

∂tf̂(t, ξ) =
∫

Sd−1
B(eξ ·σ)

[
f̂

(1
2‖ξ‖(eξ + σ)

)
f̂

(1
2‖ξ‖(eξ − σ)

)
− f̂(ξ)f̂(0)

]
dσ,

so, using eξ = eαξ and α > 0, we get

∂tf̂(t,αξ) =
∫

Sd−1
B(eξ·σ)

[
f̂

( 1
2α‖ξ‖(eξ + σ)

)
f̂

( 1
2α‖ξ‖(eξ − σ)

)
− f̂
(
ξ

α

)
f̂(0)
]

dσ,

which by (5) is equivalent to

∂tĥα(t, ξ) =
∫

Sd−1
B(eξ·σ)

[
ĥα

(1
2‖ξ‖(eξ + σ)

)
ĥα

(1
2‖ξ‖(eξ − σ)

)
− ĥα(ξ)ĥα(0)

]
dσ,

which by lemma 1 is ̂Q(hα, hα)(ξ). The claim follows by inverse Fourier transform.

1.3 Integral representations of the Boltzmann collision oper-
ator
A useful form of the collision operator (2) is

Q(f, h)(v) =
∫

Rd

∫

Sd−1
B(‖g‖, cos θ)(h′∗f ′ − h(v − g)f(v)) dσ dg, (6)

which is achieved by a change of variables g = v − v∗, and is used in [8] to develop
a numerical scheme.

On the other hand, in [7], it is shown that an alternate representation of (2) is

Q(f, h)(v) =
∫

Rd

∫

Rd
B̃(x,y)δ(x · y) [h(v + y)f(v + x)− h(v + x+ y)f(v)] dxdy.

(7)

3



This integral, due to the delta function, is also five-dimensional. The condition
x ⊥ y allows us to express the transformed collision kernel as

B̃(x,y) = 2d−1 1
‖x+ y‖d−2B

(
‖x+ y‖, ‖x‖‖x+ y‖

)
.

Of course, as x ⊥ y, we have ‖x + y‖2 = ‖x‖2 + ‖y‖2, and so it is clear that B̃
depends only on ‖x‖ and ‖y‖.

While (6) and (7) are equivalent in the continuous formulation, this is not nec-
essarily true post-discretization.

2 Discretization of the Boltzmann collision opera-
tor
2.1 Truncation in velocity space
The following proposition is given in [8], with BR the ball of radius R centered at 0.
Proposition 3. Let supp f, h ⊂ BR. Then, supp Q(f, h) ⊂ B√2R, and

Q(f, h)(v) =
∫

B2R

∫

Sd−1
B(‖g‖, θ)(h′∗f ′ − h∗f) dσ dg

for v ∈ B√2R. Under these assumptions, v′,v′∗,v − g ∈ B(2+
√

2)R for all g ∈ B2R.

Thus, by considering f restricted on the cube DL = [−L,L]d, with f(v) = 0 on
DL \BR, extended periodically to all of Rd, we can evaluate Q(f, f) without aliasing
if L ≥ (2+

√
2)R. In practice, L should be chosen large enough to accommodate the

necessary number of timesteps while minimizing the aliasing errors, as the support
of f will grow.

The task now is to bring the representation (7) into truncated form also, so that
the two truncated representations are equivalent. This is the content of the following
proposition.
Proposition 4. Consider f and h restricted to the cube DL with f(v) = 0 on
DL\BR, extended periodically to all of Rd, with L ≥ (2+

√
2)R. Then, for v ∈ B√2R,

the following representations of Q(f, h)(v) are equivalent.

Q(f, h)(v) =
∫

B2R

∫

Sd−1
B(‖g‖, θ)(h′∗f ′ − h∗f) dσ dg (8)

=
∫

B√2R

∫

B√2R

B̃(x,y)δ(x · y) (9)

· [h(v + y)f(v + x)− h(v + x+ y)f(v)] dxdy. (10)

Proof. Representation (8) follows from proposition 3. Following the outline from
[7], it can be shown that

Q(f, h)(v) =
∫

Rd

∫

Rd
B̃(x,y)δ(x · y)χB2R(x+ y)

· [h(v + y)f(v + x)− h(v + x+ y)f(v)] dxdy.

4



It remains to show that when ‖x + y‖ > 2R, i.e. when χB2R(x + y) = 0, we have
h(v + y)f(v + x) = h(v + x+ y)f(v) = 0.

Under these assumptions, it is clear that either ‖v‖ > R or ‖v + x + y‖ > R.
Furthermore, since x ⊥ y, we also have ‖x − y‖ > 2R, so either ‖v + y‖ > R or
‖v + x‖ = ‖(v + y) + (x− y)‖ > R.

Last, for ‖x‖, ‖y‖ ≤
√

2R, we have max{‖v‖, ‖v+x‖, ‖v+y‖, ‖v+x+y‖} ≤ L.
This concludes the proof.

Henceforth, we will denote by QR the bounded version of Q as defined in (8)
and (9).

2.2 Fourier discretization
Let us now discretize f by representing it as a truncated d-dimensional Fourier series
in v,

fN (t,v) =
∑

k∈A
f̂k(t)eik·v, (11)

where A ⊂ π
LZd is some discrete and finite but so far unspecified set of Fourier

modes. Then, (3) yields
∑

k∈A
f̂ ′ke
ik·v =

∑

l,m∈A
f̂lf̂mQ

R
(
eil·v, eim·v

)
. (12)

Substituting the Fourier modes into (6) or (7), we find that there exists coefficients
β̂(l,m) so that

QR
(
eil·v, eim·v

)
= β̂(l,m)ei(m+l)·v. (13)

Plugging this into (12), discarding coefficients outside A and comparing the remain-
ing coefficients, gives us the following quadratic ODE for the coefficients f̂k:

f̂ ′k =
∑

l,m∈A
l+m=k

f̂lf̂mβ̂(l,m), (14)

where ′ stands for differentiation with respect to time.
The coefficients β̂(l,m) are called the kernel modes. These can be evaluated

through (13). Note that since the Fourier modes eik·v do not satisfy the conditions
of proposition 4, representations (6) and (7) will yield different values for β̂. In
the following, we will denote by β̂Pd those values arising from (6), and by β̂Md those
arising from (7).

Separating gain and loss terms as described in section 1, we find that we have

β̂∗d(l,m) = β∗d(l,m)− β∗d(m,m), ∗ = P,M

where the coefficients β·d are given, for general kernels B and B̃, as

βPd (l,m) =
∫

B2R

∫

Sd−1
B(‖g‖, cos θ) exp

[
−ig · l+m2 − i‖g‖σ · m− l2

]
dσ dg(15)

βMd (l,m) =
∫

B√2R

∫

B√2R

B̃(x,y)δ(x · y)eil·xeim·y dxdy, (16)

for l,m ∈ A.

5



2.3 Observables
For the linear functionals ρ, u and E, we necessarily have representations in terms
of the coefficients f̂k from (11):

ρ(f) = 1
(2L)d

∑

k∈A
ρ̂kf̂k, ρu(f) = 1

(2L)d
∑

k∈A
ûkf̂k, ρE(f) = 1

(2L)d
∑

k∈A
Êkf̂k.

The values ρ̂k, ûk and Êk are given as (rescaled) Fourier coefficients of the functions
1, v and ‖v‖2:

1
(2L)d




ρ̂k

ûk

Êk



 =
∫

DL




1
v
‖v‖2



 eik·v dv

Clearly, for mass, we have ρ̂k = (2L)dδk,0.
For u and E, we find that ûk = Êk = 0 whenever k is off the axes, i.e. there is

more than one nonzero element. Thus, let k = π
L k̃je

j , where ej is the j’th Cartesian
basis vector, and k̃j some integer.

Then, for momentum, we have

(ûk)l =
{
−i (−1)k̃j

kj
, l = j and k -= 0

0, l -= j or k = 0.

And finally the energy:

Êk =






d
3L

2, k = 0,
2 (−1)k̃j
k2
j
, k -= 0.

Thus we see that even if A is relatively full, say a box of Nd degrees of freedom,
the accurate evaluation of these functionals require only a subset of A containing
the axes, which are of size dN .

3 Choice of A
So far, we have left the choice of Fourier space A unaccounted for. Of course, it is
required that A is a subset of the scaled lattice grid

A ⊂ Afull = π
L

Zd.

The obvious choice, and the one pursued in [8] and [7] is

AFF(N) = π
L

{
−N2 ,−

N

2 + 1, . . . , N2 − 1
}d
,

i.e. the full d-dimensional discrete Fourier representation with N degrees of freedom
in each direction.

An alternative choice is the hyperbolic cross Fourier transform, which can be
considered the frequency-space equivalent of sparse grids (see [4] for more details),

AT (N) :=




k ∈
π

L
Zd :

d∏

j=1
(1 + |k̃j |) · (1 + |k|∞)−T ≤ (1 +N)1−T




 .
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Figure 1: Shows the amplitude of the spectrum of a Gaussian, with the Fourier modes
belonging to hyperbolic crosses and full grids of comparable size delineated for compar-
ison. It seems that full grids offer much better approximation of Gaussians.

with A−∞(N) = AFF(N), where the vectors k and k̃ are, as in the previous section,
related by

k = π
L
k̃

making k̃ integral. The parameter T ≤ 0 controls the “fatness” of the hyperbolic
cross, with the classical hyperbolic cross being given by T = 0.

For T = 0, we have |A0(N)| = O(N logdN) compared to |A0(N)| = Nd.
It’s also worth noting that AFF(N) ⊇ AT (N), yet for any functional * that

depends only on Fourier coefficients on the axes (such as ρ, u and E), we have for
L2-projections fA0 , fAFF of f onto span

{
eik·v | k ∈ A∗

}
that

*
(
fA0(N,D)

)
= *
(
fAFF(N)

)
.

In spite of this property, it is not necessarily the case that the hyperbolic cross
provides a good approximation for f itself, and by extension, Q(f, f) and ∂tf . In
particular, it does not provide good approximations of near-Maxwellians. Indeed, the
spectrum of a Maxwellian is a Maxwellian centered at the origin, and its rotational
symmetry makes it well suited for an approximation by AFF(N), see figure 1.

This indicates that the hyperbolic cross would be a poor choice for approximating
near-equilibrium solutions. It could still provide a useful tool for certain situations
with f far removed from equilibrium.

3.1 Complexity
The evaluation of Q(f, f) requires the formation of the sum (14). There are no
generally fast algorithms to compute this, unless some kind of separability of β̂ is
available, as in [7], which seems to be the case only for certain specific kernels B.
A straightforwardly naive implementation has cost on the order of the number of

7
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Figure 2: Logarithmic plot of +c(A) versus +A for AFF(N) (blue) and A0(N) (red),
showing a minor improvement in complexity for the hyperbolic cross. The dashed lines
are the power laws y = c1x2 and y = c2x15/8.

pairs of vectors l,m ∈ A such that l+m ∈ A. We are asking for the cardinality of
the combination set

c(A) =
{

(l,m) ∈ A2 | l+m ∈ A
}
.

Proposition 5. For d fixed,

+c(AFF(N)) = O(+AFF(N)2) = O(N2d).

Proof. For simplicity, let T = π, so that AFF(N) has integral elements. Let M =
N/2. Then, l+m ∈ A is equivalent with

−M ≤ li +mi ≤M − 1 ∀i

Whatever the value of li, there are at least M values of mi that satisfies this in-
equality (say, 0 ≤ − sgn(li)mi < M). Thus,

+c(AFF(N)) = O((NM)d) = O(N2d).

This is clearly the worst possible case for any A, counting by degrees of freedom.
However, the hyperbolic cross can do better. Experimentally we have, for instance,

+c(A0(N)) = O(+A0(N) 15
8 ).

See figure 2.
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4 Approximation Error
4.1 Basic Assumptions and Estimates
In our analysis we assume the VHS model

B(‖u‖, cos θ) = ‖u‖λb(cos θ), λ ∈ R (17)

with b satisfying Grad’s cutoff assumption

A(u) :=
∫

Sd−1
b(cos θ) dσ =

∫

Sd−1
b

(〈
u

|u| ,σ
〉)

dσ <∞. (18)

During all of this section we fix R and L as introduced in Section 2.1. Our first
result is a boundedness result of QR in L2 for periodic functions.
Theorem 6. Assume that λ ≥ −d2 . Then we have for functions f, g which are
L-periodic with fundamental domain DL = [−L,L]d the estimate

‖QR(f, g)‖L2(DL) ≤ CpcL
d
2 +max(2λ,0)‖f‖L2(DL)‖g‖L2(DL),

where Cpc is a constant that may depend on d and λ. Moreover, the function
QR(f, g) is L-periodic.

The proof of this theorem treats the gain- and loss term seperatly. In order to
handle the gain term we need the following result from [9].
Theorem 7. Assume that λ ≥ 0 and f, g general functions on Rd. Then we have
the estimate

‖QR,+(f, g)‖L2(DL) ≤ Cpos‖f‖L2
λ

(D3L)‖g‖L1
λ

(D3L),

where we define for ν > 0, p ≥ 1 and a domain D ⊂ Rd

‖f‖pLpν(D) :=
∫

D
|f(v)|p(1 + |v|pν)dv.

For −d < λ < 0 and
1
p

+ 1
q

= 1 + λ
d

+ 1
r

we have
‖QR,+(f, g)‖Lr(DL) ≤ Cneg‖f‖Lp(D3L)‖g‖Lq(D3L).

Proof. This result has been shown in [9] for the non-truncated gain operator Q+

and with the norms for the terms QR,+(f, g), f, g taken over all of Rd.
As to the effect of the truncation we remark that exactly the same arguments as

in [9] apply to the truncated case by replacing

B(‖g‖, cos θ)↔ B(‖g‖, cos θ)χB2R ,

with χB2R denoting the indicator function of B2R.
To justify the fact that in our estimates the norms on the right-hand sides are

just taken over [−3L, 3L]d we remark that by the definition of QR,+, the values of
QR,+(f, g)(v) for v ∈ [−L,L]d only depend on f and g restricted to [−3L, 3L]d.

9



Proof of Theorem 6. We first show the desired statement for the loss term QR,−.
We have

QR,−(f, g)(v) =
∫

B2R

∫

Sd−1
B(‖u‖, cos θ)g(v − u) dσ duf(v) = (Aλ ∗ g) (v) · f,

where
Aλ(u) := ‖u‖λA(u).

Since the integral runs over a bounded domain and, by Grad’s cutoff assumption, A
is uniformly bounded if λ > 0, and we can assume

‖Aλ‖L∞(DL) ≤ CALmax(λ,0)

which entails

‖QR,−(f, g)‖L2(DL) ≤ ‖f‖L2(DL)‖Aλ ∗ g‖L∞(DL)

≤ ‖f‖L2(DL)‖Aλ‖L∞(DL)‖g‖L1(D3L). (19)

The last inequality holds since only the values of g restricted to [−3L, 3L]d are used
for the evaluation of Aλ ∗ g(v), v ∈ [−L,L]d.

If λ < 0, Aλ is still integrable by the assumption λ ≥ −d/2. Thus, Aλ has
bounded Fourier transform, and the convolution operator is bounded in L2.

We can further estimate

‖g‖L1(D3L) ≤ (6L) d2 ‖g‖L2(D3L).

Now we observe that, due to periodicity of g, the above quantity can be bounded
by

3(6L) d2 ‖g‖L2(DL)

Plugging this estimate into (19) yields the desired estimate for the loss term.
For the gain term we need to distinguish whether λ ≥ 0, in which case we appeal

to the first part of Theorem 7 which states that

‖QR,+(f, g)‖L2(DL) ≤ Cpos‖f‖L2
λ

(D3L)‖g‖L1
λ

(D3L). (20)

Since f and g are periodic, we have

‖QR,+(f, g)‖L2(DL) ≤ 27Cpos‖f‖L2
λ

(DL)‖g‖L1
λ

(DL). (21)

Since
‖f‖Lp

λ
(DL) ≤ 2(

√
dL)λ‖f‖Lp(DL)

for all p ≥ 1 and
‖g‖L1(DL) ≤ (2L) d2 ‖g‖L2(DL)

we arrive at

‖QR,+(f, g)‖L2(DL) ≤ 108Cposd
λ2 d2L d2 +2λ‖f‖L2(DL)‖g‖L2(DL)

whenever λ ≥ 0. Now we turn to the case −d/2 ≤ λ < 0. By our assumptions on d
and λ, we can find p, q ≤ 2 such that with r = 2 we have

1
p

+ 1
q

= 1 + λ
d

+ 1
r

10



By the second part of Theorem 7 and arguing as above, we get

‖QR,+(f, g)‖L2(DL) ≤ 9Cneg(6L) d2 ‖f‖L2(DL)‖g‖L2(DL).

using the estimate
‖f‖Lp(D3L) ≤ 3(6L)d( 1

p−
1
2 )‖f‖L2(DL)

and choosing
2
p

= 2
q

= 3
2 + λ
d
≤ 3

2 .

This gives us the desired estimate with, say

Cpc = (3CA + 108Cpos + 9Cneg) · 6 d2 dmax(λ,0).

To see that also QR(f, g) is L-periodic, we simply write both f and g as a
Fourier series which directly yields the Fourier series representation of Section 2.2
for QR(f, g). This proves the theorem.

The second result we will require is a product rule for derivatives of the collision
operator which can be found in [11].
Proposition 8. We have

∂jQ
R(f, g) = QR(∂jf, g) +QR(f, ∂jg),

where ∂j denotes the derivative in the j-th coordinate direction.

Proof. This result has been proven in [11] but we give a simpler proof which applies
to the case when f and g are L-periodic, which is of interest to us. In this case we
can write

F(∂jQR(f, g))(k) =
∑

l+m=k

β̂(l,m)ikj f̂lĝm =
∑

l+m=k

β̂(l,m)ilj f̂lĝm+
∑

l+m=k

β̂(l,m)f̂limj ĝm.

The latter sum is equal to

F(QR(∂jf, g))(k) + F(QR(f, ∂jg))(k)

which proves the statement.

In the following we will develop estimates for the approximation error

‖Q(f, f)− PAQR(PAf, PAf)‖L2(Rd),

where PA denotes the projection operators onto the Fourier modes contained in A.

4.2 Consistency
In this section we develop error bounds for L2-error between the approximate appli-
cation of the discretized collision operator QR(f, g) and the application of the true
operator Q(f, g) in terms of f and g. Our main result Theorem 13 may be viewed
as a generalization of the approximation results in [8]. Our results are more general
in several aspects:

11



(i) The main approximation result in [8] estimates the approximation error in
terms of a Sobolev norm of f, g and Q(f, g). In contrast we notice that, due
to the product rule shown in Proposition 8, actually any function norm of
Q(f, g) based on derivatives can be estimated by the corresponding norms for
f and g. Therefore, our Theorem 13 only requires finiteness of the norms of
the functions f and g.

(ii) Our results are not confined to approximation on full Fourier grids. In fact, in
the next section we develop error estimates for a whole family of Fourier grids,
including hyperbolic cross approximation and approximation on full grids.

(iii) While the results of [8] only hold for the case of VHS kernels, we also treat
more general kernels satisfying Grad’s cutoff assumption (17), (18).

We will develop approximation errors for a family of different Fourier discretiza-
tions. Only for simplicity we will assume L = 1 and therefore all function spaces
to follow are defined on [−1, 1]d. The case of general L is no more difficult but it
would require a heavier notation.

The corresponding smoothness spaces are the following mixed Sobolev spaces as
defined in [6].
Definition 9. We define the smoothness spaces

Ht,lmix(DL) :=




f ∈ L
2(DL) :

∑

α≤(t,...,t), |β|∞≤l

∥∥∂α∂βf
∥∥
L2(DL) <∞




 . (22)

Remark 10. For t = 0 we get the usual Sobolev spaces, for l = 0 we get the Sobolev
spaces with dominating mixed smoothness.

In [6] the following approximation result is shown.
Theorem 11. We have

‖f − PAT (N)f‖L2(DL) !
{

(1 +N)−l−t+Tt
d−1
d−T ‖f‖Ht,lmix(DL) for T ≥ − lt

(1 +N)−l−t‖f‖Ht,lmix(DL) for T ≤ − lt
In the remainder of the present section we establish the important fact that the

previous optimal approximation order can be retained for the application of the
truncated collision operator.

A crucial tool will be the following boundedness result for the collision operator.
Theorem 12. Under the assumptions of Theorem 6 we have that

∥∥QR(f, g)
∥∥
Ht,lmix(DL) ! ‖f‖Ht,lmix(DL)‖g‖Ht,lmix(DL). (23)

Proof. Note that by Proposition 8, every derivative

∂αQR(f, g)

can be expressed as a linear combination of terms

QR(∂α1f, ∂α2g), α1 + α2 = α.

It follows that we can estimate

‖∂αQR(f, g)‖L2(DL) !
∑

α1+α2=α
‖QR(∂α1f, ∂α2g)‖L2(DL).

12



Now we can apply theorem 6 to the summands in the above expression and arrive
at the desired result.

The following theorem is our main result concerning the approximation error in
the Fourier discretization of the collision operator.
Theorem 13. We have the estimate
∥∥QR(f, f)− PAT (N)Q

R(PAT (N)f, PAT (N)f)
∥∥
L2(DL) !





(1 +N)−l−t+Tt

d−1
d−T

(
1 + ‖f‖2Ht,lmix(DL)

)
for T ≥ − lt ,

(1 +N)−l−t
(

1 + ‖f‖2Ht,lmix(DL)

)
for T ≤ − lt .

Proof. We write
∥∥QR(f, f)− PAT (N)Q

R(PAT (N)f, PAT (N)f)
∥∥
L2(DL)

≤
∥∥QR(f, f)− PAT (N)Q

R(f, f)
∥∥
L2(DL)

+
∥∥PAT (N)Q

R(f, f)− PAT (N)Q
R(PAT (N)f, PAT (N)f)

∥∥
L2(DL) .

Since the operator PAT (N) is a projection, this can be further bounded from above
by
∥∥QR(f, f)− PAT (N)Q

R(f, f)
∥∥
L2(DL)+

∥∥QR(f, f)−QR(PAT (N)f, PAT (N)f)
∥∥
L2(DL) .

To handle the first term we first invoke theorem 11 to obtain
∥∥QR(f, f)− PAT (N)Q

R(f, f)
∥∥
L2(DL) !

{
(1 +N)−l−t+Tt

d−1
d−T ‖QR(f, f)‖Ht,lmix(DL) for T ≥ − lt ,

(1 +N)−l−t‖QR(f, f)‖Ht,lmix(DL) for T ≤ − lt .

Now, all we need to do is estimate the quantity ‖QR(f, f)‖Ht,lmix(DL) in terms of the
mixed Sobelev norm of f , which has been done in theorem 12.

This takes care of the first term. In order to estimate the second term, given by
∥∥QR(f, f)−QR(PAT (N)f, PAT (N)f)

∥∥
L2(DL) ,

we invoke the bilinearity of QR which allows us to rewrite this expression as
∥∥QR
(
f − PAT (N)f, f

)
+QR

(
PAT (N)f, f − PAT (N)f

)∥∥
L2(DL) .

Now we can invoke the bound of Theorem 6 to bound this quantity by

C10(R,L)
∥∥f − PAT (N)f

∥∥
L2(DL)

(
‖f‖L2(DL) +

∥∥PAT (N)f
∥∥
L2(DL)

)
.

The first factor in this product can be estimated using Theorem 11, the second one
is bounded by

2 ‖f‖L2(DL) .

Summing up these estimates we arrive at the desired result.

13



Remark 14. The previous result opens up the door for adaptively enlarging or shrink-
ing the set of active Fourier modes in each timestep. To this end, we envision to
solve the homogenous Boltzmann equation over three Fourier grids, corresponding
to different values of T and decide to switch to a larger/smaller grid based on the
relative errors between these three different solutions. We consider this approach to
be especially promising in cases where the solution is well-approximable by a sparse
(HC-type) grid initially. As the solution approaches the Maxwellian distribution,
the approximation grid can be modified to yield a full Fourier grid more suitable for
the approximation of radially symmetric functions. We leave the further exploration
of this idea to future work.

4.3 Error for the projected equation
The aim of this section is to establish estimates for the time-dependent error between
the solution to the actual Boltzmann equation

ḟ = Q(f, f), f(0) = f0

and the truncated and projected equation

ḟA = PAQR(fA, fA), fA(0) = PAf0.

We will also require the intermediate solution of the truncated, but not projected,
equation

ḟR = QR(fR, fR), f(0) = f0
The estimates cannot be completed without a number of realistic assumptions, which
are:
• that f and fR satisfy exponential decay for all t. They are bounded by some

constant times a function

Ma(v) = exp(−a‖v‖2).

The constant in question will be denoted by Cexp and Cexp,R, respectively.
• that fA is bounded in the L2(DL)-norm, for all t:

‖fA(t)‖L2(DL) ≤ Cb.

• that fA also satisfies an exponential decay in the sense

‖fA(L)M−1
a ‖L2(DL) ≤ CdecL

d
2 (24)

for all t and L, where we have assumed some dependency between A and L to
which we will return in section 6.4.

We will also take for granted that L depends on R in such a fashion that only values
in DL are used for the evaluation of QR in BR. For this it suffices that L(R) = 3L.
We also assume that the collision kernel is of VHS type with λ ≥ −d2 and that t is
restricted to some interval [0, T ].

We are primarily interested in error estimates for fixed initial data, asymptot-
ically as A and L grow. It is clear, and we will see so later, that there must be
some dependence A = A(L) if this is to work. Quantities that depend only on d, λ
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and the assumed decay properties (a, Cexp and Cb, for example) will be treated as
constants.

Our results are valid for sufficiently large L. It is worth noting that this condition
is in reality quite modest.

Throughout this section, we will simplify notation by using

Q(f) =̇ Q(f, f), QR(f) =̇ QR(f, f)

whenever appropriate.
We begin with a Lipschitz continuity type result for the collision operator QR.

Lemma 15. Assume that f satisfies the exponential decay

|f(v)| ≤ Cexp,f exp(−a‖v‖2), v ∈ Rd,

and that g is 2L-periodic, satisfying

‖gM−1
a ‖L2(DL) ≤ CdecL

d
2 ,

as well as ‖g‖L2(DL) ≤ Cb, where Cexp,f , Cdec and Cb are constants that do not
depend on L.

Then there exists constants Clip and Cd that may depend on λ and d, such that
for sufficiently large L,

‖QR(f, f)−QR(g, g)‖L2(BR) ≤ ClipL
max(2λ,0)+ d2

(
‖f − g‖L2(BR) + CdL

d
2 e−aR

2
)
.

Proof. From the proof of theorem 6 we know that

‖QR,−(f, g)‖L2(BR) ≤ CARmax(λ,0)‖f‖L2(BR)‖g‖L1(DL)

≤ CARmax(λ,0)(2L) d2 ‖f‖L2(DL)‖g‖L2(DL).

Moreover, by theorem 7 and the proof of theorem 6 we have that if λ ≥ 0,

‖QR,+(f, g)‖L2(BR) ≤ Cpos‖f‖L2
λ

(DL)‖g‖L1
λ

(DL)

≤ 4Cpos(
√
dL)2λ‖f‖L2(DL)‖g‖L1(DL)

≤ 4Cpos(
√
dL)2λ(2L) d2 ‖f‖L2(DL)‖g‖L2(DL)

and if −d2 ≤ λ < 0, just as in the proof for theorem 6, we find, with

1
p

= 3
4 + λ2d ≤

3
4

that

‖QR,+(f, g)‖L2(BR) ≤ Cneg‖f‖Lp(DL)‖g‖Lp(DL)

≤ Cneg(2L)d( 2
p−1)‖f‖L2(DL)‖g‖L2(DL)

≤ Cneg(2L) d2 ‖f‖L2(DL)‖g‖L2(DL)

whenever 2L ≥ 1.
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In summary, under the given assumptions,

‖QR(f, g)‖L2(BR) ≤ CcL
max(2λ,0)+ d2 ‖f‖L2(DL)‖g‖L2(DL)

with, say,
Cc = (CA + 4Cpos + Cneg) · 2 d2 dmax(λ,0).

Also, the same bound will hold for the symmetrized operator

QRsym(f, g) = 1
2
(
QR(f, g) +QR(g, f)

)
.

Now, given two functions f and g satisfying the given assumptions, we have

‖QR(f, f)−QR(g, g)‖L2(BR) = ‖QRsym(f, f)−QRsym(g, g)‖L2(BR)

= ‖QRsym(f + g, f − g)‖L2(BR)

≤ CcL
max(2λ,0)+ d2 ‖f + g‖L2(DL)‖f − g‖L2(DL).

Since f and g are bounded, we can reduce this to

‖QR(f, f)−QR(g, g)‖L2(BR) ≤

ClipL
max(2λ,0)+ d2

(
‖f − g‖L2(BR) + ‖f‖L2(DL\BR) + ‖g‖L2(DL\BR)

)

Where
Clip = Cc

(
Cexp,f

( π
2a
) d

4 + Cb

)
.

From the exponential decay of f we can conclude

‖f‖L2(DL\BR) ≤ Cexp,fe
−aR2(2L) d2 ,

and likewise for g we have

‖g‖L2(DL\BR) = ‖gM−1
a Ma‖L2(DL\BR)

≤ ‖Ma‖L∞(DL\BR)‖gM−1
a ‖L2(DL\BR) ≤ Cdece

−aR2
L
d
2

Thus,

‖QR(f, f)−QR(g, g)‖L2(BR) ≤ ClipL
max(2λ,0)+ d2

(
‖f − g‖L2(BR) + CdL

d
2 e−aR

2
)
.

with Cd = 2 d2Cexp,f + Cdec.

We will also require the following generalization of the Grönwall inequality from
[2], here stated in a more particular form.
Theorem 16 (Theorem 21 in [2]). Let u(t) be a nonnegative function satisfying

u(t) ≤ c+
∫ t

0

(
au(s) + b

√
u(s)
)

ds

where a, b, c are nonnegative. Then

u(t) ≤
[√
ceat/2 + b

a

(
eat/2 − 1

)]2
.
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4.3.1 Error due to projection
Denote by eA(t) = fR(t)− fA(t) the discretization error due to A. Then

ėA = QR(fR)− PAQR(fA)
and

d
dt

1
2‖eA‖

2
L2(BR) = (ėA, eA)L2(BR).

Proposition 17. Assume that fR satisfies the exponential decay
|fR(v)| ≤ Cexp,R exp(−a‖v‖2)

and that fA satisfies
‖fAM−1

a ‖L2(DL) ≤ CdecL
d
2

as well as ‖fA‖L2(DL) ≤ Cb, where Cexp,f , Cdec and Cb are constants that do not
depend on L or t.

Then there exists constants Clip and Cd, that may depend on λ and d such that
for sufficiently large L, for the error eA induced by discretizing the velocity space,
we have the bound

‖eA(t)‖L2(BR) ≤
(
‖eA(0)‖2L2(BR) + ρA(t)

) 1
2 exp

(
ClipL

max(2λ,0)+ d2 t
)

+ CdL
d
2

(
exp
(
ClipL

max(2λ,0)+ d2 t
)
− 1
)

exp(−aR2)

with

ρA = 2
∫ T

0
‖(Id−PA)QR(fR(τ))‖L2(BR)‖(Id−PA)fR(τ)‖L2(BR) dτ. (25)

Proof. Integrating, we get
1
2‖eA(t)‖2L2(BR) =1

2‖eA(0)‖2L2(BR) +
∫ t

0
〈QR(fR(τ))− PAQR(fA(τ)), eA(τ)〉L2(BR) dτ

=1
2‖eA(0)‖2L2(BR) +

∫ t

0
〈(Id−PA)QR(f(τ)), eA(τ)〉L2(BR) dτ

+
∫ t

0
〈PA
[
QR(fR(τ))−QR(fA(τ))

]
, eA(τ)〉L2(BR) dτ.

Now define ρA as in (25), which is clearly an upper bound for the first integral term.
Then, by lemma 15,

‖eA(t)‖2L2(BR) = ‖eA(0)‖2L2(BR)+ρA + 2
∫ t

0
〈QR(fR(τ))−QR(fA(τ)), PAeA(τ)〉L2(BR) dτ

≤ ‖eA(0)‖2L2(BR)+ρA + 2ClipL
max(2λ,0)+ d2

∫ t

0

(
‖eA(τ)‖L2(BR) + CdL

d
2 e−aR

2
)
‖eA(τ)‖L2(BR) dτ.

Now, we can apply theorem 16, giving

‖eA(t)‖L2(BR) ≤
(
‖eA(0)‖2L2(BR) + ρA

) 1
2 exp

(
ClipL

max(2λ,0)+ d2 t
)

+ CdL
d
2

(
exp
(
ClipL

max(2λ,0)+ d2 t
)
− 1
)

exp(−aR2). (26)
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Given a fixed L, the first term in (26) can be controlled by choosing A large
enough. However, the second term can only be controlled in certain specific cases.
Since we have L ∝ R, this term will only approach zero as L→∞ if

max(2λ, 0) + d2 < 2,

which means that for Maxwellian and soft potentials (λ ≤ 0), the error can be
controlled for d ≤ 3, and for hard potentials (λ > 0), it can be controlled if d <
4(1− λ).

4.3.2 Error due to truncation
We will now turn our attention to the error induced by truncating the collision
operator, namely eR(t) = f(t)− fR(t).
Proposition 18. Assume that f and fR satisfy the exponential decay conditions

|f(v)| ≤ Cexp exp(−a‖v‖2), |fR(v)| ≤ Cexp,R exp(−a‖v‖2)

where Cexp and Cexp,R do not depend on L or t.
Then there exists constants C ′lip, C ′d and Cn, that may depend on λ and d, such

that for sufficiently large L, for the error eR induced by truncating the collision
operator, we have the bound

‖eR(t)‖L2(BR) ≤
√
ρR exp

(
C ′lipL

max(2λ,0)+ d2 t
)

+ C ′dL
d
2

(
exp
(
C ′lipL

max(2λ,0)+ d2 t
)
− 1
)

exp(−aR2). (27)

with
ρR = 2Cn

∫ T

0
‖(Q−QR)(f(τ))‖L2(BR).

Proof. As before, we have

1
2‖eR(t)‖2L2(BR) =

∫ t

0
〈Q(f(τ))−QR(fR(τ)), eR(τ)〉L2(BR) dτ

=
∫ t

0
〈(Q−QR)(f(τ)), eR(τ)〉L2(BR) dτ

+
∫ t

0
〈QR(f(τ))−QR(fR(τ)), eR(τ)〉L2(BR) dτ.

noting that eR(0) = 0.
Now note that
∫ t

0
〈(Q−QR)(f(τ)), eR(τ)〉L2(BR) dτ ≤ Cn

∫ T

0
‖(Q−QR)(f(τ))‖L2(BR) dτ,

where

Cn = sup
t
‖f‖L2(BR) + sup

t
‖fR‖L2(BR) ≤ (Cexp + Cexp,R)

( π
2a
) d

4
.
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exists by assumption. Thus define

ρR = 2Cn

∫ T

0
‖(Q−QR)(f(τ))‖L2(BR).

Then,

‖eR(t)‖L2(BR) ≤ ρR + 2
∫ t

0
〈QR(f(τ))−QR(fR(τ)), eR(τ)〉L2(BR) dτ

≤ ρR + 2C ′lipLmax(2λ,0)+ d2
∫ t

0

(
‖eR(τ)‖L2(BR) + C ′dL

d
2 e−aR

2
)
‖eR(τ)‖L2(BR) dτ

by the proof of lemma 15, which is easily tweaked to allow for the case where both
f and g are exponentially decaying. We get C ′d = 2 d2 (Cexp + Cexp,R) and

C ′lip = Cc
( π

2a
) d

4 (Cexp + Cexp,R).

As in proposition 17, we use theorem 16 to complete the proof.

The quantity ρR will decrease exponentially as e−(2−φ)aR2 , where φ is the golden
ratio, which means that both terms can be controlled, and will converge to zero as L
grows, under the same condition on d and λ as before. This is shown in proposition
19.
Proposition 19. Assume that f satisfies the exponential decay condition

|f(v)| ≤ Cexp exp(−a‖v‖2)

where Cexp does not depend on L.
Then,

‖(Q−QR)(f)‖L2(Ω) ≤ Ctre
−2a(2−φ)R2

where φ is the golden ratio, and the quantity Ctr may depend on the domain Ω ⊆ Rd,
the decay rates of f , as well as λ and d.

Proof. First, note that, by lemma 20, we have

‖v + x+ y‖2 + ‖v‖2 ≥ (2− φ)(‖v‖2 + ‖x+ y‖2)
‖v + x‖2 + ‖v + y‖2 ≥ (2− φ)(‖v + x‖2 + ‖x+ y‖2)

≥ (2− φ)2‖v‖2 + (2− φ)‖x+ y‖2.

Thus,

|f(v + x)f(v + y)| ≤ F 2 exp(−a‖v + x‖2 − a‖v + y‖2)
≤ F 2 exp

(
−a(2− φ)2‖v‖2 − a(2− φ)‖x+ y‖2

)

and

|f(v + x+ y)f(v)| ≤ F 2 exp(−a‖v + x+ y‖2 − a‖v‖2)
≤ F 2 exp

(
−a(2− φ)2‖v‖2 − a(2− φ)‖x+ y‖2

)
,
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where we added another power of (2− φ) in the last step to ease notation.
Then, using the Carleman representation for QR we get

|(Q−QR)(f, f)(v)| ≤ 2F 2e−a(2−φ)2‖v‖2
∫

S
‖x+ y‖λ+2−dδ(x · y)e−a(2−φ)‖x+y‖2 dxdy,

where the power λ + 2 − d comes from the transformed collision kernel B̃, and the
integral runs over the set

S =
(
B2√

2R

)c
,

i.e. the complement of the squared
√

2R-ball.
The proof is completed by writing

e−a(2−φ)‖x+y‖2
≤ e−2a(2−φ)R2

e−
a
2 (2−φ)‖x+y‖2

,

since ‖x+ y‖2 = ‖x‖2 + ‖y‖2 ≥ 4R2, and defining

Ctr = 2C2
exp

∫

Ω
e−a(2−φ)2‖v‖2 dv

∫

S
‖x+ y‖λ+2−dδ(x · y)e− a2 (2−φ)‖x+y‖2 dxdy.

Lemma 20. For v,w ∈ Rd, it holds that

‖v +w‖2 + ‖v‖2 ≥ (2− φ)
(
‖v‖2 + ‖w‖2

)
,

where φ is the golden ratio.

Proof. First, we have

−2(v,w) ≤ 2‖
√
φv‖‖ 1√

φ
w‖

≤ φ‖v‖2 + 1
φ
‖w‖2.

Thus
2(v,w) + φ‖v‖2 + 1

φ
‖w‖2 ≥ 0,

and

‖v‖2 + ‖v +w‖2 = 2‖v‖2 + ‖w‖2 + 2(v,w)

≥ (2− φ)‖v‖2 +
(

1− 1
φ

)
‖w‖2.

The result follows since φ−1 = φ− 1.

4.3.3 Summary
The following corollary summarizes everything so far.
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Corollary 21. Assume that f and fR satisfy the exponential decay conditions

|f(v)| ≤ Cexp exp(−a‖v‖2), |fR(v)| ≤ Cexp,R exp(−a‖v‖2)

and that fA(L) satisfies

‖fA(L)M−1
a ‖L2(DL) ≤ CdecL

d
2

as well as ‖fA(L)‖L2(DL) ≤ Cb, where Cexp,R, Cexp, Cdec and Cb are constants that
do not depend on L or t.

Then, for the error e induced by truncation and projection, there exists constants
C∗tr, C∗lip and C∗d, that may depend on λ and d, such that for sufficiently large L we
have the estimate

‖e(t)‖L2(BR) ≤
[(
‖e(0)‖2L2(BR) + ρA(L)

) 1
2 + C∗tre

−a(2−φ)R2
]

exp
(
C∗lipL

max(2λ,0)+ d2 t
)

+ C∗dL
d
2

(
exp
(
C∗lipL

max(2λ,0)+ d2 t
)
− 1
)

exp(−aR2). (28)

Proof. We merely combine the error estimates from propositions 17, 18 and 19, and
write

C∗lip = max(Clip, C
′
lip), C∗d = Cd + C ′d C∗tr =

√
2CnCtrT .

The only remaining estimates to complete are those of ‖e(0)‖L2(BR) and ρA(L),
which depend on the approximation power of A.

4.3.4 Approximation using A0(N)
We present here the error estimates for the classical hyperbolic cross A0(N). The
case for general T is not much different.

We note first that we have, for general f ∈ Ht,lmix(DL) we have the result from
theorem 11 that

‖f − PA0(N)f‖L2(DL) ≤ Cappr(1 +N)−l−t‖f‖Ht,lmix(DL). (29)

Also, an easy generalisation of theorem 12 to the case where f and g are non-periodic
(using the estimates derived in the proof of proposition 17), shows that

‖QR(f, g)‖Ht,lmix(BR) ≤ CmixL
max(2λ,0)+ d2 ‖f‖Ht,lmix(DL)‖g‖Ht,lmix(DL). (30)

This gives us the following theorem.
Theorem 22. Assume that f and fR satisfy the exponential decay conditions

|f(v)| ≤ Cexp exp(−a‖v‖2), |fR(v)| ≤ Cexp,R exp(−a‖v‖2)

and that fA satisfies
‖fAM−1

a ‖L2(DL) ≤ CAL
d
2

as well as ‖fA‖L2(DL) ≤ Cb, where Cexp,R, Cexp, CA and Cb are constants that do
not depend on L or t.
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Also assume that f0 and fR is in Ht,lmix for some t, l and that the mapping τ 6→
‖fR(τ)‖3Ht,lmix

is integrable with respect to τ . Then there is a function Γ(λ, d, L) so
that for sufficiently large L it holds

‖e(t)‖L2(BR) ≤
[
Cappr(1 +N)−l−tΓ(λ, d, L) + C∗tre

−a(2−φ)R2
]

exp
(
C∗lipL

max(2λ,0)+ d2 t
)

+ C∗dL
d
2

(
exp
(
C∗lipL

max(2λ,0)+ d2 t
)
− 1
)

exp(−aR2). (31)

Proof. This is achieved by substituting equations (29) and (30) in the definition of
ρA (25), extending the domain of norms from BR to DL where necessary.

The function Γ will take the form

Γ(λ, d, L)2 = 2CmixL
max(2λ,0)+ d2

∫ T

0
‖fR(τ)‖3Ht,lmix(DL) dτ + ‖f0‖2Ht,lmix(DL).

We can see that given the aforementioned condition on λ and d, all these terms
can be controlled, first by choosing L and then by choosing N(L), through which
the dependence A = A(L) is realized.

It should be noted that one should not expect this estimate to be sharp for large
t. Indeed, the exact and numerical solutions will both tend towards equilibria, as
can be seen in section 6.

5 An offset method
Since the hyperbolic cross performs so poorly with near-equilibrium solutions, a
more flexible idea may be to consider f as a perturbation from equilibrium

f(v) = fp(v) +M(ρ,u, T )(v).

The spectrum of M is known a priori and fp can be approximated using any coef-
ficient set A. Since we would keep M constant in time, we then get

∂tf = ∂tfp = Q(f, f) = Q(fp, fp) +Q(M,fp) +Q(fp,M) (32)

as Q(M,M) = 0 by necessity. Moreover, the terms Q(M,fp) and Q(fp,M) rep-
resent a linear function of fp which can be assembled a priori using the spectrum
of M to any desired accuracy. The only quadratic part is Q(fp, fp). As we would
expect fp → 0, the collision operator becomes near linear over time.

The spectrum of the periodically continued Maxwellian in terms of the k from
(11) is

M̂(ρ,u, T )(k) = ρ

(2L)d exp
(
−T2 ‖k‖

2 − iu · k
)
. (33)
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Knowing this, we can formulate the linear part of the right hand side of (32) as

[Q(fp,M) +Q(M,fp)] (k) =
∑

l∈A
m∈B

l+m=k

β̂(l,m)M̂(m)fpl +
∑

l∈A
m∈B

l+m=k

β̂(m, l)M̂(m)fpl

=
∑

l∈A

∑

m∈B
l+m=k

(
β̂(l,m) + β̂(m, l)

)
M̂(m)fpl

=
∑

l∈A
Qlin(k, l)fpl (34)

which can be recognized as simple matrix multiplication with

Qlin(k, l) =
∑

m∈B
l+m=k

(
β̂(l,m) + β̂(m, l)

)
M̂(m)

defined for all k, l ∈ A.
The set B can be any suitable set of Fourier coefficients for approximating the

Maxwellian. As can be seen from (33), |M̂ | is a Gaussian centered at zero, so a
suitable choice might be B = AFF(N) with a sufficiently large N . It is worth noting
that B can be very large, since as soon as Qlin is assembled, the size of B does not
affect the cost of applying (34).

To ensure
sup
m/∈B
|M̂(m)| ≤ ε

the condition on N is
N2 ≥ 8L2

Tπ2 log
(
ρ

(2L)dε

)
.

6 Numerical results
We have numerical results for various solutions, some of which are “friendly” to the
hyperbolic cross, others which are not. To summarize, the three methods we have
used are
• FF: The full grid fourier approximation.
• HC: The “raw” hyperbolic cross method.
• OM: The offset method with hyperbolic cross.

6.1 Verification (BKW)
As a verification of correctness, one can use the only known analytical non-equilibrium
solution to the Boltzmann equation—the BKW solution [10], [3]. It takes the form

f(t, v) = (2πs)−d/2 exp
(
−‖v‖

2

2s

)(
1− 1− s

2s

(
d− ‖v‖

2

s

))
(35)

where
s = s(t) = 1− e−λ(t+t0),
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(a) Relative error w.r.t. time for about 3100 degrees
of freedom.
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(b) Relative error w.r.t. degrees of freedom at time
t = 5.1.

Figure 3: Relative errors for the BKW solution. Full lines are L1-norm, dashed lines are
L2-norm, and dotted lines are L∞-norm errors. Blue lines represent the full grid AFF
and red lines represent AHC. For timestepping, we used a fixed-timestep explicit 4th

order Runge-Kutta method with timestep 10−2.

and B = const. (also called the Maxwellian kernel). Here, λ is a parameter given in
terms of B, and for d = 2 we find B = 1

2π and λ = 1
8 . Finally, t0 is any reasonable

starting time so that f(0,v) ≥ 0 everywhere. We will use a t0 determined by
s(0) = 1

2 , which gives the initial distribution

f0(v) = 1
π
‖v‖2e−‖v‖

2
.

It can further be scaled using proposition 2 to ensure that it meets the conditions of
proposition 3 to a sufficient degree. We use L = 3π and a scaling in v with σ = 5.
This is a relatively large value, which eliminates aliasing to machine precision level,
but which also makes the Fourier series approximation quite poor. Cold gases have
narrow support in v-space and wide support in k-space.

Figure 3 shows the results for this experiment. Note the poor approximation
properties arising from the very narrow support of f0, as well as the poor perfor-
mance of the hyperbolic cross, arising from the rotational symmetry. Note also how
inaccurate initial data can still yield accurate long-term solutions. The solutions
themselves are shown in figure 4. Finally, figure 5 shows, for N = 56, how the
entropy of the solution,

−
∫

DL
f(v) log f(v) dv

converges to the theoretical maximum as given by the equilibrium distribution.

6.2 Crossed beams
This is an example of a case where the hyperbolic cross approximation works very
well. The initial condition is

f0(v) =
[
(1 + sin(svx))e−sv

2
x + (1 + sin(svy))e−sv

2
y

]
e−2‖v‖2

.
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(a) Initial distribution. (b) Solution at time t = 5.1. (c) Equilibrium.

Figure 4: The BKW solution.
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Figure 5: Convergence to entropy for AFF(56).
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There parameter s > 0 can be tweaked to make f0 more or less “hyperbolic”. For
our experiment we have used s = 10, and a hyperbolic cross with standard fatness
D = 1. We computed the solution over four time units, with an explicit 4th order
Runge-Kutta method with timestep 5 · 10−3.

Since this is beyond the scope of known analytic solutions, we used a reference
solution computed on a hyperbolic cross withN = 200, with 1928 degrees of freedom.
The results for global L2-errors are shown in figure 6, and for observables in figure
7.

In these cases, the hyperbolic cross can be seen to outperform the full grid
method, although the latter catches up over time and eventually wins out as the
solution approaches equilibrium, see figure 6(d).

6.3 Relaxation to equilibrium
This is an example of the offset method, using the initial distribution

f0(v) = e−2‖v‖2 + ε
(
e−sv

2
x−v

2
y + e−v2

x−sv
2
y

)
,

where again the parameter s > 1 controls the “hyperbolicity”, and ε > 0 represents
the fact that f0 is a minor perturbation from equilibrium.1

Using s = 7 and ε = 10−2, we have plotted ‖fp‖ versus time for three different
norms in figure 9. The convergence halts at ‖fp‖ ≈ 10−5 due to truncation error in
v for all norms, but prior to this, exhibits behaviour in accordance with [5].

6.4 Exponential decay of the numerical solution
A crucial assumption was made in section 4.3 that allowed us to produce theorem
22, namely that fA satisfies the decay property

‖fA(L)M
−1
a ‖L2(DL) ≤ CdecL

d
2 .

We will here provide some numerical evidence that this can be expected to hold for
both AFF(N) and A0(N) with some dependence N = N(L).

Table 1 shows these norms for various N and L. For the L chosen, a stable result
of ‖fA(L)M

−1
a ‖L2(DL) ≈ 1.3 was achieved with relatively modest numbers of degrees

of freedom.
A test with larger L would be difficult to perform with the current implementa-

tion, as the exponential weight at the boundaries of DL is much larger than machine
precision, artificially inflating the norms.

A Kernel modes for the VHS model
We proceed to develop expressions for the kernel modes in the particular case of the
VHS (Variable Hard Sphere) collision model

B(‖g‖, cos θ) = Cα‖g‖α,

1Note that equilibrium is not e−2‖v‖2 — the perturbation adds both mass and temperature.
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(b) Relative error at time t = 0.96.
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(c) Relative error at time t = 2.
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(d) Relative error over time for 676 and 632 degrees
of freedom, respectively.

Figure 6: Relative L2-errors for section 6.2.
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(a) Error in observables at time
t = 0.
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(b) Error in observables at time
t = 0.96.
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(c) Error in observables at time
t = 2.

Figure 7: Errors in obserables for section 6.2.

(a) Initial distribution. (b) Solution at time t = 0.96. (c) Solution at time t = 2.

Figure 8: The crossed beams solution.
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Figure 9: Relaxation to equilibrium: the norm of the perturbation versus time.
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N L = 0.5π L = 0.75π L = π
12 1.25 1.25 299
16 1.25 1.25 1.74
20 1.25 1.25 1.28
24 1.25 1.25 1.28
28 1.25 1.25 1.28

N L = 0.5π L = 0.75π L = π
50 1.25 1.30 5.25 · 104

70 1.25 1.25 5.67 · 103

90 1.25 1.25 1.15 · 103

110 1.25 1.25 193
130 1.25 1.25 10.5
150 1.25 1.25 1.99
170 1.25 1.25 1.29
190 1.25 1.25 1.28

Table 1: Numerical evidence for the exponential decay of fA. The table shows
supt ‖fAM−1

a ‖L2(DL) for various N and L. The left table is for AFF and the right table
for A0. The test case was the same as for section 6.2, and integrated until T = 10.

for α ≤ 1. The case α = 1 is the hard sphere case, and α = 0 is the Maxwellian
molecule case (where the collision kernel is constant).

As in [8], we have for βPd ,

βPd (l,m) = Cα
∫

B2R

‖g‖α exp
[
−ig · l+m2

]
Id(‖g‖, l−m) dg,

where IPd (‖g‖, l−m) is the integral

IPd (‖g‖, l−m) =
∫

Sd−1
exp
[
i‖g‖σ · l−m2

]
dσ.

A.1 Two dimensions
For βP2 , we first find that

IP1 (‖g‖, l−m) =
∫

S1
exp
[
i‖g‖σ · l−m2

]
dσ

=
∫ 2π

0
exp
[
i
‖g‖‖l−m‖

2 cos θ
]

dθ = 2πJ0(‖g‖‖l−m‖/2),

where J0 is a Bessel function of the first kind. Continuing,

βP2 (l,m) = 2πCα
∫

B2R

‖g‖α exp
[
−ig · l+m2

]
J0(‖g‖‖l−m‖/2) dg

= 2πCα
∫ 2R

0
ρ1+α

∫ 2π

0
exp
[
−iρêθ ·

l+m
2

]
dθJ0(‖l−m‖ρ/2) dρ

= 4π2Cα

∫ 2R

0
ρ1+αJ0(‖l+m‖ρ/2)J0(‖l−m‖ρ/2) dρ

= P2(R,α)
∫ 1

0
r1+αJ0(‖l+m‖Rr)J0(‖l−m‖Rr) dr, (36)

where êθ is the unit vector in the direction θ, and P2(R,α) = 4π2(2R)2+αCα.
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For βM2 , we first find the transformed collision kernel to be

B̃(x,y) = 2d−1Cα
(
‖x‖2 + ‖y‖2

)1+(α−d)/2
.

And so

βM2 (l,m) =
∫ √2R

0

∫ √2R

0
B̃(ρ, ρ′)ρρ′

∫ 2π

0
eiρl·êφ

∫ 2π

0
δ(êφ · êθ)eiρ

′m·êθ dθ dφdρdρ′

=
∫ √2R

0

∫ √2R

0
B̃(ρ, ρ′)ρρ′

∫ 2π

0
eiρl·êφ

(
eiρ

′m·ê⊥φ + e−iρ′m·ê⊥φ
)

dφdρdρ′

=
∫ √2R

0

∫ √2R

0
B̃(ρ, ρ′)ρρ′

∫ 2π

0

(
ei(ρl+ρ

′m⊥)·êφ + ei(ρl−ρ′m⊥)·êφ
)

dφdρdρ′

= 2πCα
∫ √2R

0

∫ √2R

0

(
ρ2 + ρ′2

)α/2
ρρ′

(
J0(‖ρl+ ρ′m⊥‖) + J0(‖ρl− ρ′m⊥‖)

)
dρdρ′

= M2(R,α)
∫ 1

0

∫ 1

0
(r2 + r′2)α/2rr′
(
J0
(√

2R‖rl+ r′m⊥‖
)

+ J0
(√

2M‖rl− r′m⊥‖
))

dr dr′,

where m⊥ is m rotated through π/2, and M2(R,α) = 4π(2R2)2+α/2Cα.

A.2 Three dimensions
For βP3 , we can use a know identity involving the sinc function, namely

∫

S2
eiq·σ dσ = 2π

∫ π

0
ei‖q‖ cos θ sin θ dθ = 4π sinc(‖q‖),

which can be shown choosing a spherical coordinate system centered around q, to
get

IP3 (‖g‖, l−m) = 4π sinc(‖g‖‖l−m‖/2).
To finish,

βP3 (l,m) = 4πCα
∫

B2R

‖g‖α exp
[
−ig · l+m2

]
sinc(‖g‖‖l−m‖/2) dg

= 4π2Cα

∫ 2R

0
ρ2+α sinc(‖l−m‖ρ/2)

∫ π

0
exp [−i‖l+m‖ρ cos θ/2] sin θ

= 16π2Cα

∫ 2R

0
ρ2+α sinc(‖l−m‖ρ/2) sinc(‖l+m‖ρ/2) dρ

= P3(R,α)
∫ 1

0
r2+α sinc(‖l+m‖Rr) sinc(‖l−m‖Rr) dr

where P3(R,α) = 16π2(2R)3+αCα.
It is worth mentioning that the integral

Fα(ξ, η) =
∫ 1

0
r2+α sinc(ξr) sinc(ηr) dr
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has closed form expressions for integral α, and, as given in [8], for Maxwellian
molecules and hard spheres, we have

F0(ξ, η) = 1
2ξηpq (p sin q − q sin p),

F1(ξ, η) = 1
2ξηp2q2 (p2(q sin q + cos q)− q2(p sin p+ cos p)− 4ξη),

for p = ξ + η, q = ξ − η.
For βM3 , we get

βM3 (l,m) =
∫ √2R

0

∫ √2R

0
B(ρ, ρ′)(ρρ′)2

∫

S2
eiρl·σ

∫

S1
⊥(σ)
eiρ

′m·σ′ dσ′ dσ dρdρ′,

where S1
⊥(σ) is the unit circle in three dimensions orthogonal to σ. For σ′ ∈ S1

⊥(σ),
we have that σ′ ·m = σ′ · Pσm, where Pσ is the orthogonal projection onto the
subspace {x ∈ R3 |x ⊥ σ}. Thus

∫

S1
⊥(σ)
eiρ

′m·σ′ dσ′ = 2πJ0(ρ′‖Pσm‖),

and the objective is to resolve
∫

S2
eiρl·σJ0(ρ′‖m‖| sin q(σ)|) dσ

where q(σ) is the angle betweenm and σ, which can be evaluated with quadrature.

A.3 Evaluation
For our experiments, which run exclusively in two dimensions, we have been using
the βP2 kernel modes, since these are given as an integral of lower dimension.

The evaluation of (36) has been done using “overkill” Gauss-Legendre quadra-
ture on [0, 1]. Since the integrals are, or can be, highly oscillatory, it would have
been desirable to have developed a more efficient quadrature. Even so, we have
experienced that quadrature is not the bottleneck of this method.

The method we have used is to successively increase the number of quadrature
points by 25 until the absolute and relative errors between two successive approxi-
mations are smaller than 10−4. Usually this can be accomplished with less than 200
points for most l and m.
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12-19 Šukys, Ch. Schwab and S. Mishra
Multi-level Monte Carlo finite difference and finite volume methods for
stochastic linear hyperbolic systems

12-18 Ch. Schwab
QMC Galerkin discretization of parametric operator equations

12-17 N.H. Risebro, Ch. Schwab and F. Weber
Multilevel Monte-Carlo front tracking for random scalar conservation
laws

12-16 R. Andreev and Ch. Tobler
Multilevel preconditioning and low rank tensor iteration for space-time
simultaneous discretizations of parabolic PDEs

12-15 V. Gradinaru and G.A. Hagedorn
A timesplitting for the semiclassical Schrödinger equation


