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STABLE FINITE DIFFERENCE SCHEMES FOR THE MAGNETIC INDUCTION
EQUATION WITH HALL EFFECT

PAOLO CORTI AND SIDDHARTHA MISHRA

ABSTRACT. We consider a sub-model of the Hall-MHD equations: the so-called magnetic induction equations
with Hall effect. These equations are non-linear and include third-order spatial and mixed derivatives. We
show that the energy of the solutions is bounded and design finite difference schemes that preserve the energy
bounds for the continuous problem. We design both divergence preserving schemes and schemes with bounded
divergence. The schemes are compared on a set of numerical experiments that demonstrate the robustness of
the proposed schemes.

1. INTRODUCTION

Plasmas are increasingly becoming important in a variety of fields like astrophysics, solar physics, electrical
and aerospace engineering. Specific problems include the study of supernovas, accretion disks, waves in the
solar atmosphere, magnetic confinement fusion, the design of plasma thrusters for spacecraft propulsion and
of circuit breakers in the electrical power industry. It is standard to model plasmas as magnetized fluids with
fluid motion shaping and in turn being shaped by magnetic fields. The base model for such interaction are the
equations of Magneto-Hydro Dynamics (MHD):

dp
(1.1) Bt = =V - (pu),
0 B|?
(12) ((;;LI) :—V{pu®u+(p+|2) I3X3—B®B},
o€ |B|?
(1.3) m——V{<5+p—2>u+ExB},
dB
(1.4) T -V x E.

Here p, u, p are the gas density, velocity and pressure respectively. E and B are the electric and magnetic fields.
The total energy £ is given by the equation of state:

p__ ol [BP
N1 2 2
Here, v is the gas constant. Equations from (1.1) to (1.3) represent the conservation of mass, momentum and
energy and (1.4) describes the Maxwell’s equations for the evolution of the magnetic field.

In addition, the absence of magnetic monopoles implies that the MHD equations have to obey the divergence
constraint:

(1.6) V-B=0.

We need to describe the electric field in (1.4) to complete the MHD equations. Different choices for the
electric field (Ohm’s law) lead to different MHD models. The most popular MHD model is the ideal MHD
equation where the electric field is given by

(1.7) E=—uxB.

(1.5) &=
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The ideal MHD equations are extremely successful in several applications, see [1] for an overview and [3] for a
recent application in solar physics. However a major limitation of the ideal MHD equations is the requirement
that the magnetic field lines are frozen into the fluid. In many interesting applications in both astrophysics and
engineering, we observe magnetic reconnection i.e. the magnetic topology changes during the flow [7]. In order
to induce reconnection, a possible mechanism is magnetic resistivity resulting in the Ohm’s law:

(1.8) E=—-uxB+nJ.

Here J is the current density and 7 is the resistivity parameter. The resulting equations are termed the resistive
MHD equations. However, the resistive MHD equations do not suffice in modeling fast magnetic reconnection.
A more effective alternative is to include the Hall effect [7, 10]. The resulting Ohm’s law is

5 IxB  (0.\*1 [dJ
1.9 E=- B+nJ+ — — | - | = -V)J|.
(1.9) wx B +<L0)P{dt+(u )}
Here L is the normalizing length unit, and d. and d; denote electron and ion inertia respectively; they are
related to electron-ion mass ratio by (g—j)z = 7=, The term J x B is the so-called Hall term and J; + (u-V)J

is the electron inertia term [7].
The equations need to be completed by specifying Ampére’s law for the current:

(1.10) J=VxB.

The MHD equations together with Ohm’s law (1.9) and the above Ampére’s law are termed as the Hall
MHD equations. The Hall MHD equations are non-linear, high-order equations and are extremely complicated
to study in a mathematically rigorous manner. There have been various numerical studies of the Hall MHD
equations in [13, 10] and references therein. However, all these papers tackle the problem from a computational
point of view and do not include any rigorous results.

In contrast to the above papers where schemes were designed for the full Hall MHD equations, we adopt a
different approach. First, we consider a sub-model: the Hall induction equations,

0 5.\ 1
py [B—i_(Lo) pVx(VxB)
5.\ 1 5 1
(1.11) - () -Vx((u-V)(VxB))——=-Vx ((VxB)xB).
Lo) p Lo p
The Hall induction equations are augmented with the divergence constraint (1.6). Here, the unknowns are the
magnetic field B and the velocity field u is specified a priori. The parameters are as before. Observe that the
Hall induction equations are still non-linear with the non-linearity being present in the Hall term. Furthermore,
the equations contain second-order spatial derivatives (resistivity) and third-order spatial and spatio-temporal
derivatives (electron inertia).

In this paper, we investigate the Hall induction equations from a mathematical point of view and derive
stability estimates. The key tool will be to symmetrize the advection terms in (1.11) using the divergence
constraint. See [2, 6, 5, 8] for the use of this technique for the ideal magnetic induction equations and the
resistive induction equations. We then derive energy estimates in the Sobolev space H' for the Hall induction
equations with smooth velocity fields.

We also derive stable finite difference schemes for the Hall induction equations (1.11) in this paper. These
schemes preserve a discrete version of the energy estimate. In particular, we discuss both divergence preserving
schemes and schemes that are based on the symmetric form of the equation and may not preserve a discrete
version of the divergence constraint. Numerical experiments demonstrating the robust performance of the
proposed schemes are presented. To the best of our knowledge, the proposed schemes are the first set of
(rigorously proven) stable schemes for the Hall induction equations.

The rest of the paper is organized as follows: in section 2, we study the continuous problem for the Hall
induction equations and show energy estimates. Stable numerical schemes that satisfy a discrete version of the
energy inequality are presented in section 3 and we present numerical experiments in section 4.

=V x (uxB)—nV x(V xB)
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2. THE CONTINUOUS PROBLEM

The main aim of this section is to derive energy estimates for the continuous problem corresponding to the
Hall induction equations (1.11). It turns out that the advection terms in (1.11) are not symmetric and impair
the derivation of an energy estimate. We will symmetrize this term (see [2, 6, 5]) by using a the vector identity

(2.1) Vx(uxB)=(B-V)u—B(V-u)+u(V-B)—(u-V)B.

We use the divergence constraint (1.6) and subtract u(V - B) from (1.11) to obtain the symmetric form of
the Hall induction equations:

2
% B—i—(i) %VX(VXB) =B-V)u-B(V-u)—(u-V)B—nV x (V xB)
(2.2) - (22) %Vx ((ro)(VxB))f%%Vx ((VxB)xB).

We show the following energy estimate for the symmetric form of the Hall induction equations,

Theorem 2.1. Let the velocity field u € C?(R3). Furthermore, assume that the solution B of (2.2) decays to
zero at infinity, then following apriori estimate holds:

d 5.\ 1
a4 <||B%2<Rs) (1) 29 B||2LQ(R3)>

5.\ 1
(2.3) <C <||B%2(R3) + (5)) ;HV X B||2L2(R3)>
with C' being a constant that depend on u and its derivatives only.

Proof. To simplify the notation and emphasize the symmetry of the equation, we rewrite the term (B - V)u in
the matrix form obtaining:

OB s\ 1 OB
(%+<LO) SV (Vx 50 = OB~ (V-wB — (u- V)B — ¥ x (V x B)

5.\ 1 8 1
— (=) “Vx((u-V)(VxB)-—-Vx((VxB)xB
(2) 57 (V)T < B) - 529 x (7 < B) x B)
where
opul Qyut  Oul
(2.4) C=| 0,u® Oyu® 0.u?
Opu® 8yu3 d,u’
To obtain the L? estimate, we multiply the equation with B and then we integrate over R? resulting in

2 2
/ 108 +<5€) %BVX(VX%—?)dm:/ [BTCB—(V-u)B—l(u-V)BanBV><(VXB)
R R3

52 Ot Lo 2
s \2 1 5 1
- (Lo) ;BV x ((u-V)(V x B)) — LT);BV x ((V x B) x B)]dz.

Partial integration yields

1d 5.\ 1
—— B2 - = B|? =
5l (H 122 sy + <Lo) p”v X |L2(R3)>
0; 1

- 1 1/6.\1
/RS[B CBQ(V~u)B277(V><B)2+2(LO> ;(V'u)(VxB)sz—OE(VxB)((V><B)><B)]d:z:

=0
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1 1 /6. \*1
= / BTCB - (V- u)B?—n(VxB)?+ - (=] (V- -u)(V x B)?|dz.
R3 2 2 L() 14
We did not consider the boundary terms because they vanish since the solution B is decaying to zero at infinity.
Using Cauchy-Schwartz we obtain

1d , 5.\ 2 ) 1 ) 5\ 1 )
Sdt [Bll72gs) + Io [V x B[72rs) §§ CalBl72ps + Cp Io ;HVXB”LZR?’

Bui
Oxg

where Cy maxy, ; ‘
L (R3)

> and Cp = ||V - || o gs)- 0

We have shown that the induction equation in symmetric form possesses an energy estimate. However, the
divergence of the solution of (1.11) is not preserved exactly. Nevertheless, we have the following estimate:

Theorem 2.2. Let u € C%(R?) Furthermore, assume that the divergence of the solution of (2.2), V- B, decays
to zero at infinity, then the following apriori estimate holds:

d
(2.5) %HV'BHLQ(RZ‘) < CHV'B”L2(R3)
with C' being a constant that depend on u and its derivatives only.

Proof. Applying the divergence operator on (2.2) we obtain
oV -B
o
using vector identity we can rewrite the right hand side of the equation
oV -B
ot
Multiplying this equation by V - B and integrating it over R? we obtain
5t IV Bl = =5 [ w (7B~ [ (Vow(v B
R3 R3

with partial integration we obtain

1d 1 1
53 IV Blie = 5 [ (V-u)(V Bde =5 [ (un)(v-BYds

(2.6) -V (u(V-B))

—u-V(V-B)—(V-B)(V-u).

A

1
=5 V- 11||Loo(]R3) V- B)”i?(Rf’) :
g

Corollary 2.1. If the conditions for theorems theorem. 2.1 and theorem. 2.2 hold and the initial data B €
HY(R3), then the estimates imply that B € L>((0,T), H'(R?)).

Remark 2.1. The divergence transport equation (2.6) implies that the divergence remains zero if the initial
data has zero divergence. In this case, the solutions of the symmetric form (2.2) are also weak solutions of the
non-symmetric form (1.11) of the Hall induction equations.

3. NUMERICAL SCHEME

In this section, we design numerical schemes that satisfy a discrete version of the energy estimates of the
last section. The computational domain is Q = [0, L,] x [0, L,] x [0, L.] and we define a uniform mesh of N,
times N, times N, points with coordinates z; = Az, y; = jAy and 2z, = kAz. In this case Az = L, /(N; — 1),
Ay =Ly,/(Ny—1)and Az = L,/(N. — 1) are mesh widths.

The point values of the magnetic and velocity fields are

Bijk~ Bz, yj,2) Wik~ u(z,y;,21).
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We will provide a very general discrete formulation and specify the necessary requirement that the discrete
derivative should posses. Asin [6, 5, 8], the key requirement for the discrete derivative is to satisfy a summation
by parts (SBP) condition. The exact form of operators satisfying the requirements are presented in appendix
A.

We start with one dimensional discrete derivatives using grid functions in vector form, i.e., w = (wg, - - - wn, 1
An approximation of the x spatial derivative, D, possesses the summation by parts property (see [11]) if it can
be written as D, = P, 'Q,, where P, is a diagonal N, x N, positive definite matrix and @, an N, x N, matrix
satisfying:

(3.1) Q:+Q, =Ry, — Ly,

where Ry, and Ly, are N, x N, matrices: diag(0,---,0,1) and diag(1,0,---,0).
The operator P defines an inner product

(3.2) (v,w)p, = v Pyw

)"

with the associated norm ||w|p = (w,w)jl!;,i2 that is equivalent to the norm |jw|| = (Az Y, w?)/2.
Next, we define averaging operators such that we can obtain an approximate form of the chain rule.
We define symmetric averaging operators as

q
(3.3) (Apw); = Z QpWitk
k=—r

with >/ ap=1and a_; = a;.
In [8], the following discrete chain rule was shown,

Lemma 3.1. Given any smooth function u(x), we_denote his restriction on the grid as u and let be w a grid
function. Then we can define an average operator A, coupled to D, such that

(3.4) D, (tow) = 1o Dy(w)+ Dy () o Ap(w) + w,
where (wow); jx = Ui j kWi ik and with A, (w) = i kEBrwity and ||0|p < CAz|wl|p.

Proof. The discrete differential operator acting on a grid function w; can also be written through sums:

1
(Dyw); = Ar k; Brr Wit k-
with >0 Br=0and Y .7_ kB, = 1. Then the residual @ is given by
W; = Dy(ow); — (0 Dyw); — (Dy (1) 0 Az (w));

RN - U 1 0 kl
~ Az Z Brlit Witk — Ar Z Brwitk — Ar (Z Blui-}-l) Z kBrwitk-

k=—r k=—r l=—1r k=—r

We expand u with Taylor-expansion
1 .
Uiyr = U; + Ak + §Ax2k2c;

where ¢}, = @} (&) obtaining

_ q q q _ q

- s _ _ i Ui _

W; = A—;ui Z Brwiyy + Z kBrwipr + Ax Z k2 Brciw; g — A—;ui Z BrWitk

k=—r k=—r k=—r k=—r
q q q
_ —/ A l2 7 k . _ A .
u; + Ar Z Bicy Z Brwitr = Az Z Vi Witk
l=—r k=—r k=—r

kep—>"L  12Bich
2

Here 7§ = kS . Since the 7} are bounded, we have that

[@]lp, < AzCllw]|p,
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where C' depends only on the maximum of 7; and on the norm P,. O
We show the following lemma claiming that differential operators commute with average operators,

Lemma 3.2. The discrete differential operator D, and the average operator A, commute.

Proof. We write the discrete differential operator acting on a grid function w; through sums:

(D w A Z /Bkl wl+k’

k! =—p!
Then applying the two operators consecutively we obtain

q/
. > Bu(Asw)ipw = A Z Br Z QR Wik 4k
-

— J! =—p! k=—1r

|~

(Dz(Azw))i =

>

Ai Z Z Brr 0p Witk 4k = 57— A Z Z Brer Wiy k7 4+
k' =—r' k=—r k=—r k'=—r/

1 & d q

Ai Z Z B Witk +k = Z ar(Dyw)ipr = (Az(Dyw));
k=—r k'=—1r' k=—r

O

We use the above one dimensional operators to build the multidimensional operators i.e, mappings of three
dimensional grid functions w(x;, y;, 2x) = w; j., to a column vector
(3.5) w = (Wo,0,0,W0,0,1,"** » W0,0,N,,W0,1,0," " * s WN, N, ,N. )T
We define the discrete differential operators and averages
0, =D, ®A4,3A,,
0, =4, 9D, ®A,,
0. =4, 0A4,®D,,
AJ} :Ax®Ay®Aza
Ay :A1®Ay®Aza
A, =4, 24,0 4,.
Here ® is the Kronecker product. We also extend the inner product by P = P, ®P, ®P, with the corresponding
1/2
norm [lwllp = (w,w)y”.
We generalize the one dimensional operators to three dimensions using the average operators A,, A, and
A,. Setting the averaging operators to the identity mapping allows us to recover the standard version of one
dimensional discrete operators. However, we will use a more general form of the averaging operator that will
allow us to include a larger group of difference operators including the divergence preserving operators of [12]
and some of the divergence preserving operators proposed in [9].
We can expand lemma 3.1 in three dimensions:
Corollary 3.1. Given any smooth function u(x) as above, then
(3.6) [0z (uow) —uodwle < Cllwlle
where C' a constant which depends on the first order derivative of u.

Proof. The proof of this corollary is similar to the one done before only using a substitution with a Taylor
expansion of degree one. O

The summation by parts property of the differential operators, coupled with the inner product P will result
in a discrete version on integration by parts:



FD FOR HALL MAGNETIC INDUCTION 7

Lemma 3.3. For any gird function v and w, we have
(v,0,w)p + Vv, w)p =v' (R =L )w,
(v, 0yw)p + Vv, w)p = v (U — D)w,
(3.7) (v, 0. w)p + (0.v,w)p =v (T — B)w

where R = Ry, ® PyA, @ P,A,, L= Ly, ® PyA,® P,A,, U = P,A, ® Ry, ® P,A,, D= P, A, ® Lp, ® P, A,
T=P,A,®P,A,® Ry, and B=P,A,® P;A,® Ly..

Proof. Since Ap’s are symmetric and Py’s diagonal, we can calculate
(v, w)p + (v, W)p =
T(P,®P,@P)(P;Q, @ Ay ® A)w + (PyQr @ Ay @ A)v) T (P @ Py @ P)w =
v (Qe® Ay Py @ Al PYw+0" (Q, ® PyA, ® P.A)w =
UT((QI +Qs) @ PyAy @ P A )w =
v (Ry, ® PyA, ® P,A)w —v' (Ly, ® PjA, ® P,A,)w.

v

The proof for the other space directions follow analogously. O

The right hand side of the above equation represents the evaluation of the grid function on the boundary of €.
Until now all our analysis was for scalar operators, we extend it to vector-valued discrete differential operators
below.
Corollary 3.2. We derive from the scalar summation by parts rules for scalar fields
(¥, D W)p = —(DV,W)p + Y _ 0;Sitby,
i

(3.8) (T.Dx W)p = (D x 7, W)p + > €,jx0:S;i
i,7,k

where D = (0,,0,,0,) ", S1 =L-R,So=U—-D, S3=T — B and ¢, j . is the Levi-Civita symbol.

Proof. The proof of this corollary is given by the direct application of the previous theorem on discrete vector
fields. O

In the continuous case, the key property for the preservation of divergence is the identity:
V- (Vxw)=0

for all w € (C?(R?))3. From Lemma (3.2) and the definition of Kronecker product, one observes that the
difference operators 9,0, and 0, commute, we can show that is also the case for the discrete differential
operator:

Corollary 3.3. Every grid function W; ;i coupled with D = (,,0,,0,)" satisfies
(3.9) D (D x W) =0.

The proof of this corollary is straightforward.
Generalizing lemma 3.3 presented in [6] for the vector operator D:

Lemma 3.4. If u is a vector grid function
~ - L . - ~iy = 1 =T ~iy o
(3.10) (v,(@-D)ov)p = B (V, (D)o v — ;D((u ) ov))P +3 ;v Si((0*) o V)

Proof. See the proof in [5] and apply it on each component of @ - D. O
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Now we have all the ingredients to present two different classes of numerical schemes. The first set of schemes
termed as symmetric schemes will discretize the symmetric version of the Hall magnetic induction equation (2.2).
The second set of schemes will discrete the non-symmetric version (1.11) of the Hall induction equations and
will preserve a discrete version of divergence. Hence, we term it divergence preserving scheme.

3.1. Symmetric Scheme. We discretize the symmetric form (2.2) of the Hall induction equations and definie
a semi-discrete numerical scheme as

d /= e 21 ~ ~ - ~
& (Bi,j,k + <) *(D x D x B)i,j,k) = AV(B,U) — (um-yk . D)Biﬁj)k — 77(D X (D X Bi,j,k))

Lo) p

s\ 1 ~ _ i 1 _
(3.11) I ;D x (56 -D)(D x B j 1)) — L—O;D x (D x B, igik) X Bijik)
where

(3.12)  AV(B, 1) = (A(Bi k) - D)y s — Ao (Bijn)0a (@i} 1) — Ay(Bijw)0y (67 1) — Ao(Bij)0- (T 1),
(3.13)  ABijx) = (Aw(f;zl,j,k)vAy(B?7j,k)7Az(B?,j7k)>T'

The term AV represent the discretisation of (B - V)u — B(V - u). We estimate it below,
Lemma 3.5. For Bi,j,k gird function and ;. a bounded grid function, we have
(3.14) (B, AV(B,w)p < C|B|

where C' depends on u and its discrete derivative only.

Proof. We write (3.14) component—wise and using the triangle inequality, we obtain
(B, AV(B, 0))p <Z| (B, A i@')p| + (B, A,(B)2,i')p| + |(BF, A.(B*)o.@')p|

+|(BY, A, (B2, i )p| +|(BY, A, (B)2,0°)p| + |(BY, A-(B')0.5)p .

Since the discrete derivative of t1 are bounded, we can extract its maximum from the P norms and obtain
(B, AV(B P<CZ (BY)p| + (B, A,(B?)p| + (B, A-(B?))p| + (B, A, (B'))p|

+|(BY, A, (B))p| + [(BL, A.(B)e|

<C (2 (1BY, A(B)p| + (B2, 4,(B2)p| + (B, A.(BY)p|) + (B2, A, (B")p|
+ (B, AL(BY)p| + (B, 4, (B2)p| + (B3, 4, (B)p| + |(BY, A.(B))p
+(B2, 4. (B?)p)

Take the first term and first use the equivalence of inner product, then write the average operator through
summation, and finally using the Cauchy inequality yields

(BY, A,(B"))p| < C|(BY, A.(B")| = C| > B saiBY; j 114l
i,k
< MO S (B, 07 4 (B )] < CIBI
i3,k
Repeating this procedure for all the term of the sum, yields to
(B, AV(B,))p < C|B|.
The use of the equivalence between Euclidean and P norms conclude the proof of lemma. O

This lemma will allow us to is now prove the energy stability of the scheme. The main theorem is:
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Theorem 3.1. Let Q; ;1 = u(x;,y;, 2k) be the point evaluation of a function u € C? and let the approximate
solutions B of (3.11) go to zero at infinity, then the following estimates hold

(3.15) s () Ypxai) <o (1B« (%) b«
. dt P \Lo/) p P)= P \Lo/) p P

with C' a constant that depend on u and its derivative only.

Proof. Multiplying both sides of the scheme (3.11) by B yields

33 IBIE+ (1) 2(B.Dx D x £ B))e = (B AV(B.@)r — (B.(3 D)o Ble — 1(B.D x (D x B))p

Lo
5o \21 = _ - 61 -
- (LO> ~(B.D x ((8-D)o (D x B))p - 7= 5(B.D x (D x B) x B)r.

Using summation by parts of corollary 3.2 and lemma 3.4

3 (183 + () ;Dxﬁ|%>=<B,Av<B,ﬁ>> s (@:D)0B - YD B

2
—77||D><]§||%,—(2€0> %(Dxﬁ,(ﬁ-D)o(DXE))p—%O%(DxB(D><]§)><]§)p—
=0
(B, AV(B, i1))p %(B (i-D)oB — ZD @' o B))p — n||D x B|)3
5.\ 1 .
_<Lo) ;(DxB,(uD (D x B) ZD B)))p.

All the boundary terms have been neglected since the data decay to 0 at infinity.
Using lemma 3.4 and lemma 3.5 we obtain

B+ () YpxBiz) <o (1BE+ (=) Lp <5
dt2 PLOp Pl =" PP\ Ly p Pl

Since the divergence is not preserved by the symmetric scheme, we show that the divergence generated by
the symmetric scheme is bounded (a similar result for the ideal magnetic induction equations was shown in [8]).

O

Theorem 3.2. Let U, j; = u(x;,yj,2,) be the point evaluation of a function u € C? and let the solutions of
(3.11) go to zero at infinity, then the following estimates hold

d ~ - _
(3.16) %IID'BH% < C(D- B[ + |B|)
with C' a constant that depend on u and and its derivative and on the regularity of the grid.

Proof. We define the discrete divergence w = D - B and using the numerical scheme (3.11) with corollary 3.3,
we obtain an equation for its evolution

d -~ _ -~
aw =D (AV(B,1a) — (aoD)B).

Now expanding each component of AV and using lemma 3.1, we obtain, for example for the first component:
(AV(B, )t = A,(B?) 0d,i! + A, (B%) ov.i' — A,(BY) oo, > — A, (B) 00.a®
2,(B%a! — Bla?) — @' ow + (o D)B! + ®2Y(B!, B?) + %%%(B!, B?)
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where the residual terms are
q
%Ay(BlaB%i,jyk = Ay Z (’Yzj (ﬁ2)le,j+l,k - ’Ylj (ﬁl)B?,jJrz,k)
l=—7r
mAZ(Bl7B3)i,j,k = Az Z (’Ylj(ﬁg)le,j,kJrl - %] (ﬁl)B?,j,kJrl) .
l=—1r
Here the 'y,i are defined in the proof of lemma 3.1 and depend on the velocities u. Applying the same technique
on the two other components we obtain

(AV(B, i) — (ioD)B) = (D x (i x B)) —iow + R

where -~ [
%Ay(B17B2)+mAZ(B1,B3)
R = %Az(ﬁz’ﬁl)+%Az(Bz,B3)
mA:v(]é?;’Bl)_’_mAy(BS,BQ)

Here |R|lp < Cmax(Az, Ay, Az)||Bl|lp. Setting these results in the discrete evolution equation an using
corollary 3.3 we obtain

d
%wz —D - (®o1)+ DA.
The time evolution of the P norm of the divergence is
d d -
Zl@le = 2@, Z@)p = —2(@,D - (@0 &))p + (, DR)p,

with summation by parts and lemma 3.4 we obtain

d . _
%H@H% =2(Dw,wod)p + (@, DR)p = 2(4D o w,w)p + (@, DR)p

= (@D ow,@)p — (D (low),®)p + (@, DR)p < CO||@||p + [|©|/p| DR|p
C max(Azx, Ay, Az)
min(Az, Ay, Az) min(Az, Ay, Az)

where the C’s depend on w and its derivative. To obtain this result the boundary terms are neglected since B
decays to 0 at infinity. We have also used that

(3.17) < Cl&llp + [@lplRlle < Cill@] + Co @]le][Bllp

(@, Voglp =(Voi,jp
where & and ¢ are scalar grid function and v a vector gird function. This is the case since P is a diagonal
matrix. We conclude the proof using Cauchy’s inequality. |

Although the symmetric scheme (3.11) is stable in H', it might generate small (but bounded) divergence
errors. Next, we design a scheme that preserves a discrete version of the divergence operator.

3.2. Divergence Preserving Schemes. The symmetric scheme does not preserve a discrete version of the
divergence constraint as it discretizes the symmetric version (2.2) of the Hall induction equations. We have
to discretize the non-symmetric standard version (1.11) of the Hall induction equations in order to design a
divergence preserving scheme. Such a scheme for is

2
% (f‘;i,j,k + <§;) %(D x D x B)i,j,k) =D x (@ x By i) —n(D x (D x By ;1))
5.\ 1 - 5 1 - -
(318) — <e) -D x ((ﬁi,j,k . D)(D X Bi,j,k)) — i*D X ((D X Bi,j,k) X Bi,j,k)~
Ly) 9o Ly d
The application of corollary 3.3 shows that the above scheme clearly satisfies the divergence constraint:
(3.19) 1h. B0

il
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The proof for the energy stability of this scheme is more complex since the equation is not symmetric. We
introduce the following one-sided operators:

Wit+s — Wy

3.20 Diw; =
( ) v sAx

The operators Dy and D are defined analogously.
Lemma 3.6. For two grid functions u and w , the following identity holds,
(3.21) Dy(uow) =wuo Dyw~+ Ay ((Diu), w),

with A, ((D3u),w); = >k kB (DR )wity is an average over discrete one sided derivative of u multiplied with
w.

Proof. We compute the difference

1 1
Dy(uow); —uo Dyw = N zk: Bl Ui kWit ks — Uin Zk: Brwitk

1 Uil — Uj
= g Brk————wWitk,
Az - kAx
noting that it takes the form of the desired average. O

The energy bound for the divergence preserving scheme is given below:

Theorem 3.3. Let U, j; = u(;,yj,2,) be the point evaluation of a function u € C? and let the solutions of

(5.18) with an initial data with D - By = 0. If the approzimate solution decays to zero at infinity, then the
following estimates hold

(3.22) OB (%) Ypxse) <o (BE s (2) L« Be
' dt P \L) p P)- P \Lo) »p :

with C' a constant that depends on u and its derivative only.

Proof. To prove the energy estimate, we have to symmetrize the advection terms in the scheme. This is possible
since the method preserve divergence; in this case we can subtract form (3.18) v(D - B) = 0.
Using lemma (3.6), we cam reformulate the discrete advection part

D x (ix B) - ¥(D-B) = —(ii- D)B + R(B, &),
with

Y +A4
R(B, @i = | Acl(05(@2)B1)igk — (03 (1) B2)i ] + A:[(03(82) Bs)i i — (02 (i1) B2)s, i)
Az [(03(3) B1)i, gk — (05(01) B3 )i k] + Ay[(05 (t3) B)i i — (05 (ti2) B3)ij.k]

2

— (L()) SD X ((ﬁi,j,k . D)(D X Bi,j,k)) — %%D X ((D X Bi,j,k) X Bi,j,k)

We see that this is very similar to result obtained for the symmetric case. The only difference is that, instead
the average term (B, AV(B,u))p we have a residual term (B, R(B,u))p. Then showing that the residual term
is bounded

(B,R(B,u))p < C|B|%

will conclude the proof. We can follow the same procedure we used in the proof of lemma 3.5 to bound the
advection term. O
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The proof follows the theory presented in [9] where a generalized finite volume scheme that preserve discrete
divergence is presented. The method presented there is more general in its formulation, and includes a large
class of already known divergence preserving methods.

3.3. Time Stepping. Both the semi-discrete symmetric scheme and divergence preserving schemes can be
written as

d . )
(3.23) - (B+aD x D x B) =RUS(B, ),

Lo
We use a standard Runge Kutta method to update the solution in time. Even though we use explicit RK
methods, we have to solve linear equations (corresponding to the lhs of the above scheme) at each time step.
As an example, we consider a second order SSP method ([4]):

2
with a = (5—6) % and the function RHS will depend on the scheme.

B* = B" + AtAT'RHS(B™, 1),
B = B* + AtAT'RHS(B*, i1,)
Bn + B**

(3.24) B! = 5

Here, A = I 4+ oF, F' is the matrix representation of D x D and [ is the identity matrix. In this paper, we are
using a direct solver. However, the matrices F' and A are of size 3 x N, x N, x N, and not well conditioned
for high-resolution meshes. The design of an efficient preconditioner for the matrix A is a subject of ongoing
research.

4. NUMERICAL EXPERIMENTS

For simplicity, we consider the Hall induction equations in two space dimensions and present numerical
experiments comparing different schemes proposed above. In two space dimensions, the symmetric version (2.2)
reads as

2 2
% B+ (20) %W@XB B (0 V)BT x ¥ xB— @)) %ﬁx (8- V)(¥ x B))
(4.1a) Shlg (B - VBs),
Lo p
9 lB3 - (@)2 LABs| = CB — aVBs + nAB; + (@)2 1V (6 v)vBy)
ot Lo) p Lo) p
(4.1b) —ilv-(ﬁ.(ﬁxﬁ)).
Lo p

Here, B = (B1,B2)" and @ = (uj,u2)’. We have also introduced a compact “curl” operator Vx in two
dimensions:

o V1 L (9’02 _ 8111

(4.2a) V x ( vy ) = oy
_ oy

(4.2b) vw;( _B?;/l )

where ¥ : R? = R? and v : R® — R. We consider the following numerical experiments:
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4.1. Pure advection. First, we test the proposed numerical schemes for the magnetic induction equations
without Hall, electron inertia and resistivity terms. We take the velocity field
T
u= (7ya ‘T)

in the following. Then, (4.1) with » = §; = §. = 0 has an exact solution (see [2]) given by

~ ~

(4.3) B(z,y,y) = R(t)Bo(R(—1)(z.y)),

with R(t) a rotation matrix with angle .
The initial data is

~ — 2 2
(4.4) Bo(z,y) =4 ( N _yl ) e—20((@—1/2)%+y%)
2
in the computational domain Q = [—2.5,2.5] x [—2.5,2.5]. We consider Neumann type non-reflecting boundary

conditions. The exact solution represents the rotation of the initial hump around the domain with the hump
completing one rotation in the period T = 2.

We will test the following four schemes: the second- and fourth-order versions of the symmetric scheme (3.11)
with difference operators given in appendix A, second- and fourth-order version of the divergence preserving
scheme (3.18). The convergence plots in L? are shown in figure 1.

Symmetric Scheme Divergence Preserving Scheme
T T

—— Cent. Diff. 2nd ord. —=— Cent. Diff. 2nd ord.
* -+ Cent. Diff. 4nd ord. * - Cent. Diff. 4nd ord.

-1 -1
10 El 10 |
* *
* *
* *
* *
*, *
* *
* *
* *
L L

Error in L2 norm
5
T
I

Errorin L2 norm
3
T

10° 10 10* 10
X X

(a) Symmetric schemes (b) Divergence preserving schemes

F1GURE 1. Convergence plots for the advection problem for the different schemes analyzed.

For time integration we have used a second order SSP and a standard third order Runge-Kutta method. The
results are obtained using different mesh sizes, form 80 to 200 points. The experimental convergence orders are
shown in Table 1 and demonstrate that the expected orders of accuracy are obtained in practice.

2nd ord | 4 ord
Preserving 1.89 3.98
Symmetric 1.89 3.98
TABLE 1. Convergence rates for the advection Problem.
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4.2. Forced Solutions. In order to test the convergence rates for various schemes for full Hall induction
equations, we add a forcing term such that the rotating hump (4.3) remains a solution of the forced equations.
The Hall induction equations with the forcing term are

2 _
0 lm(‘se) 19«9 xB

2
5 :élﬁ_(ﬁ-V)B—Wx%xB_(ze) 1w (@-v)(¥ x B))

Lo) p o/ P

_ilﬁx(l‘a VBs) + S(z,y,t)

Lop 3 x,y7 9
9 0p, (2 21AB B - GVBy +nABy + (22 21V ((a-V)VBs)
o |7 T \L) pT ] T TR TIRIETAL ) Y

51 S 3

— 22V (B-(VxB))+ 53z, y,t).

Lo p

We forcing term S is

sin(t) — 2y

& _ —20((x cos(t)+y sin(t)—1/2)2+(y cos(t) —a sin(t))?
S(‘T7y7t) IGOP(%%U’W ( 2r — COS(t)

S3(x,y,t) = 0.
Here P(z,y,t) = 20z cos(t) + 20y sin(t) — 2022 — 20y* — 3.

The convergence results for four different schemes are presented in figure. The obtained orders of convergence
are shown in Table 2. Again, the expected orders of convergence are obtained.

Symmetric Scheme
T

Divergence Preserving Scheme

—&— Cent. Diff. 2nd ord.[]
\ * - Cent. Diff. 4nd ord.

*

Error in L2 norm

10* 10°

X

(a) Symmetric schemes

Error in L2 norm

T =
—— Cent. Diff. 2nd ord.
\ + - Cent. Diff. 4nd ord.

*

10° 10
X

(b) Divergence preserving schemes

FIGURE 2. Convergence plots for the Forced Problem with = 0.01,6; = 0.1 and 6, = 4.5 x 1072

2nd ord | 4 ord
Preserving 2.05 3.97
Symmetric 2.05 3.98

TABLE 2. Convergence rates for the Forced Problem with = 0.01,§; = 0.1 and §, = 4.5 x 102
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4.3. Unforced solutions. In the final numerical experiment, we test the full Hall induction equations (without
any forcing) for the rotating hump problem. We set n = 0.01, §; = 0.1 and §. = 4.5 x 10~2 and compute the
solutions on a mesh 160 x 160 points. We compare the results with those obtained for the pure advection of the
hump. The results are shown in figure 3 and demonstrate the robustness of the second-order symmetric scheme.
Similar results were obtained with the divergence preserving scheme. The results show that the addition of
resistivity, electron inertia and Hall effect leads to diffusion of the original hump and the creation of a non-zero

B3 component even if the initial Bj is set to zero.

B1
25

04
2
03
15
02
1
05 0.1
-~ 0 g o
-05 o1
-1
-02
-15
-03
-2
o5 —0.4
25 2 -15 -1 05 0 05 1 15 2 25

X

(a) Bi component for the advection problem.

B2
25 0.4

- 0 (1) o

-2

-2 —
—52.5 -2 -15 -1 -05 0 0.5 1 15 2 25 04

X

(¢) B2 component for the advection problem.

B3
25 1

2 0.8
15 0.6
1 0.4
0.5 0.2
> 0 [
-0.5 -0.2
-1 -0.4
-15 -0.6
-2 -0.8
72‘—52.5 -2 -15 -1 -05 0 0.5 1 15 2 25 -

X

(e) B3 component for the advection problem.

FIGURE 3. On the right plots for solution with n = 0.01,6; = 0.1 and §. = 4.5 x 1072 after

B1

-0.02

-0.04

-0.06

-2.5
25 -2 -15 -1 -05 0 0.5 1 15 2 25
x

(b) B1 component for the forced problem.

B2
25

0.06
2
1.5 0.04
1

0.02
05 -
0 ‘ * 0
-05

-0.02
-1
-15 -0.04
-2

-0.06
-25
25 -2 -15 -1 -05 0 05 1 15 2 25

x

(d) B2 component for the forced problem.

B3 X1 o

0 ‘i [

-2

-2.5 -1
-25 -2 -15 -1 -05 [ 05 1 1.5 2 25
X

(f) Bz component for the forced problem.

T = 7 and on the left the advected solution after the same time.
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We conclude by tabulating the discrete divergence generated by the schemes for this problem in Table 3. As
expected, the divergence preserving scheme preserves divergence to machine precision. On the other hand, the
symmetric scheme does generate some spurious divergence.

Symmetric | Preserving
25 4.6e — 2 6.4e—17

50 2.4e — 5 8.6e — 17
75 6.2e — 7 9.1e — 17
100 | 2.5e—-7 1.1e — 16
125 | 14e—-7 1.2e — 16
TABLE 3. Discrete divergence for the unforced problem.

The divergence errors converge quite rapidly to zero as the mesh is refined. Furthermore, there was no
noticeable difference in the quality of the results for the primary solution variables between the symmetric and
divergence preserving schemes.

5. CONCLUSION

We consider the Hall induction equation, a sub-model for the Hall MHD equations, in this paper. An energy
estimate is derived for the equations and numerical schemes that satisfy a discrete version of this estimate are
presented. A special class of numerical schemes also satisfy the divergence constraint. The proposed schemes
are tested on a set of numerical examples and are demonstrated to be robust. The extension of the schemes to
the full Hall MHD equations is the subject of forthcoming papers.

APPENDIX A. FINITE DIFFERENCE OPERATORS

The different operators used in our numerical experiment, are based on one dimensional operators coupled
together with Kronecker product. The one dimensional operators are given for ¢ = x, y, z in matrix form:

e Second order central difference

1
-2 2 5
. -1 0 1 1
2) _ p-1p, _ . _
D((I)qu Q*E .. s Pq*Aq
-1 0 1 1
-2 2 %
e Fourth order central difference
-1 1
1 1 1
~1 9 1 1
2 2§ 2 L1 ‘o
1 12 3 3 12
4) _ p-1 . . _
D((Z)_Pq Q_Kq . - - ) Py =Aq .
1 2 g 2z _1 1
12 3 ) 3 12 L
-3 0 3 2
—1 1

Combining this operators we obtain the two spatial discretisation used in the numerical experiments.
We give the discrete derivative for the x direction, the ones for the other spatial directions are defined analo-

gously.
Standard second and fourth order operator are

0w, =DM el,el, k=24

where I, are the identity matrices.
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