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Analytic regularity and polynomial approximation

of stochastic, parametric elliptic multiscale PDEs ∗

V.H. Hoang †and Ch. Schwab ‡

Abstract

A class of second order, elliptic PDEs in divergence form with stochastic and anisotropic con-
ductivity coefficients and n known, separated microscopic length scales εi, i = 1, ..., n in a bounded
domain D ⊂ R

d is considered. Neither stationarity nor ergodicity of these coefficients is assumed.
Sufficient conditions are given for the random solution to converge P-a.s, as εi → 0, to a stochastic,
elliptic one-scale limit problem in a tensorized domain of dimension (n + 1)d. It is shown that this
stochastic limit problem admits best N-term “polynomial chaos” type approximations which con-
verge at a rate σ > 0 that is determined by the summability of the random inputs’ Karhúnen-Loève
expansion. The convergence of the polynomial chaos expansion is shown to hold P-a.s. and uniformly
with respect to the scale parameters εi. Regularity results for the stochastic, one-scale limiting prob-
lem are established. An error bound for the approximation of the random solution at finite, positive
values of the scale parameters εi is established in the case of two scales, and in the case of n > 2
scales convergence is shown, albeit without giving a convergence rate in this case.

1 Problem formulation

1.1 A class of stochastic multiscale elliptic problems

In a bounded Lipschitz domain D ⊂ Rd (to which we shall refer as “physical domain”), we consider
diffusion problems in D where the diffusion coefficients resp. the permeability is uncertain and exhibits
microstructure on one or several microscopic length scales. In what follows, we assume these length scales
to be separated and a priori known. To describe the periodic microstructure, let Y denote the unit cube in
Rd and let Y1, Y2, . . . , Yn be n copies of Y which we assume to be the ranges of the n fast- or microscopic
variables (all our results generalize to the case when the Yj are nonidentical). To describe the random
permeabilities that are admissible in our analysis, we assume given a probability space (Ω,Σ,P), and a
random field

Ω # ω $→ A(ω;x, y1, . . . , yn) ∈ L∞(D;C#(Y1 × . . .× Yn)
d×d
sym) (1.1)

such that
A ∈ L∞(Ω, dP;L∞(D;C#(Y1 × . . .× Yn)

d×d
sym)). (1.2)

Throughout, for 0 < p ≤ ∞ and a Banach space B, we denote by Lp(Ω, dP;B) the Bochner space of
strongly P measurable mappings from (Ω,Σ) to B with the sigma-algebra of Borel sets which are p-
summable (resp. P-a.s. bounded in B in case that p = ∞). In (1.1) and the following, the notation #
indicates that the functions admit Yi periodic extensions to all of Rd with respect to each of the variables
yi for i = 1, . . . , n which locally, i.e. on compact subsets of Rd, belong to the same function spaces on
these sets. For notational conciseness, we denote by Y = Y1 × . . .× Yn and by y = (y1, . . . , yn) ∈ Y. We
will write C#(Y) in place of C#(Y1× . . .×Yn). Spaces of vector functions with each component function
belonging to a Banach space B will be denoted by Bd, and of d× d matrix functions by Bd×d. Integrals
over such functions will be understood as vector functions of integrals over all component functions. To
ensure well-posedness of our problem, we impose

∗This research was supported in part by the Swiss National Science Foundation under Grant No. 200021-120290/1 and
by the European Research Council under grant 247277, and by a start-up grant from Nanyang Technological University

†Division of Mathematical Sciences, School of Physical and Mathematical Sciences, Nanyang Technological University,
Singapore, 637371

‡Seminar for Applied Mathematics, ETH Zürich, ETH Zentrum, HG G57.1, CH8092 Zürich, Switzerland
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Assumption 1.1 The diffusion matrix A satisfies (1.2). In particular, it is uniformly bounded and
coercive, i.e. there are positive constants α and β such that for all ω ∈ Ω, x ∈ D and every y ∈ Y it
holds

∀ ξ ∈ R
d : α|ξ|2 ≤ ξ#A(ω;x,y)ξ ≤ β|ξ|2 .

We assume P-a.s. scale separation. This means that for a nondimensional scale parameter ε > 0, there
are n known, deterministic, positive functions 1 > ε1(ε) ≥ . . . ≥ εn(ε) > 0 which depend continuously
and monotonically on ε, and which describe the n microscopic length scales which the random diffusion
coefficient depends on. Without loss of generality, we set ε1 = ε. If the random coefficient (1.4) has
n > 1 fast scales, we say that the coefficient is P-a.s. scale separated if, for all i = 1, . . . , n− 1 for P-a.s.,
there holds

lim
ε→0

εi+1

εi
= 0. (1.3)

If n = 1, i.e. there is only one fast scale, we denote ε1 = ε and the condition (1.3) is understood to be
void. For A as in (1.1) and satisfying Assumption 1.1, for a given family of scale parameters εi satisfying
(1.3), we define a family of n-scale, random multiscale diffusion tensors Aε(ω;x) ∈ L∞(Ω, dP;L∞(D)d×d

sym)
by

Aε(ω;x) := A(ω;x,
x

ε1
, . . . ,

x

εn
) . (1.4)

With Aε(ω;x) defined in this way, for given f ∈ H−1(D), 0 < ε < 1 and for ω ∈ Ω, we consider in D the
n-scale stochastic Dirichlet problem:

−divAε(ω;x)∇uε = f(x) in D, uε|∂D = 0 . (1.5)

For simplicity of exposition, we assume in what follows that the source term f ∈ H−1(D) is deterministic
and independent of ε. At this point we remark that stochastic homogenization problems have been
considered before; we mention only [3, 5, 12] and the references there. However, usually only two scales
were considered and an ergodic hypothesis was imposed. In this work, neither stationarity nor ergodicity
of the random coefficient will be assumed. We begin our analysis by casting problem (1.5) in variational
form:

find uε ∈ H1
0 (D) such that

∫

D
Aε(ω;x)∇uε ·∇φdx =

∫

D
fφdx ∀φ ∈ H1

0 (D). (1.6)

We equip the space H1
0 (D) with the norm ‖v‖H1

0(D) = ‖∇v‖L2(D). Then the random solution uε of (1.6)
satisfies, for P− a.e. ω ∈ Ω,

‖uε(ω; ·)‖H1
0 (D) ≤

‖f‖H−1(D)

α
.

We assume that the random coefficient A in Assumption 1.1 and in (1.4) is characterized by a sequence
z(ω) = (zk(ω))k≥1 of random variables as follows:

A(ω;x,y) = Ā(x,y) +
∞∑

k=1

zk(ω)Ψk(x,y), (ω, x,y) ∈ Ω×D ×Y , (1.7)

where Ψk(x,y) ∈ L∞(D,Y)d×d
sym . Without any assumptions on the normalization of the zk, Ψk, the

parametric representation (1.7) is nonunique. We therefore assume that the zk(ω) are i.i.d. and zk ∼
U(−1, 1). We further denote by z the coefficient vector (z1, z2, . . .) ∈ U := [−1, 1]N of realizations. For a
sequence β = (βk)k≥1 ∈ (1(N), we assume the matrix functions Ψk in (1.7) to satisfy

∀k ∈ N : ∀ ξ ∈ R
d, x ∈ D, y ∈ Y : |ξ#Ψk(x,y)ξ| ≤ βk|ξ|2 , (1.8)

which implies that the series (1.7) converges unconditionally, P−a.s. We also assume that the mean field
in (1.7), i.e. the matrix function Ā ∈ L∞(D ×Y)d×d

sym, satisfies

∀ ξ ∈ R
d, x ∈ D, y ∈ Y : α0|ξ|2 ≤ ξ#Ā(x,y)ξ ≤ β0|ξ|2 . (1.9)

To ensure that the random coefficient A(ω;x,y) in (1.7) is well defined and coercive, we assume that in
(1.7) the fluctuation expansion of A− Ā is dominated by the mean field Ā in the following sense:
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Assumption 1.2 We assume (1.8), (1.9) and that in (1.7), the random variables zk are i.i.d. in [−1, 1].
Moreover, with the ellipticity constant α0 in (1.9), we assume that the matrix functions Ā and Ψk satisfy
for some κ > 0 ∑

k≥1

βk ≤
κ

1 + κ
α0.

Assumption 1.2 implies Assumption 1.1: we may choose

α = α0 −
κ

1 + κ
α0 =

1

1 + κ
α0 , β = α0 +

κ

1 + κ
α0 .

From (1.8) and Assumption 1.2, we have

Proposition 1.3 The following estimate holds
∑

k≥1

‖Ψk‖L∞(D)d×d ≤ 2
κ

1 + κ
α0 .

Proof From Assumption 1.2, for each i = 1, . . . , d and for every k = 1, 2, ..., we have

‖(Ψk)ii‖L∞(D) ≤ βk.

Fix two indices i, j = 1, . . . , d, and choose in (1.8) ξi = 1 and ξj = 1, and ξl = 0 for l 0= i, j. Then

∀x ∈ D, y ∈ Y , k ∈ N : |(Ψk(x,y))ii + (Ψk(x,y))jj + (Ψk(x,y))ij + (Ψk(x,y))ji| ≤ 2βk .

From this, we deduce

∀x ∈ D, ∀y ∈ Y , ∀k ∈ N : |(Ψk(x,y))ij |+ |(Ψk(x,y))ji| ≤ 4βk .

This implies the assertion. !

1.2 Karhúnen-Loève expansion

We give a particular example of a parametric expansion (1.7), theKarhúnen-Loève expansion of a random
matrix function A(ω;x,y). We give, in particular, sufficient conditions in order for Assumption 1.2 to
hold. We formulate these conditions in terms of the smoothness of the covariance of the matrix function
A(ω;x,y), which is given by the fourth order tensor

Cov[A]iji′j′ (x,y, x
′,y′) =

∫

Ω
(Aij(ω;x,y)− Āij(x,y))(Ai′j′(ω;x

′,y′)− Āi′j′(x
′,y′))dP(ω) ,

for i, j, i′, j′ = 1, . . . , d. Then Cov[A]iji′j′ ∈ L∞((D ×Y) × (D ×Y),R), for all i, j, i′, j′ is the kernel of
the (compact and self-adjoint) covariance operator QA : L2(D ×Y)d×d

sym → L2(D ×Y)d×d
sym defined by

(QAΦ)ij(x,y) :=

∫

D

∫

Y

Cov[A]iji′j′(x,y, x
′,y′)Φi′j′ (x

′,y′)dy′dx′ .

Let λ1 ≥ λ2 ≥ . . . ≥ 0 denote the eigenvalues of QA and let Φk ∈ (L2(D × Y))d×d denote the
corresponding eigenvectors. We assume that ‖Φk‖L2(D×Y)d×d = 1 for all k. Any random field A ∈
L2(Ω;L2(D ×Y)d×d

sym ) can be represented by a Karhúnen-Loève (KL) expansion

A(ω;x,y) = Ā(x,y) +
∞∑

k=1

√
λkΦk(x,y)Zk(ω), (1.10)

where Zk are pairwise uncorrelated random variables that satisfy

Zk(ω) =
1√
λk

∫

D×Y

(Aij − Āij)(Φk)ijdydx .

By Assumption 1.2, the random coefficients Zk in (1.10) are uniformly bounded, P− a.s. for all k. Note
also that, due to the normalization Assumption ‖Φk‖L2(D×Y)d×d = 1 the probability densities of the
random variables Zk are not necessarily supported in [−1, 1]. To estimate the eigenvalues λk, we will use
the following classical result (see, e.g., [16] and the references therein).
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Lemma 1.4 Let (H, 〈·, ·〉) be a Hilbert space and let C be a symmetric, nonegative and compact linear
operator from H to H whose eigenpairs are (λm,φm)m≥1. If m ∈ N and Cm is an operator of rank at
most m, then

λm+1 ≤ ‖C − Cm‖L(H,H).

We then have the following bounds for the eigenvalues λk in terms of the regularity of the covariance
function of the random diffusion matrix A in (1.1).

Proposition 1.5 Assume that the random diffusion matrix A in (1.1) satisfies

A ∈ L2(Ω;Ht
mix(D ×Y)) (1.11)

where, for t ≥ 0, the space Ht
mix(D×Y) is defined by Ht

mix(D×Y) = Ht(D)⊗Ht
#(Y1)⊗ . . .⊗Ht

#(Yn)
with ⊗ denoting the tensor product of separable Hilbert spaces and with Ht denoting, for noninteger values
of t, the fractional order Sobolev space (e.g [18]).

Then Cov[A] ∈ Ht
mix(D × Y) ⊗ Ht

mix(D × Y). Moreover, for all ε > 0, there exists a constant
c = c(ε) > 0 such that for all k ≥ 1 holds λk ≤ c(ε)k−t/d+ε.

Proof The proof is adapted from that of Proposition 2.18 in [16]. Let PL be the orthogonal projection
into V̂L in the L2(D×Y) norm. Here V̂L denotes a sparse tensor product space in the sense of [15, 10]
of multilevel spaces in D and in Yi, i = 1, ..., n. The rank of the operator PLQA is at most dimV̂L.
Using results on sparse grid interpolation (see, e.g. [17] and the references there) we find that

‖QA −PLQA‖L(L2(D×Y)⊗L2(D×Y)) ≤ cLn/22−Lt .

As dimV̂L = O(Ln2dL), we get with Lemma 1.4 the conclusion by choosing C = QA and Cm = PLQA

by choosing in Lemma 1.4 m = k = O(Ln2dL). !

For the eigenfunctions Φk, we have

Proposition 1.6 Assume that the random coefficient A in (1.1) satisfies (1.11) for some t > d/2. Then
for every d/2 < t∗ < t there is a constant c > 0 independent of k such that

d∑

i,j=1

‖(Φk)ij‖2L∞(D×Y) ≤ cλ−2t∗/t
k .

Proof The proof of this proposition follows that for Proposition 2.3 of Bieri et al. [4]. We note that

∂

∂xα
(Φk)ij(x,y) =

1

λk

∫

D×Y

∂

∂xα
Cov[A]iji′j′ (x,y, x

′,y′)Φi′j′ (x
′,y′)dx′dy′ i, j = 1, . . . , d

with summation over repeated indices. Therefore, with the normalization ‖Φk‖L2(D×Y)d×d = 1,

∀k ∈ N : ‖(Φk)‖Ht
mix(D×Y)d×d ≤

1

λk
‖Cov[A]‖Ht

mix(D×Y)⊗L2(D×Y) .

For 0 < t∗ < t hold the inclusions L2(D × Y) = L2(D) ⊗ L2(Y1) ⊗ . . . ⊗ L2(Yn) ⊃ Ht∗
mix(D × Y) ⊃

Ht
mix(D × Y) which follow by interpolation between L2 and Ht on D respectively on Yi and by the

fact that the Sobolev norms of mixed highest derivative are cross norms on the tensor products of the
respective Hilbert spaces. It follows from the corresponding interpolation inequality (see, e.g., [18, Chap.
1]) that there exists a constant C(t∗) > 0 such that

‖(Φk)ij‖Ht∗
mix(D×Y) ≤ C‖(Φk)ij‖t

∗/t
Ht

mix(D×Y)
‖(Φk)ij‖1−t∗/t

L2(D×Y) .

Applying Hölder’s inequality we then get for all k

d∑

i,j=1

‖(Φk)ij‖2Ht∗
mix(D×Y) ≤



C
d∑

i,j=1

‖(Φk)ij‖2Ht
mix(D×Y)




t∗/t 


d∑

i,j=1

‖(Φk)ij‖2L2(D×Y)




1−t∗/t

≤ C
( c

λ2
k

)t∗/t
.
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As t∗ > d/2, we deduce that exists c > 0 such that

∀k ∈ N :
d∑

i,j=1

‖(Φk)ij‖2L∞(D×Y) ≤ cλ−2t∗/t
k .

The conclusion then follows. !

In the Karhúnen-Loève expansion (1.10), let Ψk =
√
λkΦk. We then find that there exists a constant

c > 0 (depending on t, t∗ and on d) such that for all k

d∑

i,j=1

‖(Ψk)ij‖2L∞(D×Y) ≤ cλ1−2t∗/t
k .

From Proposition 1.5, we find that

d∑

i,j=1

‖(Ψk)ij‖2L∞(D×Y ) ≤ ck(−t/d+ε)(1−2t∗/t).

For each vector ξ ∈ Rd, we have

|(Ψk)ij(x,y)ξiξj |2 ≤ (
d∑

i,j=1

‖(Ψk)ij‖2L∞(D×Y))(
d∑

i,j=1

ξ2i ξ
2
j ) ≤ ck(−t/d+ε)(1−2t∗/t)|ξ|4 .

Therefore we may choose
βk = ck(−t/d+ε)(1/2−t∗/t). (1.12)

When t is sufficiently large, e.g. (t/d − ε)(1/2 − t∗/t) > 1, this implies that β = {βk}k≥1 ∈ (1(N).
Assuming that the random variables Zk in the expansion (1.10) are uniformly bounded, we can and will
in what follows assume that they are rescaled so that the support of their laws equals [−1, 1]. Assumption
1.2 holds when the constant α0 is sufficiently large.

1.3 Probability space

A key tool in our analysis will be a parametric deterministic representation of the law of the random
multiscale solution uε. We shall use this representation in order to prove various convergence results
of uε as ε → 0. Below, we shall investigate the precise regularity of dependence of this representation
of uε on the parameter vector z. This, in turn, also allows for the proof of sharp bounds on spectral
approximations of the parametric solution uε. To this end, following [7, 8], we parametrize the law
of uε(ω;x) in terms of countably many “random coordinates” zk(ω) in the representation (1.7). We
collect the random coordinates (zk)k≥1 in a vector z and define the parametric, deterministic multiscale
coefficient Aε(z;x) as follows:

Aε(z, x) := A

(
z;x,

x

ε1
, . . . ,

x

εn

)
. (1.13)

We define a probability measure on the parameter space U = [−1, 1]N. To this end we introduce the
σ-algebra Θ = (B1([−1, 1]))N where B1([−1, 1]) denotes the Borel σ-algebra on the interval [−1, 1]. On
the measurable space (U,Θ) thus obtained, we define a probability measure by

ρ(dz) :=
⊗

j≥1

dzj
2

. (1.14)

For any set of the form S =
∏∞

j=1 Sj with Sj ∈ B1([−1, 1]), it holds S ∈ Θ and

ρ(S) =
∞∏

j=1

P{ω : zj(ω) ∈ Sj}.
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1.4 Parametric deterministic multiscale problem

For each z ∈ U , we define the deterministic coefficient matrix A(z;x,y) by

A(z;x,y) = Ā(x,y) +
∑

k≥1

zkΨk(x,y), (1.15)

where the matrix functions Ā and Ψk are those in (1.7). The convergence of the sum on the right hand
side is ensured by Proposition 1.3. For the parametric, deterministic coefficient Aε(z, x) defined in (1.13),
and for given 0 < ε < 1, z ∈ U and f ∈ H−1(D), we consider the deterministic multiscale problem: for
given f ∈ H−1(D) and z ∈ U , find uε(z, ·) ∈ H1

0 (D) which satisfies

−divAε(z; ·)∇uε(z; ·) = f(x) , uε(z; ·)|∂D = 0 . (1.16)

Again, Assumption 1.1 holds with α = α0/(1 + κ) and β = α0 + κα0/(1 + κ), so problem (1.16) admits
a unique solution which satisfies

sup
0<ε<1

sup
z∈U

‖uε(z, ·)‖H1
0 (D) ≤

‖f‖H−1(D)

α
. (1.17)

We first prove that the solution uε(z, ·) depends on z continuously.

Proposition 1.7 Under Assumption 1.1, there exists a constant c > 0 which is independent of ε such
that

∀z, z′ ∈ U : ‖uε(z; ·)− uε(z′; ·)‖H1
0 (D) ≤ c‖A(z; ·, ·)−A(z′; ·, ·)‖L∞(D,C(Ȳ)).

Proof Define wε := uε(z; ·)− uε(z′; ·). The function wε is a weak solution of the Dirichlet problem

−divAε(z; ·)∇wε = −div[Aε(z′; ·)−Aε(z; ·)]∇uε(z′; ·) , wε|∂D = 0 .

Therefore, it holds for every z, z′ ∈ U

∀ w ∈ H1
0 (D) :

∫

D
Aε(z, x)∇wε(x) ·∇w(x)dx =

∫

D
[Aε(z′;x)−Aε(z;x)]∇uε(z′; ·) ·∇w(x)dx .

From (1.17) and Assumption 1.1, we obtain the conclusion. !.
To study the law of the solution uε of (1.5), we need to prove its measurability.

Proposition 1.8 For every 0 < ε < 1, the solution U # z $→ uε(z; ·) of (1.16) is measurable as a map
from U to H1

0 (D).

Proof As H1
0 (D) is separable, it is sufficient to show that u is weakly measurable, i.e. for all φ ∈ H1

0 (D),
the H1

0 (D) innerproduct 〈uε(z, ·),φ〉 is measurable as a map from U to R. For a ∈ R we denote by
Ya = {z ∈ U : 〈uε(z, ·),φ〉 > a}. From Proposition 1.7 it follows that if 〈uε(z),φ〉 > a, then there exists
a positive constant r such that if

sup
x,y

|Aij(z;x,y)−Aij(z
′;x,y)| < r for all i, j = 1, . . . , d

then 〈uε(z′; ·),φ〉 > a. Let Tk be the set of z ∈ U such that for all z̄ = (z1, z2, . . . , zk, z̄1, z̄2, . . .)
〈uε(z̄, ·),φ〉 > a for all z̄j ∈ [−1, 1], j = 1, 2, . . .. For each z ∈ U , from Proposition 1.3, we deduce that
for all i, j = 1, . . . , d,

sup
x,y

|Aij(z;x,y)−Aij(z̄;x,y)| < r,

for all z̄1, z̄2, . . . ∈ [−1, 1] when k is sufficiently large. Therefore each vector z ∈ Ya belongs to a set Tk for
some constant k. Let Rk ∈ [−1, 1]k be the set of t = (t1, . . . , tk) such that (t1, t2, . . . , tk, z̄1, z̄2, . . .) ∈ Tk

for all z̄i ∈ [−1, 1]. From Proposition 1.7, Rk is an open set, and therefore is the union of a countable
set of open rectangles. Thus Tk is a countable union of sets in Θ and is therefore measurable, so is
Ya = ∪kTk. !
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Remark 1.9 The random solution uε(ω; ·) of problem (1.5) can be recovered from the parametric, deter-
ministic solution of (1.16), for P-a.e. ω ∈ Ω via

Ω # ω $→ uε(ω; ·) = uε(z; ·)|z=z(ω) ∈ H1
0 (D)

where, for 0 < ε < 1, uε(z;x) denotes the weak solution of the parametric, deterministic problem (1.16).

We shall use Remark 1.9 in what follows to homogenize (1.5). We do this by first passing to the (n+1)-
scale limit in the parametric, deterministic problem (1.16) and then “reinsert” z = z(ω).

1.5 One-scale stochastic limiting problem

For each realization ω ∈ Ω, we study the limit when ε → 0 of the solution uε of the problem (1.5).
Multiscale convergence is an appropriate tool for this purpose. It was first introduced for two-scale
problems by Nguetseng [14] and elaborated further by Allaire [1]. The definition of n+1-scale convergence
we give below is due to Allaire and Briane [2]; we use their notion of multiscale convergence to study
solutions of the problem (1.5) as ε → 0.

Definition 1.10 A bounded sequence {uε}ε in L2(D) n+1-scale converges to a function u0 ∈ L2(D×Y)
if for all test functions φ ∈ L2(D,C#(Y)) it holds

lim
ε→0

∫

D
uε(x)φ

(
x,

x

ε1
, . . . ,

x

εn

)
dx =

∫

D

∫

Y

u0(x,y)φ(x,y)dydx .

Here and throughout, we denote
∫

Y

· dy =

∫

Y1

. . .

∫

Yn

· dyn . . . dy1.

The use of the preceding definition in homogenization is due to the following theorem from [2].

Theorem 1.11 Any bounded sequence {uε} in L2(D) contains an n+ 1-scale convergent subsequence.

For the variational formulation of the limiting problem of (1.16) using n+1-scale convergence, we intro-
duce the space

V = {v = (v0, {vi}) : v0 ∈ H1
0 (D), vi ∈ Vi}

where

V1 = L2(D;H1
#(Y1)/R), Vi = L2(D × Y1 × . . .× Yi−1;H

1
#(Yi)/R)}, i = 2, 3, . . . , n.

We equip Vi with the norm

|||v||| = ‖∇v0‖L2(D) +
n∑

i=1

‖∇yivi‖L2(D×Yi) where Yi := Y1 × . . .× Yi .

For each v ∈ V, we denote by

∇v = ∇xv0 +
n∑

i=1

∇yivi . (1.18)

Theorem 1.12 For every fixed z ∈ U , as ε → 0 the solution uε(z; ·) of the parametric, deterministic
multiscale problem (1.16) converges weakly in H1

0 (D) to a function u0(z; ·); moreover, ∇uε(z, ·) n + 1-
scale converges to ∇u where u(z) = (u0, u1, . . . , un) ∈ V is the unique solution of the parametric,
deterministic elliptic one-scale limiting problem

b(z;u,v) =

∫

D

∫

Y

A(z;x,y)∇u ·∇vdydx =

∫

D
fv0dx, ∀v = (v0, {vi}) ∈ V . (1.19)

Here, the parametric bilinear form b(z;u,v) : V ×V → R is bounded and coercive uniformly for z ∈ U :
there exist positive constants c1 and c2 which are independent of z ∈ U such that

∀z ∈ U ∀u ∈ V : b(z;u,u) ≥ c1|||u‖|2 , (1.20)

and
∀u,v ∈ V : sup

z∈U
|b(z;u,v)| ≤ c2|||u||| |||v||| . (1.21)
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For each fixed z ∈ U , this theorem is a consequence of [2]; the coefficients c1 and c2 only depend on α
and β in Assumption 1.1 and are, therefore, independent of z. From this, we obtain

sup
z∈U

|||u(z)||| ≤
‖f‖H−1(D)

c1
.

Using this a-priori bound, one verifies that the passage to the n+1-scale limit can be achieved uniformly
with respect to z ∈ U . Theorem 1.12 establishes convergence of the parametric solutions uε(z; ·) as
ε → 0 to a solution to the high dimensional, parametric and deterministic one-scale problem for each
fixed parameter vector z ∈ U . To establish the connection between the solution of this problem and the
laws of the random multiscale solutions uε of (1.5), we next verify measurability of the solution u(z)
with respect to ρ(dz).

Proposition 1.13 The solution u(z) of (1.19) as a map from (U,Θ, ρ(dz)) to V is measurable.

Proof For any two vectors z, z′ ∈ U , let u(z) and u(z′) be the solutions of the problems (1.19). Define
w = u(z)− u(z′). From (1.19), we find

∀v ∈ V :

∫

D

∫

Y

A(z;x,y)∇w ·∇vdydx =

∫

D

∫

Y

(A(z′;x,y)−A(z;x,y))∇u(z′) ·∇vdydx.

We choose v = w. From (1.20), |||u(z)||| is bounded uniformly for all z ∈ U . Therefore, there exists a
constant c which does not depend on z, z′ ∈ U such that

|||u(z)− u(z′)||| ≤ c‖A(z;x,y)−A(z′;x,y)‖L∞(D×Y). (1.22)

The proof then follows the argument used in the proof of Proposition 1.8. !

We define

V = L2(U, ρ;V) =
{
v = {(v0, {vi}) : v0 ∈ L2(U, ρ;H1

0 (D)), vi ∈ L2(U, ρ;Vi)}
}

. (1.23)

We note in passing that L2(U, ρ;V) ∼= L2(U, ρ)⊗V and consider the variational parametric, deterministic
problem:

find u ∈ V such that B(u(z; ·),v) = F (v), ∀v = (v0, {vi}) ∈ V. (1.24)

Here, the linear functional F : V → R and the variational form B(·, ·) : V ×V → R are given by

F (v) =

∫

U

∫

D
f(x)v0(z;x)dxdρ(z) , B(u,v) =

∫

U
b(z;u,v)dρ(z) .

Proposition 1.14 Problem (1.24) admits a unique parametric, deterministic solution u(z; ·, ·) ∈ V

which belongs to L2(U, ρ;V). For ρ-a.e. z ∈ U , this solution coincides with the solution u(z; ·, ·) of the
parametric problem (1.19).

Proof The existence and uniqueness of a solution to (1.24) follow from Lax-Milgram theorem.
For each z ∈ U , the solution u(z; ·, ·) ∈ V of the parametric, deterministic elliptic one-scale problem

(1.19) exists, is unique and is uniformly bounded with respect to z ∈ U . As a mapping U # z $→ u(z; ·) ∈
V, it is measurable. As dρ(z) is a probability measure on U , this implies that the parametric solution
u(z; ·) of (1.19) coincides with the solution u ∈ V of (1.24).

!

Remark 1.15 The random solution uε(ω; ·) of problem (1.5) (n+ 1)-scale converges, for P-a.e. ω ∈ Ω,
towards the weak solution u(ω;x,y) of the random one-scale limiting problem

b(ω;u(ω; ·);v) =

∫

D

∫

Y

A(ω;x,y)∇u ·∇vdydx =

∫

D
fv0dx, ∀v = (v0, {vi}) ∈ V (1.25)

where, for ω ∈ Ω, we define

Ω # ω $→ b(ω;v,w) := b(z;v,w)|z=z(ω) , u(ω;x,y) = u(z;x,y)|z=z(ω) .

Our aim is to construct approximations of uε(ω;x) which are, on the one hand, robust with respect to
ε, and, on the other hand, allow for discretization of the randomness with convergence rates superior
to that of Monte Carlo Methods. To this end, we shall investigate next a spectral, “polynomial chaos”
type approximation of the solution u(z;x,y) of the (n + 1)-scale limiting problem with respect to the
parameter vector z ∈ U , and then investigate the rate of convergence as ε → 0 of uε(ω;x) to the solution
of the limiting problem.
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2 Galerkin Approximations in U

2.1 Orthonormal basis of L2(U, ρ)

We start by defining a “generalized polynomial chaos” basis of L2(U, ρ(dz)). Let (Ln)n≥0 be the univariate
Legendre polynomials normalized so that

1

2

∫ 1

−1
|Ln(t)|2dt = 1 . (2.1)

Let F be the (countable) set of all sequences ν = (νj)j≥1 of nonnegative integers such that only a finite
number of νj are non zero, i.e. F = {ν ∈ NN

0 : ‖ν‖1 < ∞}. For ν ∈ F , we define the tensorized Legendre
polynomials as

Lν(z) =
∏

j≥1

Lνj (zj), ν ∈ F .

By the completeness of the Legendre polynomials (Ln(t))n≥0 in L2(−1, 1), the family Lν forms an or-
thonormal basis of L2(U, ρ): each function u ∈ V can be expanded in the Legendre series

u =
∑

ν∈F

uνLν , uν ∈ V. (2.2)

2.2 Semidiscretization with respect to z

For a subset Λ ⊂ F of finite cardinality, we define the space

VΛ = {uΛ =
∑

ν∈Λ

uν(x,y)Lν(z) : uν ∈ V} ⊂ V .

We then consider the following Galerkin semidiscretization in z:

Find uΛ ∈ VΛ : B(uΛ,vΛ) = F (vΛ) ∀vΛ ∈ VΛ . (2.3)

Then the following approximation result holds.

Theorem 2.1 For all Λ ⊂ F , problem (2.3) admits a unique solution uΛ ∈ VΛ which satisfies the
following error estimate:

‖u− uΛ‖V ≤
( ∑

ν∈F\Λ

‖uν‖2V
)1/2

. (2.4)

Proof As VΛ is a Hilbert space, from (1.20) and (1.21) and from the Lax-Milgram lemma, (2.3) admits a
unique solution uΛ ∈ VΛ. From Cea’s lemma and from the normalization (2.1) with Parseval’s equality,
we find that

‖u− uΛ‖V ≤ inf
vΛ∈VΛ

‖u− vΛ‖V.

Choosing vΛ =
∑

ν∈Λ uνLν , we arrive at the conclusion. !

3 Best N-term approximations

From Theorem 2.1, with a fixed cardinality N , we infer that an optimal choice of the set Λ is to select
Λ corresponding to N terms uν with largest V norms. Since these norms are not known a priori, we
establish in this section an apriori bound for them, and choose the set Λ according to these bounds. In
this way, we obtain a constructive approach for the choices of index sets Λ with the prescribed cardinality
which might be, however, suboptimal. Nevertheless, we shall prove that the sets obtained in this way will
allow for the best N -term convergence rates to be achieved. The key ingredient for obtaining the rate of
convergence in terms of the cardinality of Λ is the following observation, due to Stechkin.
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Lemma 3.1 Let α = (αν)ν∈F be a sequence in (p(F). Let q ≥ p ≥ 0. If ΛN ⊂ F is the set of indices
corresponding to a set of N largest |αν |, then for every N holds

‖α‖&q(F\ΛN ) =
( ∑

ν∈F\ΛN

|αν |q
)1/q

≤ ‖α‖&p(F)N
−σ, where σ =

1

p
−

1

q
≥ 0 .

The convergence rate of truncated gpc expansions therefore depends on the p-summability of the sequence
(‖uν‖V)ν∈F . We show that the summability of this sequence depends on the summability of the sequence
βk in (1.8).

Assumption 3.2 There exists 0 < p < 1 such that in (1.8) the sequence (βk)k≥1 ∈ (p(N).

Remark 3.3 Assumption 3.2 holds if the constants t and t∗ in (1.12) satisfy

p
( t

d
− ε

)(1
2
−

t∗

t

)
> 1.

3.1 Complex extension of the parametric deterministic problem

To bound ‖uν‖V, we follow [8] and extend the parametric, deterministic limit problem (1.19) to complex
values of the parameters z. Let M be a positive constant. Let K < 1 be a positive constant such that

K
∞∑

j=1

βj <
α

2M
.

We choose a constant J0 such that
∑

j>J0

βj <
αK

6M(1 +K)
.

Let E = {1, 2, . . . , J0} and F = N \ E. We define

|νF | =
∑

j>J0

|νj |.

For each ν ∈ F , we define

rm = K when m ≤ J0, and rm = max{1,
ανm

M |νF |βm
} when m > J0, (3.1)

where we make the convention that |νj |
|νF | = 0 if |νF | = 0. For m ≥ 1, we let the set Um ∈ C be defined as

[−1, 1] ⊂ Um := {ζm ∈ C : dist(ζm, [−1, 1]) ≤ rm} ⊂ C.

We next extend problem (1.19) to the complex parametric domain

U =
∞⊗

m=1

Um ⊂ C
N . (3.2)

We define the complex parametric coefficient A(ζ;x,y)

A(ζ;x,y) := Ā(x,y) +
∞∑

m=1

ζmΨm(x,y) , ζ ∈ U , x ∈ D , y ∈ Y .

The sum on the right hand side of this definition converges uniformly for ζ ∈ U , x ∈ D and for y ∈ Y,
as we obtain from Proposition 1.3 for every ζ ∈ U , x ∈ D, and y ∈ Y

|Aij(ζ;x,y)| ≤ |Āij(x,y)|+
∞∑

m=1

|(Ψm)ij(x,y)|(1 + rm)

≤ esssup(x,y)∈D×Y|Āij(x,y)|+
J0∑

m=1

‖(Ψm)ij‖L∞(D×Y)(1 +K)

+
∑

j>J0

(
2 +

ανm
M |νF |βm

)
‖(Ψm)ij‖L∞(D×Y).
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From Proposition 1.3, we find that

|Aij(ζ;x,y)| ≤ ‖Āij‖L∞(D×Y) + 4
κ

1 + κ
α0 +

2α

M
; . (3.3)

In what follows, for functions taking values in C we still denote (with slight abuse of notation) by V

H1
0 (D)×

n∏

i=1

L2(D × Y1 × . . .× Yi−1;H
1
#(Yi)) .

Consider the complex parametric, one-scale limiting problem: given ζ ∈ U , find u ∈ V such that

b(ζ;u,v) =

∫

D

∫

Y

A(ζ;x,y)∇u ·∇vdydx =

∫

D
fv0dx ∀v = (v0, {vi}) ∈ V . (3.4)

Proposition 3.4 Problem (3.4) admits a unique solution which is uniformly bounded in V for all ζ ∈ U .

Proof We first show that the matrix function A(ζ;x,y) is uniformly bounded and coercive for all ζ ∈ U ,
x ∈ D and y ∈ Y. To this end, we observe that for every in ξ ∈ Cd and every ζ ∈ U , we have:

|ξHA(ζ;x,y)ξ| ≤ |ξH Ā(x,y)ξ|+
∞∑

m=1

|ζm||(ξHΨmξ)|

≤
(
β0 +

J0∑

m=1

(1 +K)βm +
∑

m>J0

(2 +
ανm

M |νF |βm
)βm

)
|ξ|2

≤
(
β0 +

2κ

1 + κ
α0 +

α

M

)
|ξ|2.

To prove uniform coercivity, we note that for every ζ ∈ U and for every ξ ∈ Cd

7(ξHA(ζ;x,y)ξ) ≥ 7(ξHĀ(x, y)ξ) −
∞∑

m=1

|ζm||ξHΨmξ|

≥
(
α0 −

J0∑

m=1

(1 +K)βm −
∑

m>J0

(2 +
ανm

M |νF |βm
)βm

)
|ξ|2

≥
(
α0 −

κ

1 + κ
α0 −K

J0∑

m=1

βm − 2
∑

m>J0

βm −
∑

m>J0

ανm
M |νF |

)
|ξ|2

≥ (α−
α

2M
−

α

3M
−

α

M
)|ξ|2

>
α

2
|ξ|2 (3.5)

if M ≥ 4 where α = α0/(1 + κ). The proposition then follows from the Lax-Milgram Lemma. !

For an index ν ∈ F , we denote the support of ν by supp(ν), i.e. the set of j such that νj 0= 0. We
define the domain

Uν = ⊗j∈supp(ν)Uj .

The following analyticity properties of u(z; ·, ·) hold.

Proposition 3.5 For ν ∈ F and ζ ∈ U with fixed ζk for all the indices k /∈ supp(ν), the map u : Uν → V

is analytic as a V-valued function.

Proof For m ∈ N, we fix all coordinates ζk for k 0= m and partition each vector ζ ∈ CN as ζ = (ζ∗m, ζm).
It is sufficient to show that there exists a function v ∈ V such that for all ζ ∈ U holds

lim
δ→0

∥∥∥
u(ζ∗m, ζm + δ; ·, ·)− u(ζ; ·, ·)

δ
− v(ζ; ·, ·)

∥∥∥
V

= 0,

For δ > 0, define the difference quotient vδ := δ−1 (u(ζ∗m, ζm + δ; ·, ·)− u(ζ; ·, ·)).
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The function vδ is a weak solution of the parametric variational problem
∫

D

∫

Y

A(ζ;x,y)∇vδ ·∇wdydx = −
∫

D

∫

Y

Ψm(x, y)∇u(ζ∗m, ζm + δ;x,y) ·∇wdydx, ∀w ∈ V.

Let v denote the solution of the problem
∫

D

∫

Y

A(ζ;x,y)∇v ·∇wdydx = −
∫

D

∫

Y

Ψm(x, y)∇u(ζ;x,y) ·∇wdydx, ∀w ∈ V.

We deduce that for every w ∈ V and every ζ ∈ U holds
∫

D

∫

Y

A(ζ;x,y)∇(vδ − v) ·∇wdydx = −
∫

D

∫

Y

Ψm(x, y)∇(u(ζ∗m, ζm + δ;x,y)−u(ζ, x,y)) ·∇wdydx .

From this we obtain
|||vδ − v||| ≤ c(m)|||u(ζ∗m, ζm + δ;x,y)− u(ζ;x,y)||| .

From (1.22),
lim
δ→0

|||vδ − v||| = 0 .

Hartogs’ theorem implies that for every ν ∈ F , u(ζ) is analytic as a mapping from Uν to V. This
completes the proof. !

We next investigate summability of the Legendre coefficients.

3.2 Coefficient estimates

Proposition 3.6 For every ν ∈ F , there holds

‖uν‖V ≤ C

( ∏

m∈supp(ν)

2(1 +K)

K
η−νm
m

)
, (3.6)

where ηm := rm +
√
1 + r2m with rm as in (3.1).

Proof We proceed as in the proof of Lemma A.3 in Bieri, Andreev and Schwab [4] and Hoang and Schwab
[11]. For ν ∈ F , the function uν ∈ V in (1.23) can be represented as

uν =

∫

U
u(z)Lν(z)ρ(dz) (3.7)

where the integral is understood as a Bochner integral of V-valued functions. Let S = supp(ν) ⊂ N and
define S̄ := N \ S. We then denote by US = ⊗m∈SUm and US̄ = ⊗m∈S̄Um, and by zS = {zi, i ∈ S},
zS̄ = {zi, i ∈ S̄} the extraction from z, and analogously ζS and ζS̄ .

Let Em be the ellipse in Um with foci at ±1 and the sum of the semiaxes being ηm; and ES =∏
m∈supp(ν) Em. We can then write (3.7) as

uν =
1

(2πi)|ν|0

∫

U
Lν(z)

∮

ES

u(ζS , zS̄)

(ζS − zS)1
dζSdρ(z) .

For each m ∈ N, let Γm be a copy of [−1, 1] and zm ∈ Γm. We denote by US =
∏

m∈S Γm and
US̄ =

∏
m∈S̄ Γm. We then have

uν =
1

(2πi)|ν|0

∫

US̄

∮

ES

u(ζS , zS̄)

∫

US

Lν(z)

(ζS − zS)1
dρS(zS)dζSdρS̄(zS̄).

We recall the definitions of the Legendre functions of the second kind:

Qn(ξ) =
1

2

∫

[−1,1]

Ln(z)

(ξ − z)
dz, ξ ∈ C\[−1, 1] , n ∈ N0 .
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For ν ∈ F , we denote by νS the restriction of ν to S. We define for ζ ∈ CN

QνS (ζS) =
∏

m∈supp(ν)

Qνm(ζm).

Under the Joukovski transformation ζm = 1
2 (wm + w−1

m ), the Legendre polynomials of the second kind
are written as

Qνm(
1

2
(wm + w−1

m )) =
∞∑

k=νm+1

qνmk

wk
m

with |qνmk| ≤ π. Therefore

|QνS (ζS)| ≤
∏

m∈S

∞∑

k=νm+1

π

ηkm
=

∏

m∈S

π
η−νm−1
m

1− η−1
m

.

We then have

‖uν‖V =

∥∥∥∥∥
1

(2πi)|ν|0

∫

US̄

∮

ES

u(ζS , zS̄)QνS (ζS)dζSdρS̄(z̄S)

∥∥∥∥∥
V

≤
1

(2π)|ν|0

∫

US̄

∮

ES

‖u(ζS , zS̄)‖VQνS (ζS)dζSdρS̄(z̄S)

≤
1

(2π)|ν|0
‖u(ζ)‖L∞(ES×US̄ ,V) max

ES

|QνS |
∏

m∈S

Len(Em)

≤
1

(2π)|ν|0
‖u(ζ)‖L∞(ES×US̄,V)

∏

m∈S

π
η−νm−1
m

1− η−1
m

Len(Em)

≤ C
∏

m∈S

2(1 +K)

K
η−νm
m ,

as Len(Em) ≤ 4ηm, ηm ≥ 1 +K and u(ζ) is uniformly bounded in V. !

To show the (p(F) summability of ‖uν‖V, we use the following proposition, whose proof can be found
in [7].

Proposition 3.7 For 0 < p < 1,
( |ν|!
ν!

bν
)

ν∈F
∈ (p(F) iff (i)

∑
m≥1 bm < 1 and (ii) (bm) ∈ (p(N).

Proposition 3.8 For 0 < p < 1 as in Assumption 3.2, (‖uν‖V)ν∈F ∈ (p(F).

Proof We have from the previous proposition that

‖uν‖V ≤ C
∏

m∈S

2(1 +K)

K
(1 + rm)−νm

≤ C
( ∏

m∈E,νm +=0

2(1 +K)

K
ηνm

)( ∏

m∈F,νm +=0

2(1 +K)

K

(M |νF |βm

ανm

)νm)

where η = 1/(1 +K). Let FE = {ν ∈ F : supp(ν) ⊂ E} and FF = F \ E. From this, we have
∑

ν∈F

‖uν‖pV ≤ CAEAF ,

where

AE =
∑

ν∈FE

∏

m∈E,νm +=0

(2(1 +K)

K

)p
ηpνm ,

and

AF =
∑

ν∈FF

∏

m∈F,νm +=0

(2(1 +K)

K

)p(M |ν|βm

ανm

)pνm
.
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We now show that both AE and AF are finite. For AE , we have

AE =

(
1 +

(2(1 +K)

K

)p ∑

m≥1

ηpm
)J0

,

which is finite because η < 1. For AF , we note that for νm 0= 0,

2(1 +K)

K
≤

(2(1 +K)

K

)νm
.

Therefore

AF ≤
∑

ν∈FF

∏

m∈F

( |ν|dm
νm

)pνm
, where dm =

2M(1 +K)βm

Kα

and where we made the convention that 00 = 1. We now proceed as in [8]: from the Stirling estimate
n!en/(e

√
n) ≤ nn ≤ n!en/

√
2πn, we infer |ν||ν| ≤ |ν|!e|ν| and obtain

∏

m∈F

ννmm ≥
ν!e|ν|∏

m∈F max{1, e√νm}
.

Hence

AF ≤
∑

ν∈FF

( |ν|!
ν!

dν
)p( ∏

m∈F

max{1, e
√
νm}

)p ≤
∑

ν∈FF

( |ν|!
ν!

d̄ν
)p

,

where d̄m = edm and where we have used the estimate e
√
n ≤ en. From this, we have

∑

m≥1

d̄m ≤
∑

m∈F

6M(1 +K)βm

Kα
< 1.

It is also obvious that
‖d̄‖&p(N) < ∞.

From these estimates and from Proposition 3.7 we obtain the conclusion. !

3.3 Best N-term Approximation Rates

With Lemma 3.1, we have from Proposition 3.8 and Theorem 2.1 the following result:

Theorem 3.9 If Assumptions 1.1, 1.2 and 3.2 hold for some 0 < p < 1, there exists a sequence
(ΛN )N∈N ⊂ F of index sets with cardinality not exceeding N such that the solutions uΛN of the Galerkin
semidiscretized problems (2.3) satisfy

‖u− uΛN ‖V ≤ CN−σ, σ =
1

p
−

1

2
.

4 Regularity

To obtain convergence rates of sparse tensor finite element discretizations for the fully discretized problem
of (2.3), we introduce, following [15, 10], regularity spaces Hi (i = 1, . . . , n). The space Hi consists
of all the functions w(x, y1, . . . , yi) that are Yj -periodic in yj (j = 1, . . . , i) such that for any vectors
(α0,α1, . . . ,αi) ∈ (Nd

0)
i+1 such that |αj | ≤ 1 for 0 ≤ j ≤ i − 1 and |αi| ≤ 2 where |αi| denotes the sum

of all the components of αi,

∂|α0|+...+|αi|w

∂α0x∂α1y1 . . . ∂αiyi
∈ L2(D × Y1 × . . .× Yi).

The space Hi is equipped with the norm

‖w‖Hi =
∑

|αi|≤2
|αj |≤1, j=0,...,i−1

∥∥∥
∂|α0|+...+|αi|w

∂α0x∂α1y1 . . .∂αiyi

∥∥∥
L2(D×Y1×...×Yi)

.

We then define the subspace H of V as

H = {(v0, {vi}) : v0 ∈ H2(D), vi ∈ Hi, i = 1, . . . , n}.
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4.1 Regularity of the parametric, deterministic problem (1.19)

For each index i = 1, . . . , n− 1, we denote

yi = (y1, . . . , yi) and Yi = Y1 × . . .× Yi . (4.1)

We define by C1
i , i = 1, . . . , n the space of functions w(x, y1, . . . , yi) that are continuous in each variables

x, y1, . . . , yi and that are Yj -periodic with respect to yj , j = 1, ..., i. For a vector (γ0, . . . , γi) ∈ {0, 1}i+1

and the index vector (j0, j1, . . . , ji) ∈ {1, . . . , d}i+1, the strong derivative

∂γ0+...+γiw

∂xγ0
j0
∂yγ1

1j1
. . . ∂yγi

iji

exists for all (x, y1, . . . , yi) ∈ D̄ × Ȳ1 × . . .× Ȳi and is continuous. We define the seminorm

‖w‖C1
i
=

∑

(γ0,...,γi)∈{0,1}i+1

(j0,j1,...,ji)∈{1,...,d}i+1

∥∥∥
∂γ0+...+γiw

∂xγ0
j0
∂yγ1

1j1
. . . ∂yγi

iji

∥∥∥
L∞(Ω×Yi)

. (4.2)

The following homogenization result is, in principle, well known (see, e.g., [2]). As we require its para-
metric version, and also use its derivation later, we present its proof.

Proposition 4.1 There exists a symmetric matrix function A0(z; ·) ∈ L∞(D)d×d
sym that is uniformly bou-

unded and coercive for all z ∈ U such that the limit function u0(z, ·) ∈ H1
0 (D) in Theorem 1.12 is the

solution of the problem:
∫

D
A0(z;x)∇u0(z;x) ·∇φ(x)dx =

∫

D
f(x)φ(x)dx, ∀φ ∈ H1

0 (D).

Proof With u(z) = (u0, u1, ...., un) ∈ V as in (1.19), we have (with implied summation over the repeated
index l = 1, ..., d)

un = wnl

(∂u0

∂xl
+

∂u1

∂y1l
+ . . .+

∂un−1

∂y(n−1)l

)
,

where the functions wnl ∈ L2(D × Y1 × . . .× Yn−1;H1
#(Yn)/R) are the unique solutions of the parametric

unit-cell problems
∫

Yn

A(z;x,yn−1, yn)(el +∇ynwnl) ·∇ynφndyn = 0, ∀φn ∈ H1
#(Yn); (4.3)

(here el denotes the lth unit vector in Rd). From (1.19), we have

∫

D

∫

Y

A(I +∇ynwn) ·
(
∇xu0 +

n−1∑

k=1

∇yk
uk

)
·∇yn−1φn−1dydx = 0, (4.4)

for all φn−1 ∈ L2(D × Y1 × . . .× Yn−2, H1
#(Yn−1)), where wn denotes the vector (wn1, . . . , wnd) and I is

the identity matrix. By recursion, we define the “upscaled” conductivity matrices An−1(z;x,yn−1) as

An−1 =

∫

Yn

A(I +∇ynwn)dyn =

∫

Yn

A(I +∇ynwn) · (I +∇ynwn)dyn. (4.5)

We then consider the parametric unit cell problem on scale n− 1: find w(n−1)l such that

∫

Yn−1

An−1(el +∇yn−1w(n−1)l) ·∇yn−1φn−1dyn−1 = 0, ∀φn−1 ∈ H1
#(Yn−1).

We then have

un−1 = w(n−1)l

(∂u0

∂xl
+

∂u1

∂y1l
+ . . .+

∂un−2

∂y(n−2)l

)
.
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With the convention that An = A, we define recursively for i = n − 2, n − 3, ... the functions wil ∈
L2(D ×Yi−1;H1

#(Yi)/R) as (unique) solutions of the problems

∫

Yi

Ai(el +∇yiwil) ·∇yiφidyi = 0, ∀φi ∈ H1
#(Yi).

For i = 1, 2, ..., n, the scale interaction function ui is then determined as

ui = wil

(∂u0

∂xl
+

∂u1

∂y1l
+ . . .+

∂ui−1

∂y(i−1)l

)

and the “upscaled” matrix Ai−1 is defined in terms of Ai as

Ai−1(z;x,yi−1) =

∫

Yi

Ai(z;x,yi−1, yi)(I +∇yiwi) · (I +∇yiwi)dyi, z ∈ U, x ∈ D, yi−1 ∈ Yi−1 (4.6)

where wi denotes the vector (wi1, . . . , wid). Upon completing the upscaling recursion at i = 1 the effective
diffusivity matrix A0(x) is obtained as

A0(z;x) =

∫

Y1

A1(z;x, y1)(I +∇y1w1) · (I +∇y1w1)dy1

and the function u0(z; ·) ∈ H1
0 (D) satisfies the homogenized, parametric limiting problem

∫

D
A0(z;x)∇u0(z;x) ·∇φ(x)dx =

∫

D
f(x)φ(x)dx, (4.7)

for all φ ∈ H1
0 (D).

As the matrix A is symmetric, all matrices Ai (i = 0, . . . , n− 1) are symmetric. Fix ξ ∈ Rd. Then
(with summation over repeated indices)

A(n−1)klξkξl =

∫

Yn

Ars

(
ξr +

∂(wnkξk)

∂ynr

)(
ξs +

∂(wnlξl)

∂yns

)
dyn .

For the constant α as in Assumption 1.1, and for every z ∈ U , x ∈ D, yn−1 ∈ Yn−1 and every ξ ∈ Rd

A(n−1)kl(z;x,yn−1)ξkξl ≥ α

∫

Yn

(
ξr +

∂(wnkξk)

∂ynr

)(
ξr +

∂(wnlξl)

∂ynr

)
dyn ≥ α|ξ|2 .

Furthermore with summation over repeated indices,

A(n−1)kl(z;x,yn−1)ξkξl ≤ β

( d∑

r=1

ξ2r +
d∑

r=1

∫

Yn

∂(wnkξk)

∂ynr

∂(wnlξl)

∂ynr
dyn

)

≤ β

( d∑

r=1

ξ2r +
d∑

r=1

( d∑

k=1

ξ2k

)( d∑

k=1

∫

Yn

(∂wnk

∂ynr

)2
dyn

))
.

From (4.3), we deduce that there is a constant c = c(d) which depends only on the dimension d such
that

‖∇ynwnl‖L2(Yn) ≤
c(d)

α
sup
k,l

‖Akl‖L∞(D×Y).

Therefore, there is a constant c = c(α, d) such that

A(n−1)kl(z;x,yn−1)ξkξl ≤ βc(α, d)(1 + sup
k,l

‖Akl‖L∞(D×Y))
2|ξ|2.

Repeating this argument for Ai(z;x,yi), i = n− 1, ..., 1, we deduce that for all z ∈ U and x ∈ D,

A0kl(z;x)ξkξl ≥ α|ξ|2,
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and

A0kl(z;x)ξkξl ≤ βc(α, d)n(1 + sup
k,l

‖Akl‖L∞(D×Y))
2(1 + sup

k,l
‖A(n−1)kl‖L∞(D×Yn−1))

2 . . .

.(1 + sup
k,l

‖A1kl‖L∞(D×Y ))
2|ξ|2 .

From (4.5), we deduce that

sup
k,l

‖A(n−1)kl‖L∞(D×Yn−1) ≤ c(d) sup
k,l

‖Akl‖L∞(D×Y)(1 + ‖∇ynwn‖L∞(D×Yn−1,L2(Yn)))

≤ c(α, d)(1 + sup
k,l

‖Akl‖L∞(D×Y))
2,

so
1 + sup

k,l
‖A(n−1)kl‖L∞(D×Yn−1) ≤ c(α, d)(1 + sup

k,l
‖Akl‖L∞(D×Y))

2 .

Repeating this argument for i = 2, . . . , n, we get

1 + sup
k,l

‖A(n−i)kl‖L∞(D×Yn−i) ≤ c(α, d)2
i−1(1 + sup

k,l
‖Akl‖L∞(D×Y))

2i .

Therefore
A0kl(z;x)ξkξl ≤ β[c(α, d)(1 + sup

k,l
‖Akl‖L∞(D×Y)]

2n+1−2|ξ|2. (4.8)

!

Proposition 4.2 Assume that the domain D is convex and f ∈ L2(D). Assume further that A(z) ∈ C1
n

and ‖A(z)‖C1
n
is uniformly bounded for all z ∈ U . Then u(z) ∈ H and ‖u(z)‖H is uniformly bounded

for all z ∈ U .

Proof The functions ui(z;x,yi) can be expressed in terms of the functions wi = (wi1, . . . , wid) as

ui = wi · (I +∇yi−1wi−1) · · · (I +∇y1w1) ·∇u0. (4.9)

From (4.3), for almost all (x,yn−1) ∈ D ×Yn−1

∫

Yn

A(z;x,y)∇ynwnl(z;x,y) ·∇ynφndyn =

∫

Yn

(∇yn · (A(z;x,y)el)φndyn, ∀φn ∈ H1
#(Yn) . (4.10)

As any function in D(Rd) with a sufficiently small support can be extended to a Yn-periodic function of
the same regularity, we see using a partition of unity, that

∫

Rd

A(z;x,y)∇ynwnl(z;x,y) ·∇ynφndyn =

∫

Rd

(∇yn · (A(z;x,y)el)φndyn, ∀φn ∈ D(Rd).

We choose a smooth domain D′ such that Yn ⊂ D′ and τ ∈ D(D′) such that τ(yn) = 1 when yn ∈ Yn.
For τ(yn)wnl(z;x,yn−1, yn) in D′, we deduce that

‖wnl(z;x,y)‖H2(Yn) ≤ C(‖∇yn · (A(z;x,y)el)‖L2(Yn) + ‖wnl‖L2(Yn)),

where the constant C depends on the C1 norm of A(z;x,yn−1, ·), α, β and τ , and is in particular
independent of z ∈ U (see, e.g., Wloka [19] page 330).

Now, we freeze all the coordinates (x,yn−1) except the jth coordinate of the variable yk for an index
k = 1, . . . , n− 1, and denote by (y∗kj , ykj) the vector yn−1. For δ > 0, let

χδ(z;x,y) =
wnl(z;x, y∗kj , ykj + δ)− wnl(z;x,y)

δ
.
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For all φn ∈ H1
#(Yn) we have

∫

Yn

A(z;x,y)∇ynχ
δ ·∇ynφndyn = −

∫

Yn

A(z;x, y∗kj , ykj + δ)−A(z;x,y)

δ
el ·∇ynφndyn

−
∫

Yn

A(z;x, y∗kj , ykj + δ)−A(z;x,y)

δ
∇ynwnl(z;x, y

∗
kj , ykj + δ, ·) ·∇ynφndyn . (4.11)

Let χ(z;x,yn−1, ·) ∈ H1
#(Yn)/R denote the solution of the problem

∫

Yn

A(z;x,y)∇ynχ ·∇ynφndyn = −
∫

Yn

∂A(z;x,y)

∂ykj
el ·∇ynφndyn

−
∫

Yn

∂A(z;x,y)

∂ykj
∇ynwnl(z;x,y) ·∇ynφndyn. (4.12)

From these equations, we deduce
∫

Yn

A(z;x,y)∇yn(χ
δ − χ) ·∇ynφndyn

= −
∫

Yn

(
A(z;x, y∗kj , ykj + δ)−A(z;x,y)

δ
−

∂A(z;x,y)

∂ykj

)
el ·∇ynφndyn

−
∫

Yn

(
A(z;x, y∗kj , ykj + δ)−A(z;x,y)

δ
−

∂A(z;x,y)

∂ykj

)
∇ynwnl(z;x, y

∗
kj , ykj + δ, ·) ·∇ynφndyn

−
∫

Yn

∂A(z;x,y)

∂ykj
∇yn(wnl(z;x, y

∗
kj , ykj + δ)− wnl(z;x,y)) ·∇ynφndyn .

From (4.11) (ignoring the constant δ), we have for every z ∈ U and x ∈ D

‖wnl(z;x, y
∗
kj , ykj + δ)− wnl(z;x,y)‖H2(Yn)/R

≤ C(‖A(z;x, y∗kj , ykj + δ)−A(z;x,y)‖L∞(Yn) + ‖∇yn(A(z;x, y
∗
kj , ykj + δ)−A(z;x,y))‖L∞(Yn)) .

(4.13)
Therefore,

‖χδ − χ‖H2(Yn)/R ≤ C

(∥∥∥∇yn

(A(z;x, y∗kj , ykj + δ)−A(z;x,y)

δ
−

∂A

∂ykj

)∥∥∥
L∞(Yn)

+
∥∥∥
A(z;x, y∗kj , ykj + δ)−A(z;x,y)

δ
−

∂A

∂ykj

∥∥∥
L∞(Yn)

+‖A(z;x, y∗kj , ykj + δ)−A(z;x,y)‖L∞(Yn)

+‖∇yn(A(z;x, y
∗
kj , ykj + δ)−A(z;x,y))‖L∞(Yn)

)

which converges to 0 when δ tends to 0 as A ∈ C1
n. Therefore

χ =
∂wnl

∂ykj
in H2

#(Yn)/R.

As χ satisfies (4.12), for each z ∈ U , χ as a map from D ×Yn−1 to H2(Yn)/R is continuous, due to the
continuity of the coefficient A(z;x,y) and due to the continuity of wnl as a map from D ×Yn−1 (from
(4.13)).

Performing a similar procedure for the remaining functions ∂wnl/∂ykj and their derivatives, we find
wnl ∈ C1

n−1(H
2
#(Yn)/R). Therefore, from (4.5), An−1 ∈ C1

n−1. In the same fashion, we deduce that

wil ∈ C1
i−1(H

2
#(Yi)/R) for all i = 1, . . . , n and l = 1, . . . , d, and ‖wil(z)‖C1

i−1(H
2(Yi)/R) is uniformly

bounded for all z. Therefore for every z ∈ U , A0(z) ∈ C1(D̄)d×d and ‖A0(z)‖(C1(D̄))d×d is uniformly
bounded for all z ∈ U .
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Next we claim u0(z, ·) ∈ H2(D) and that its H2(D) norm is uniformly bounded for all z ∈ U . We
have shown that for all vectors ξ ∈ Rd, and for every z ∈ U

α|ξ|2 ≤ ξ#A0(z, x)ξ ≤ β′|ξ|2,

where α > 0 is the constant in Assumption 1.1 and β′ is a positive constant that depends only on α, β,
n and d. The entries of A0(z, x) are therefore uniformly bounded by a constant depending on α and β′.
As D is convex, Theorem 3.2.1.2 of Grisvard [9] shows that for each z ∈ U , u0(z) ∈ H2(D). The proofs
of Lemma 3.1.3.2 and of Theorem 3.2.1.2 in [9] show that

‖u0(z, ·)‖H2(D) ≤ c‖f‖L2(D),

where the constant c depends on the C1(D̄) norms of A0, and the L∞(D) norms of the entries of the

matrix A−1/2
0 (z, x) which can be bounded by α and β′. Therefore ‖u0(z, ·)‖H2(D) is uniformly bounded

for all z ∈ U . As ‖wil(z,yi)‖C1
i−1(H

2(Yi)/R) is uniformly bounded for z ∈ U , we get from (4.9) that

ui ∈ Hi and ‖ui(z)‖Hi is uniformly bounded for all z ∈ U . Hence ‖u(z)‖H is uniformly bounded for all
z ∈ U . !

To establish the measurability of u, we make the following assumptions.

Assumption 4.3 We assume that the matrices Ψk in (1.7) are in (C1
n)

d×d such that for all i, j = 1, . . . , d
∞∑

k=1

‖Ψk‖(C1
n)

d×d < ∞.

Remark 4.4 When Cov[A]iji′j′ ∈ Ht+1(D)⊗Ht+1
# (Y1)⊗ . . .⊗Ht+1(Yn) for a sufficiently large constant

t, for any vectors (γ0, γ1, . . . , γn) ∈ {0, 1}n+1 and any (j0, j1, . . . , jn) ∈ {1, . . . , d}n+1,

∂γ0+...+γnCov[A]iji′j′ (x,y, x′,y′)

∂xγ0
j0
∂yγ1

1j1
. . . ∂yγn

njn

∈ Ht(D)⊗Ht
#(Y1)⊗ . . .⊗Ht

#(Yn).

We then deduce that
‖Ψk‖(C1

n)
d×d ≤ c(ε)k(−t/d+ε)(1−2t∗/t). (4.14)

Assumption 4.3 holds when t is sufficiently large.

Proposition 4.5 With Assumption 4.3, the function u as a map from U to H is measurable.

Proof We first prove that there exists a constant c such that for all z, z′ ∈ U ,

‖u(z)− u(z′)‖H ≤ c‖A(z; ·, ·)−A(z′, ·, ·)‖(C1
n)

d×d . (4.15)

From (4.3), we have for every fixed z ∈ U , x ∈ D and yn−1 ∈ Yn−1
∫

Yn

A(z;x,y)∇yn(wnl(z;x,y)− wnl(z
′;x,y)) ·∇ynφndyn

=

∫

Yn

[
∇yn · ((A(z;x,y)−A(z′;x,y))el)

−∇yn((A(z
′;x,y)−A(z;x,y))∇ynwnl(z

′;x,y))
]
φndyn, ∀φn ∈ H1

#(Yn).

As ‖wnl(z;x,yn−1, ·)‖H2(Yn)/R is uniformly bounded for all (z;x,yn−1) ∈ U ×D ×Yn−1, we obtain

‖(wnl(z;x,yn−1, ·)− wnl(z
′;x,yn−1, ·)‖H2(Yn)/R ≤ c‖A(z; ·, ·)−A(z′; ·, ·)‖(C1

n)
d×d . (4.16)

Similarly, from (4.12)
∫

Yn

A(z;x,y)∇yn(χ(z; ·, ·)− χ(z′; ·, ·)) ·∇ynφndyn

=

∫

Yn

∇yn ·
(∂A(z;x,y)− ∂A(z′;x,y)

∂ykj
el
)
φndyn

+

∫

Yn

∇yn ·
(∂A(z;x,y)− ∂A(z′;x,y)

∂ykj
∇ynwnl(z;x,y)

)
φndyn

+

∫

Yn

∇yn ·
(
(A(z;x,y)−A(z′;x,y))∇ynχ(z

′;x,y)
)
φndyn .
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Therefore there exists a constant c > 0 such that for all z, z′ ∈ U

‖χ(z;x,yn−1, ·)− χ(z;x,yn−1, ·)‖H2(Yn)/R ≤ C‖A(z; ·, ·)−A(z′; ·, ·)‖(C1
n)

d×d .

Performing a similar procedure for the derivatives of χ, we deduce that

‖wnl(z;x,y)− wnl(z
′;x,y)‖C1

n−1(H
2(Yn)/R) ≤ C‖A(z;x,y)−A(z′;x,y)‖(C1

n)
d×d .

From this and (4.5),

‖An−1(z;x,yn−1)−An−1(z
′;x,yn−1)‖(C1

n−1)
d×d ≤ C‖A(z;x,y)−A(z′;x,y)‖(C1

n)
d×d .

Inductively, we then show that for all i = 1, . . . , n and all l = 1, . . . , n,

‖wil(z;x,yi−1, ·)− wil(z
′;x,yi−1, ·)‖C1

i−1(H
2(Yi)/R) ≤ C‖A(z;x,y)−A(z′;x,y)‖(C1

n)
d×d .

Therefore for the homogenized coefficient A0(z;x) holds

‖A0(z;x)−A0(z
′;x)‖C1(D̄)d×d ≤ C‖A(z;x,y)−A(z′;x,y)‖(C1

n)
d×d .

From (4.7), we obtain for all z, z′ ∈ U and every φ ∈ H1
0 (D) that

∫

D
A0(z;x)∇(u0(z;x)− u0(z

′;x)) ·∇φ(x)dx =

∫

D
(A0(z

′;x)−A0(z;x))∇u0(z
′;x) ·∇φ(x)dx.

From this identity and from the assumed H2(D) regularity for the Dirichlet problem in D we conclude
that there exists a constant C > 0 such that for all z, z′ ∈ U it holds

‖u0(z; ·)− u0(z
′; ·)‖H2(D) ≤ C‖∇((A0(z

′;x)−A0(z;x))∇u0(z
′;x))‖L2(D)

≤ C sup
x∈D

(|A0(z;x)−A0(z
′;x)|+ |∇A0(z;x) −∇A0(z

′;x)|)

≤ C‖A(z; ·, ·)−A(z′; ·, ·)‖(C1
n)

d×d . (4.17)

From (4.9) and the uniform boundedness of wi in C1
i−1(H

2(Yi)), we get (4.15). A similar argument as
in the proof of Proposition 1.8 shows that u as a map from U to H is measurable. !

From Proposition 4.5, we deduce that u ∈ L2(U, ρ;H), so the coefficients uν in the expansion (2.2)
are all in H.

4.2 Regularity of the complex parametric, deterministic problems (3.4)

We show that the solution u(ζ, ·, ·) of the problem (3.4) belongs to H when the complex parameter ζ is
in a subset Ū of the domain U defined in (3.2). We choose a constant K̄ < 1 that satisfies

K̄
∞∑

j=1

(βj + ‖Ψj‖(C1
n)

d×d) <
α

2M
. (4.18)

We then choose a constant J̄0 so that

∑

j>J̄0

(βj + ‖Ψj‖(C1
n)

d×d) <
αK̄

6M(1 + K̄)
. (4.19)

We then denote Ē = {1, 2, . . . , J̄0}, F̄ = N \ Ē and set

|νF̄ | =
∑

j>J̄0

|νj | .

For each index ν ∈ F , we define

r̄m = K̄ when m ≤ J̄0, and r̄m = max{1,
ανm

M |νF̄ |(βm + ‖Ψm‖(C1
n)

d×d)
} when m > J̄0, (4.20)
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where we again adopted the convention that |νm|/|νF̄ | = 0 if |νF̄ | = 0. For m ≥ 1, we define the set
Ūm ⊂ C as

[−1, 1] ⊂ Ūm := {ζm ∈ C : dist(ζm, [−1, 1]) ≤ r̄m} ⊂ C . (4.21)

We then consider the complex parametric domain Ū ⊂ U defined as

Ū =
∞⊗

m=1

Ūm ⊂ C
N.

We consider the problem (3.4) for complex valued parameter vectors ζ ∈ Ū . For ζ ∈ Ū , we have

‖A(ζ;x,y)‖(C1
n)

d×d ≤ ‖Ā(x,y)‖(C1
n)

d×d +
∞∑

m=1

‖Ψm(x,y)‖(C1
n)

d×d(1 + r̄m)

≤ ‖Ā(x,y)‖(C1
n)

d×d +
J̄0∑

m=1

‖Ψm‖(C1
n)

d×d(1 + K̄)

+
∑

m>J̄0

(
2 +

ανm
M |νF̄ |(βm + ‖Ψm‖(C1

n)
d×d)

)
‖Ψm‖(C1

n)
d×d

≤ ‖Ā(x,y)‖(C1
n)

d×d + 2
∞∑

m=1

‖Ψm‖(C1
n)

d×d +
α

M
. (4.22)

As in (3.3), we have

|Aij(ζ;x, y)| ≤ ‖Āij‖L∞(D×Y ) + 4
κ

1 + κ
α0 +

2α

M
. (4.23)

Therefore A(ζ;x,y) is uniformly bounded in (C1
n)

d×d for all ζ ∈ Ū . We show next that the solution
of the parametric problem is jointly holomorphic with respect to any finite set of parameters. For each
index ν ∈ F , we define the (finite dimensional) domain

Ūν =
⊗

j∈supp(ν)

Ūj .

We have the following analyticity result.

Proposition 4.6 For ν ∈ F and ζ ∈ Ū , fixing ζk for k /∈ supp(ν), under Assumption 4.3, if the domain
D is convex then u is analytic as a map from Ū → H when the constant M in (4.18) and (4.19) is
sufficiently large.

Proof Let wnl(ζ) be the solution of problem (4.3) for the complex valued coefficient A(ζ;x,y). We show
that wnl(ζ) is holomorphic as a mapping from Ūν to C1

n−1(H
2(Yn)/R). To this end, we establish complex

differentiability by showing that certain difference quotient have limits.
For any m, we fix all coordinates ζk for k 0= m, and partition ζ ∈ CN as ζ = (ζ∗m, ζm). Let further

δ ∈ C denote the step size of the difference quotients

ηδmnl(ζ; ·, ·) := δ−1 (wnl(ζ
∗
m, ζm + δ; ·, ·)− wnl(ζ; ·, ·)) .

The function ηδmnl satisfies
∫

Yn

A(ζ;x,y)∇ynη
δ
mnl(ζ;x, y) ·∇ynφn(yn)dyn = −

∫

Yn

Ψmel ·∇ynφn(yn)dyn

−
∫

Yn

Ψm∇ynwnl(ζ
∗
m, ζm + δ;x,y) ·∇ynφn(yn)dyn, ∀φn ∈ H1

#(Yn).

Let ηmnl(ζ;x,y) denote the solution of the problem
∫

Yn

A(ζ;x,y)∇ynηmnl(ζ;x,y) ·∇ynφn(yn)dyn = −
∫

Yn

Ψmel ·∇ynφn(yn)dyn

−
∫

Yn

Ψm∇ynwnl(ζ;x,y) ·∇ynφn(yn)dyn, ∀φn ∈ H1
#(Yn).
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We then have, for every ζ ∈ U ,
∫

Yn

A(ζ;x,y)∇yn(η
δ
mnl−ηmnl)·∇ynφndyn = −

∫

Yn

Ψn∇yn(wnl(ζ
∗
m, ζm+δ;x,y)−wnl(ζ;x,y))·∇ynφndyn .

Proceeding in the same fashion as in the proof of Proposition 4.2 we obtain

‖ηδmnl − ηmnl‖C1
n−1(H

2(Yn)/R) ≤ c‖∇yn ·
(
Ψn∇yn(wnl(ζ

∗
m, ζm + δ; ·, ·)− wnl(ζ; ·, ·))

)
‖C1

n−1(L
2(Yn))

which converges to 0 when δ → 0 as wnl is continuous as a map from Ūm to C1
n−1(H

2(Yn)/R) (which
can be shown as in the proof of Proposition 4.5). Therefore wnl is complex differentiable with respect to
ζm and therefore an analytic function of ζm taking values in C1

n−1(H
2(Yn)/R). From Hartogs’ theorem,

we conclude that wnl is analytic as a function from Ūν to C1
n−1(H

2(Yn)/R). By (4.5), An−1(ζ;x,yn−1)
is an analytic, C1

n−1-valued function of ζ in Ūν .
Next we consider w(n−1)l(ζ;x,yn−1). Again, we verify analyticity by showing complex differentiability

via the difference quotients

ηδm(n−1)l =
w(n−1)l(ζ

∗
m, ζm + δ; ·, ·)− w(n−1)l(ζ; ·, ·)

δ
.

For these difference quotients, we have for parameter vectors ζ as above the equation
∫

Yn−1

An−1(ζ;x,yn−1)∇yn−1η
δ
m(n−1)l(ζ;x,yn−1) ·∇yn−1φn−1(yn−1)dyn−1

= −
∫

Yn−1

An−1(ζ∗m, ζm + δ;x,yn−1)−An−1(ζ;x,yn−1)

δ
el ·∇yn−1φn−1(yn−1)dyn−1

−
∫

Yn−1

An−1(ζ∗m, ζm + δ;x,yn−1)−An−1(ζ;x,yn−1)

δ
∇yn−1w(n−1)l(ζ

∗
m, ζm + δ;x,yn−1)

·∇yn−1φn−1(yn−1)dyn−1,

forall φn−1 ∈ H1
#(Yn−1). We next let ηm(n−1)l(z;x,yn−2, yn−1) ∈ H1

#(Yn−1)/R satisfy

∫

Yn−1

An−1(ζ;x,yn−1)∇yn−1ηm(n−1)l(ζ;x,yn−1) ·∇yn−1φn−1(yn−1)dyn−1

= −
∫

Yn−1

∂An−1

∂ζm
el ·∇yn−1φn−1(yn−1)dyn−1

−
∫

Yn−1

∂An−1

∂ζm
∇yn−1w(n−1)l(ζ;x,yn−1) ·∇yn−1φn−1(yn−1)dyn−1 .

We deduce
∫

Yn−1

An−1(ζ;x,yn−1)∇yn−1(η
δ
m(n−1)l(ζ;x,y)− ηm(n−1)l(ζ;x,y)) ·∇yn−1φn−1(yn−1)dyn−1

= −
∫

Yn−1

(An−1(ζ∗m, ζm + δ;x,yn−1)−An−1(ζ;x,yn−1)

δ
−

∂An−1

∂ζm

)
el ·∇yn−1φn−1(yn−1)dyn−1

−
∫

Yn−1

(An−1(ζ∗m, ζm + δ;x,yn−1)−An−1(ζ;x,yn−1)

δ
−

∂An−1

∂ζm

)
∇yn−1w(n−1)l(ζ

∗
m, ζm + δ;x,y) ·∇yn−1φn−1(yn−1)dyn−1

−
∫

Yn−1

∂An−1

∂ζm
(ζ;x,yn−1)∇yn−1

(
w(n−1)l(ζ

∗
m, ζm + δ;x,yn−1)− (w(n−1)l(ζ;x,yn−1))

)

·∇yn−1φn−1(yn−1)dyn−1 .
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Therefore

‖ηδm(n−1)l(ζ;x,y)− ηm(n−1)l(ζ;x,y)‖C1
n−2(H

2(Yn−1)/R) ≤∥∥∥∥∥∇yn−1.

[(An−1(ζ∗m, ζm + δ;x,yn−1)−An−1(ζ;x,yn−1)

δ
−

∂An−1

∂ζm
(ζ;x,yn−1)

)
el +

(An−1(ζ∗m, ζm + δ;x,yn−1)−An−1(ζ;x,yn−1)

δ
−

∂An−1

∂ζm

)
∇yn−1w(n−1)l(ζ

∗
m, ζm + δ;x,yn−1)

−
∂An−1

∂ζm
(ζ;x,yn−1)∇yn−1

(
w(n−1)l(ζ

∗
m, ζm + δ;x,yn−1)− (w(n−1)l(ζ;x,yn−1))

)]∥∥∥∥∥
C1

n−2(L
2(Yn−1))

,

which converges to 0 as An−1 is holomorphic as a mapping from Ūm to C1
n−1 and w(n−1)l is continuous

as a mapping from Ūm to C1
n−1(H

2(Yn−1)/R).
Similarly, wil is analytic as a map from Ūν to C2

i−1(H
2(Yi)) for other values of i. To show that ui is

analytic from Ūν to Hi and u is analytic from Ūν to H, it remains to establish the analyticity of u0 as a
map from Ū to H2(D) where the domain D is convex. We note that Theorem 3.2.1.2 of Grisvard [9] is
not readily applicable to elliptic equations with complex coefficients in a convex domain.

As wil are holomorphic as a map from Ūν to C2
i−1(H

2(Yi)), the coefficient A0(ζ;x) of the complex
parametric homogenized equation is analytic. As Ū ⊂ U , from (3.5), 7(ξHA(ζ;x,y)ξ) ≥ α|ξ|2/2 for all
ζ ∈ Ū , x ∈ D and y ∈ Y. Following the proof of Proposition 4.1, we deduce that

∀ξ ∈ C
d, ζ ∈ Ū , x ∈ D : 7(ξHA0(ζ;x)ξ) ≥

α

2
|ξ|2,

which implies that for all ξ ∈ Rd,

ξ#7A0(ζ;x)ξ ≥
α

2
|ξ|2 .

Further, there is a positive constant β′′ that depends only on α, supi,j ‖Aij(ζ;x)‖L∞(D), d and n such
that

ξ#7A0(ζ;x)ξ ≤ β′′|ξ|2.
From (3.3). β′′ can be chosen independently of M (i.e. independently of the complex parametric domain
Ū when M is sufficiently large; here we choose M ≥ 4). Let Dm be a sequence of convex subdomains of D
with smooth boundary such that dist(∂Dm, ∂D) → 0 as in the proof of Theorem 3.2.1.2 in [9]. Consider
the Dirichet problems

−∇ · (A0(ζ;x)∇φm(ζ;x)) = f(x), φm ∈ H1
0 (Dm),

i.e.
−∇ · ((7A0(ζ;x))∇φm) = f(x) + i∇ · ((8A0(ζ;x))∇φm) .

As the boundary of Dm is smooth, φm ∈ H2(Dm) ([19], Section 20). Applying the proof of Lemma
3.1.3.2 in [9] for 7φm and 8φm respectively, we find that there is a constant c1 which depends on
‖7A0(z;x)‖(C1(D̄))d×d , the diameter of D, α and β′′ such that

‖φm‖H2(Dm) ≤ c1
(∥∥∥∇ · (A0(ζ;x)∇φm(ζ;x))

∥∥∥
L2(Dm)

+
∥∥∥∇ · (8A0(ζ;x)∇φm)

∥∥∥
L2(Dm)

)
. (4.24)

We note that

‖∇φm‖L2(Dm) ≤
2

α
‖∇ · (A0(ζ;x)∇φm(ζ;x))‖L2(Dm) .

Further, from (4.6), ‖A0(z;x)‖(C1(D̄))d×d has an upper bound depending on an upper bound of ‖A(ζ;x,y)‖(C1
n)

d×d ,
which can be chosen independently of M (from (4.22)). Therefore

‖φm‖H2(Dm) ≤ c1
(
c2
∥∥∥∇ · (A0(ζ;x)∇φm(ζ;x))

∥∥∥
L2(Dm)

+ c3 sup
i,j

‖8A0ij(ζ;x)‖L∞(Dm)‖∇∇φm‖L2(Dm)d×d

)
,

where the constants c1 and c2 are independent of M , and c3 only depends on the dimension d. Assume
that supi,j ‖8A0ij(ζ;x)‖L∞(D) is sufficiently small so that

c3 sup
i,j

‖8A0ij(ζ;x)‖L∞(D) < 1/(2c1), (4.25)
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we then have
‖φm‖H2(Dm) ≤ 2c1c2

∥∥∥∇ · (A0(ζ;x)∇φm(ζ;x))
∥∥∥
L2(Dm)

.

Therefore, φm is uniformly bounded in H1
0 (Dm) ∩H2(Dm). Arguing as in the proof of Theorem 3.2.1.2

in Grisvard [9], φm (extended to 0 outside Dm) converges weakly to u0 in H1
0 (D); and the weak limit in

L2(D) of the second derivatives of φm (again extended to 0 outside Dm) must be the second derivative
of u0; thus u0 ∈ H1

0 (D) ∩H2(D), and

‖u0‖H2(D) ≤ c
∥∥∥∇ · (A0(ζ;x)∇u0(ζ;x))

∥∥∥
L2(D)

.

It remains to show that we can find the a constant M in (4.18) and (4.19) so that (4.25) holds. We note
that

|8Aij | ≤
∞∑

m=1

r̄m‖Ψmij‖L∞(D) ≤
J0∑

m=1

K̄2βm +
∑

m>J0

(
1 +

ανm
M |νF̄ |(βm + ‖ψm‖(C1

n)
d×d)

)
2βm

≤
α

M
+

α

3M
+

2α

M

which is small when M is large.
Using the cell problem (4.10) for the complex parametric problem, with φn = 8wnl, taking the

imaginary part of both sides, we have
∫

Yn

7A(ζ;x, y)∇yn8wnl(ζ;x, y) ·∇yn8wnl(ζ;x, y) = −
∫

Yn

8A(ζ;x, y)el ·∇8wnldyn

−
∫

Yn

8A(ζ;x, y)∇7wnl ·∇8wnldyn.

Therefore,

‖∇8wnl(ζ;x, ·)‖L∞(D×Yn−1,L2(Yn))d ≤ c(α, d) sup
i,j

‖8Aij‖L∞(D×Y)(1 + ‖∇7wnl‖L∞(D×Yn−1,L2(Yn))d).

We note from (4.10) that

‖∇7wnl‖L∞(D×Yn−1,L2(Yn))d ≤ c(α, d)(1 + sup
i,j

‖Aij‖L∞(D×Y)),

so
‖∇8wnl(ζ;x, ·)‖L∞(D×Yn−1,L2(Yn))d ≤ c(α, d) sup

i,j
‖8Aij‖L∞(D×Y)(1 + sup

i,j
‖Aij‖L∞(D×Y)).

From (4.5), we have

sup
i,j

‖8A(n−1)ij‖L∞(D×Yn−1) ≤ sup
i,j

‖8Aij‖L∞(D×Y) + c(d)(sup
i,j

‖Aij‖L∞(D×Y)‖8∇wn‖L∞(D×Yn−1,L2(Yn))d×d

+sup
i,j

‖8Aij‖L∞(D×Y)‖7∇wn‖L∞(D×Yn−1,L2(Yn))d×d)

≤ c(α, d) sup
i,j

‖8Aij‖L∞(D×Y)(1 + sup
i,j

‖Aij‖L∞(D×Y))
2.

Repeating this argument we have

sup
i,j

‖8A0ij‖L∞(D) ≤ c(α, d)n sup
i,j

‖8Aij‖L∞(D×Y)(1 + sup
i,j

‖Aij‖L∞(D×Y))
2.(1 + sup

i,j
‖A(n−1)ij‖L∞(D×Yn−1))

2

. . . (1 + sup
i,j

‖A1ij‖L∞(D×Y ))
2

≤ sup
i,j

‖8Aij‖L∞(D×Y)[c(α, d)(1 + sup
i,j

‖Aij‖L∞(D×Y))]
2n+1−2,

where the last estimate is obtained in a similar fashion as for (4.8). Thus, when the constant M in (4.18)
and (4.19) is sufficiently large, the condition (4.25) holds. !
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4.3 Summability of uν

We now study the summability of the H norms of uν . First, we have the following estimate

Proposition 4.7 The Legendre coefficients uν in (3.7) of the parametric, deterministic solution (z;x,y)
satisfy the estimate

∀ν ∈ F : ‖uν‖H ≤ C

( ∏

m∈supp(ν)

2(1 + K̄)

K̄
η̄νmm

)
,

where η̄m := r̄m +
√
1 + r̄2m with r̄m defined in (4.20).

The proof of this Proposition is identical to that for Proposition 3.6.
To study the summability of the sequence (‖uν‖H)ν∈F , we make the following

Assumption 4.8 There is a constant 0 < p < 1 such that

∞∑

k=1

‖Ψk‖p(C1
n)

d×d < ∞.

Remark 4.9 Assumption 4.8 holds when in estimate (4.14),

p
( t

d
− ε

)(
1− 2

t∗

t

)
> 1.

We note that if βk is taken as an upper bound for ‖traceΨk‖L∞(D×Y), then Assumption 4.8 implies
Assumption 3.2.

Proposition 4.10 Under Assumption 4.8, (‖uν‖H)ν∈F ∈ (p(F).

The proof of this Proposition is identical to that of Proposition 3.8 except that we use K̄, Ē, F̄ , in places
of K, E and F .

Remark 4.11 All of the above results hold if the domain D is not convex but has a smooth boundary.

5 Correctors

5.1 Correctors for two scale problems

For two scale problems where the coefficient A does not depend on the slow variable x, an estimate of
the solution uε in terms of the solution u0 and the corrector u1 of the homogenized, high dimensional
one-scale problem (4.7) has been established under the provision of sufficient regularity. Specifically,
assuming that u0 ∈ C2(D̄) and w1l ∈ W 1,∞(Y ) (see e.g. Jikov et al. [12] page 28), we will now prove
this result, under slightly weaker regularity requirements for u0 than what was required in [12]. We give
its full proof here to verify the regularity requirements and, more importantly, to show that the error
estimate for the two scale parametric problem (1.16) holds uniformly for all z ∈ U . As for two length
scales there is only one fast variable, we denote in this case y by y and Y simply by Y . For two scale
problems we denote by wl(z;x, y) the functions w1l(z;x, y).

Proposition 5.1 For the parametric two scale problem (1.16), assume that A(z;x, y) ∈ L∞(U ;C1(D̄;C1
#(Y ))),

that the function u0(z;x) ∈ L∞(U ;H2(D)), wl(z;x,y) ∈ L∞(U ;C1(D̄;H2
#(Y ))) ∩ L∞(U × D̄;C1

#(Ȳ )),
and that the domain D has a Lipschitz boundary. Then there exists a constant c > 0 such that for every
0 < ε ≤ 1,

sup
z∈U

‖uε(z;x)− [u0(z;x) + εu1(z;x,
x

ε
)]‖H1(D) ≤ cε1/2 . (5.1)

Proof For z ∈ U , define

uε
1(z;x) = u0(z;x) + εwl(z;x,

x

ε
)
∂u0(z;x)

∂xl
.

We first show that
‖divAε∇uε

1 − divA0∇u0‖H−1(D) ≤ cε,
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where c is independent of z. We adapt the argument of [12] page 28 for the case where u0 ∈ H2(D) (but
not in C2(D̄)). We note that

(Aε(z;x)∇uε
1(z;x))i

=
(
Aε

ij(z;x) +Aε
ik(z;x)

∂wj

∂yk
(z;x,

x

ε
)
)∂u0

∂xj
(z;x) + εAε

ij(z;x)w
k(z;x,

x

ε
)

∂2u0

∂xj∂xk
(z;x)

= A0ij(z;x)
∂u0

∂xj
(z;x) +

(
Aε

ij(z;x) +Aε
ik(z;x)

∂wj

∂yk
(z;x,

x

ε
)−A0ij(z;x)

)∂u0

∂xj
(z;x)

+ εAε
ij(z;x)w

k(z;x,
x

ε
)

∂2u0

∂xj∂xk
(z;x)

= A0ij(z;x)
∂u0

∂xj
(z;x) + gji (z;x,

x

ε
)
∂u0

∂xj
(z;x) + εAε

ij(z;x)w
k(z;x,

x

ε
)

∂2u0

∂xj∂xk
(z;x),

where the functions gji (z;x, y) (which are Y -periodic with respect to y) are defined as

gji (z;x, y) = Aij(z;x, y) +Aik(z;x, y)
∂wj

∂yk
(z;x, y)−A0ij(z;x) .

By definition, for all z ∈ U and every x ∈ D holds
∫

Y
gji (z;x, y)dy = 0 and

∂

∂yi
gji (z;x, y) = 0 .

Therefore, there exist functions αk
ij(z;x, y) which are Y -periodic in y such that αk

ij = −αk
ji and

gki (z;x, y) =
∂

∂yj
αk
ij(z;x, y). (5.2)

As wj ∈ L∞(U ;C1(D̄;H2
#(Y ))) and A ∈ L∞(U ;C1(D̄;C1

#(Ȳ ))d×d
sym), gji (x, y) ∈ L∞(U ;C1(D̄;H1

#(Y ))).

The functions αk
ij in (5.2) are constructed as follows (see Jikov et al [12] page 7). We write gk = (gki ) as

a Fourier series as
gk(z;x, y) =

∑

l∈Zd,l +=0

gk
l (z;x) exp(

√
−1l · y) .

As gk(z;x, y) ∈ L∞(U ;C1(D̄;H1
#(Y )))d, we have gk

l ∈ L∞(U ;C1(D̄))d and, for all r = 1, . . . , d, there
exists a constant Cr such that

sup
z∈U

sup
x∈D

∑

l∈Zd,l +=0

|gk
l (z, x)|2l2r ≤ Cr . (5.3)

The functions αk
ij are defined as

αk
ij(z;x, y) =

√
−1

∑

l∈Zd,l +=0

(gk
l (z;x))j li − (gk

l (z;x))ilj
|l|2

exp(
√
−1l · y).

From this definition and (5.3), it is then obvious that for r, s = 1, . . . , d

sup
z∈U

sup
x∈D

∑

l∈Zd,l +=0

|(gk
l (z;x))j li − (gk

l (z;x))ilj |2

|l|4
l2r l

2
s ≤ Crs .

Therefore αk
ij(z;x, y) ∈ L∞(U ;C1(D̄;H2

#(Y )) and, by the embedding theorem, for d ≤ 3 holds αk
ij(z;x, y) ∈

L∞(U ;C1(D̄;C#(Ȳ ))). Next, we observe that

(Aε∇uε
1(z;x)−A0∇u0(z;x))i = ε

∂

∂xj

(
αk
ij(z;x,

x

ε
)
∂u0(z;x)

∂xk

)
+ (rε)i(z;x),
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where

(rε)i(z;x) = −ε
∂αk

ij(z;x, y)

∂xj

∣∣∣
y=x/ε

∂u0(z;x)

∂xk
−εαk

ij(z;x,
x

ε
)
∂2u0(z;x)

∂xk∂xj
+εwk(z;x,

x

ε
)Aij(z;x,

x

ε
)
∂2u0(z;x)

∂xk∂xj
.

As αk
ij ∈ L∞(U ;C1(D̄;C(Ȳ ))), ‖(rε)i(z, ·)‖L2(D) ≤ cε for all z ∈ U . As αk

ij = −αk
ji,

‖divAε∇uε
1(z;x)− divA0∇u0(z;x)‖H−1(D) < cε,

where the constant c does not depend on z. As divA0∇u0 = divAε∇uε, we find that

‖divAε∇uε
1(z;x)− divAε∇uε(z;x)‖H−1(D) ≤ cε,

where the constant c does not depend on z. Let τε ∈ C∞
0 (D) such that τε = 1 outside an ε neighbourbood

of ∂D and such that ε|∇τε(x)| ≤ c for all ε > 0. We consider the function

wε
1(z;x) = u0(z;x) + ετε(x)wk(z;x,

x

ε
)
∂u0

∂xk
(z;x) = uε

1(x)− ε(1− τε(x))wk(z;x,
x

ε
)
∂u0(z;x)

∂xk
.

We then get

∂

∂xj
(uε

1 − wε
1)(z;x) = −ε

∂τε

∂xj
(x)wk(z;x,

x

ε
)
∂u0(z;x)

∂xk
+ (1− τε(x))

∂wk

∂yj
(z;x,

x

ε
)
∂u0

∂xk
(z;x) +

ε(1− τε(x))wk(z;x,
x

ε
)
∂2u0(z;x)

∂xk∂xj
.

For ε > 0 sufficiently small, letDε ⊂ D be an ε neighbourhood of ∂D. As ∂D is Lipschitz, for all functions
φ ∈ C∞(D) it holds ‖φ‖2L2(Dε) ≤ cε2‖φ‖2H1(D) + cε‖φ‖2L2(∂D), so for all φ ∈ H1(D) we have ‖φ‖L2(Dε) ≤
cε1/2‖φ‖H1(D). Therefore, since u0(z;x) ∈ L∞(U ;H2(D)) and wl(z;x,y) ∈ L∞(U × D̄;C1(Ȳ ))

sup
z∈U

‖uε
1(z; ·)− wε

1(z; ·)‖H1(D) ≤ cε1/2,

where the constant c does not depend on ε. Thus,

sup
z∈U

‖div(Aε(∇uε
1(z; ·)−∇wε

1(z; ·)))‖H−1(D) ≤ cε1/2,

so
sup
z∈U

‖div(Aε(∇uε(z; ·)−∇wε
1(z; ·)))‖H−1(D) ≤ cε1/2.

From Assumption 1.1, we get

sup
z∈U

‖uε(z; ·)− wε
1(z; ·)‖H1

0 (D) ≤ cε1/2.

Hence we have proved that there exists c > 0 such that for every 0 < ε ≤ 1 holds

sup
z∈U

‖uε(z; ·)− uε
1(z; ·)‖H1(D) ≤ cε1/2.

!

We then have the following estimate of the homogenization error for the two scale problems (1.5).

Theorem 5.2 Assume that A(z;x, y) ∈ L∞(U ;C1(D̄;C1
#(Y ))d×d

sym), that f ∈ L2(D) and that the domain
D is convex. There exists a constant c > 0 independent of z ∈ U such that

∥∥∥uε(z; ·)− [∇u0(z; ·) +∇yu1(z;x,
x

ε
)]
∥∥∥
L2(U ;H1(D))

≤ cε1/2 .

27



Proof Under the assumptions of the theorem, we have shown that u0(z; ·) ∈ L∞(U ;H2(D)) and
wl(z;x, ·) ∈ L∞(U ;C1(D̄,H2

#(Y )/R)) ⊂ L∞(U ;C1(D̄;C#(Ȳ ))). To apply Proposition 5.1 we show

that wl(z;x, ·) ∈ L∞(U × D̄, C1
#(Ȳ ))). The functions wl satisfy

∫

Y
A(z;x, y)∇yw

l(z;x, y) ·∇yφ(y)dy =

∫

Y
∇ · (A(z;x, y)el)φ(y)dy, ∀φ ∈ H1

#(Y ). (5.4)

As d ≤ 3, we have the continuous embedding

wl ∈ L∞(U ;C1(D̄;H2(Y ))) ⊂ L∞(U ;C1(D̄;W 1,5(Y ))) .

Therefore, there exists a constant c > 0 independent of z ∈ U and of x ∈ D such that

∀z ∈ U ∀x ∈ D : ‖wl(z;x, ·)‖W 1,5(Y)/R ≤ c.

Let D′ be a smooth and bounded domain that contains the unit cube Y and let τ ∈ D(D′) be such that
τ(y) = 1 when y ∈ Y . Applying Theorem 6 of [13, pg. 177], we find that there is a constant c > 0 (which
only depends on the Lipschitz constant of A, α, β and τ) such that

‖wl‖W 2,5(Y ) ≤ c(‖divy(A(z, x, ·)el)‖L5(Y ) + ‖wl‖W 1,5(Y )) .

As d ≤ 3 implies the embedding W 2,5(Y ) ⊂ C1(Ȳ ), it holds wl(z;x, ·) ∈ L∞(U ;L∞(D;C1
#(Ȳ ))). There-

fore Proposition 5.1 holds.
It remains to show that ∇yu1(z;x, x/ε) as a function from U to L2(D) is measurable. To this end,

we note that for every z, z′ ∈ U holds
∫

Y
A(z;x,y)∇y(w

l(z;x,y)− wl(z′;x,y)) ·∇yφ(y)dy =

∫

Y
∇ · ((A(z;x,y)−A(z′;x,y))el)φ(y)dy

+

∫

Y
(A(z′;x,y)−A(z;x,y))∇yw

l(z′;x,y) ·∇yφ(y)dy .

Thus for all x ∈ D̄ and every z, z′ ∈ U

‖wl(z;x, ·)− wl(z′;x, ·)‖W 2,5(Y )/R ≤ c‖A(z; ·, ·)−A(z′; ·, ·)‖C1(D̄×Ȳ )d×d(1 + ‖wl(z′)‖W 2,5(Y )/R) .

Therefore,
‖wl(z; ·, ·)− wl(z′; ·, ·)‖L∞(D̄,C1(Ȳ )) ≤ c‖A(z; ·, ·)−A(z′; ·, ·)‖C1(D̄×Ȳ )d×d .

From (4.17),

‖∇yu1(z;x,
x

ε
)−∇yu1(z

′;x,
x

ε
)‖L2(D) = ‖∇yw

l(z;x,
x

ε
)
∂u0

∂xl
(z;x)−∇yw

l(z′;x,
x

ε
)
∂u0

∂xl
(z′;x)‖

≤ ‖A(z; ·, ·)− A(z′; ·, ·)‖C1(D̄×Ȳ ) .

As in the proof of Proposition 1.8, this shows that for every 0 < ε ≤ 1, the function ∇yu1(z;x, y)|y=x/ε

as a map from U to L2(D) is strongly measurable. This completes the proof. !

Following [6, Def. 2.16], we define a “folding” or averaging operator

Definition 5.3 For Φ ∈ L1(D × Y ), we define

Uε(Φ)(x) =

∫

Y
Φ
(
ε
[x
ε

]
+ εt,

{x

ε

})
dt,

where [x/ε] denotes the “integer” part of x/ε with respect to the period Y and {x/ε} = x/ε− [x/ε], where
Φ(x) = 0 when x /∈ D.

We shall use the following result from [6, Prop. 2.18]. As we will use it later, we present its proof.

Lemma 5.4 For Φ ∈ L1(D × Y ),
∫

Dε

Uε(Φ)(x)dx =

∫

D×Y
Φ(x, y)dydx,

where Dε denotes the 2ε neighbourhood of D and where Φ(x) = 0 when x /∈ D.

28



Proof Let I be a subset of Zd such that D ⊂
⋃

m∈I ε(m+ Ȳ ). Then

∫

Dε

∫

Y
Φ
(
ε
[x
ε

]
+ εt,

{x

ε

})
dtdx =

∑

m∈I

∫

Y

∫

ε(m+Y )
Φ
(
εm+ εt,

{x

ε

})
dxdt

= εd
∑

m∈I

∫

Y

∫

Y
Φ(εm+ εt, y)dzdy =

∫

D×Y
Φ(x, y)dxdy.

!

For the corrector function u1(z;x, y), we have the following result.

Lemma 5.5 If u0 ∈ L∞(U ;H2(D)) and wl ∈ L∞(U ;C1
1) for all l = 1, . . . , d, then there exists a constant

c independent of z such that for every 0 < ε ≤ 1

sup
z∈U

∫

D

∣∣∣∇yu1(z;x,
x

ε
)− Uε(∇y(u1(z; ·, ·))(x)

∣∣∣
2
dx ≤ cε2.

Proof As

u1(z;x,y) =
d∑

l=1

∂u0

∂xl
(z;x)wl(z;x,y),

it is sufficient to show that for each l = 1, . . . , d
∫

D

∣∣∣
∂u0

∂xl
(z;x)∇yw

l
(
z;x,

x

ε

)
−
∫

Y

∂u0

∂xl

(
z; ε

[x
ε

]
+ εt

)
∇yw

l
(
z; ε

[x
ε

]
+ εt,

x

ε

)
dt
∣∣∣
2
dx ≤ cε2.

The expression on the left hand side is bounded by
∫

D

∫

Y

∣∣∣
∂u0

∂xl
(z;x)∇yw

l
(
z;x,

x

ε

)
−

∂u0

∂xl

(
z; ε

[x
ε

]
+ εt

)
∇yw

l
(
z; ε

[x
ε

]
+ εt,

x

ε

)∣∣∣
2
dtdx

≤ 2

∫

D

∫

Y

∣∣∣
(∂u0

∂xl
(z;x)−

∂u0

∂xl

(
z; ε

[x
ε

]
+ εt

))
∇yw

l
(
z; ε

[x
ε

]
+ εt,

x

ε

)∣∣∣
2
dtdx+

2

∫

D

∫

Y

∣∣∣
∂u0

∂xl
(z;x)

∣∣∣
2∣∣∣∇yw

l
(
z;x,

x

ε

)
−∇yw

l
(
z; ε

[x
ε

]
+ εt,

x

ε

)∣∣∣
2
dtdx .

As wl ∈ L∞(U ;C1
1), there exists a constant c independent of z ∈ U such that for ε sufficiently small

ess sup
z∈U

sup
t∈Y

∣∣∣∇yw
l
(
z;x,

x

ε

)
−∇yw

l
(
z; ε

[x
ε

]
+ εt,

x

ε

)∣∣∣ ≤ cε.

Therefore for all z ∈ U
∫

D

∣∣∣
∂u0

∂xl
(z;x)∇yw

l
(
z;x,

x

ε

)
− Uε

(∂u0

∂xl
(z, ·)∇yw

l(z; ·, ·)
)
(x)

∣∣∣
2
dx

≤ c

∫

D

∫

Y

∣∣∣
∂u0

∂xl
(z;x)−

∂u0

∂xl

(
z; ε

[x
ε

]
+ εt

)∣∣∣
2
dtdx+ cε2 .

Next we claim that for all z ∈ U
∫

D

∫

Y

∣∣∣
∂u0

∂xl
(z;x)−

∂u0

∂xl

(
z; ε

[x
ε

]
+ εt

)∣∣∣
2
dtdx ≤ cε2
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where c is independent of z. To prove this, let φ(x) be a smooth function. Then
∫

D
(φ(x) − Uε(φ)(x))2dx ≤

∫

D

∫

Y

∣∣∣φ(x) − φ
(
ε
[x
ε

]
+ εt

)∣∣∣
2
dt

≤
d∑

i=1

∫

D

∫

Y

∣∣∣φ
(
ε
[x1

ε

]
+ εt1, . . . , ε

[xi−1

ε

]
+ εti−1, xi, . . . , xd

)
−

φ
(
ε
[x1

ε

]
+ εt1, . . . , ε

[xi

ε

]
+ εti, xi+1, . . . , xd

)∣∣∣
2
dtdx

≤
d∑

i=1

∫

D

∫

Y

∣∣∣ε
∫ {xi/ε}

ti

∂φ

∂xi

(
ε
[x1

ε

]
+ εt1, . . . , ε

[xi

ε

]
+ εζi, xi+1, . . . , xd)dζi

∣∣∣
2
dtdx

≤ ε2
d∑

i=1

∫

D

∫

Y

∫ 1

0

∣∣∣
∂φ

∂xi

(
ε
[x1

ε

]
+ εt1, . . . , ε

[xi

ε

]
+ εζi, xi+1, . . . , xd

)∣∣∣
2
dζidtdx

≤ ε2
d∑

i=1

∫

D

∣∣∣
∂φ

∂xi

∣∣∣
2
dx.

The last inequality is derived from Lemma 5.4, freezing the variables xi+1, . . . , xd. Fix z ∈ U and
0 < ε ≤ 1 arbitrary, and consider a sequence {φn}n ⊂ C∞(D̄) which converges to ∂u0(z;x)/∂xl in
H1(D). As n → ∞,

∫

D

∣∣∣Uε(φn)(x) − Uε
(∂u0(z;x)

∂xl

)
(x)

∣∣∣
2
dx ≤

∫

D
Uε

((
φn(x) −

∂u0(z;x)

∂xl

)2)
(x)dx

≤
∫

D

(
φn(x)−

∂u0(z;x)

∂xl

)2
dx → 0 .

Therefore
∫

D

(∂u0

∂xl
(z;x)− Uε

(∂u0(z; ·)
∂xl

)
(x)

)2
dx

≤ 3

∫

D

(∂u0

∂xl
− φn

)2
dx+ 3

∫

D
(φn − Uε(φn))

2dx+ 3

∫

D

(
Uε(φn)− Uε

(∂u0

∂xl

))2
dx

≤ 6

∫

D

(∂u0

∂xl
− φn

)2
dx+ 3ε2

d∑

i=1

∫

D

∣∣∣
∂φn

∂xi

∣∣∣
2
dx.

As n → ∞, we have

∫

D

(∂u0

∂xl
(z;x)− Uε

(∂u0(z; ·)
∂xl

)
(x)

)2
≤ 3ε2

d∑

i=1

∫

D

∣∣∣
∂2u0

∂xixl

∣∣∣
2
dx.

Thus ∫

D

∣∣∣
∂u0

∂xl
(z;x)∇yw

l
(
z;x,

x

ε

)
− Uε

(∂u0(z;x)

∂xl
∇yw

l(z;x,y)
)
(x)

∣∣∣
2
dx ≤ cε2,

for a constant c which does not depend on z ∈ U . !

Lemma 5.6 With Assumption 4.3, Uε(∇yu1(z; ·, ·)) as a map from U to L2(D) is measurable.

Proof First we note that (Uε(Φ)(x))2 ≤ Uε(Φ2)(x) for a.e. x for all functions Φ ∈ L2(Ω× Y ). Thus

∀z ∈ U : ‖Uε(∇yu1(z; ·, ·)−∇yu1(z
′, ·, ·))(·)‖L2(D) ≤ ‖∇yu1(z; ·, ·)−∇yu1(z

′; ·, ·)‖L2(D×Y ).

From the proof of Proposition 4.5, there exists c > 0 independent of z ∈ U such that

‖Uε(∇yu1(z; ·, ·)(·) −∇yu1(z
′; ·, ·)(·))‖L2(D) ≤ c‖A(z; ·, ·)−A(z′; ·, ·)‖(C1

2)
d×d .

An argument similar to that in the proof of Proposition 1.8 shows that Uε(∇yu1) as a map from U to
L2(D) is measurable. !
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Proposition 5.7 If A(z;x, y) ∈ L∞(U ;C1
1), f ∈ L2(D) and if the domain D is convex, then there is a

constant c > 0 such that, for ε > 0 sufficiently small, there holds
∥∥∥∇yu1(z;x,

x

ε
)− Uε(∇yu1(z; ·, ·))(x)

∥∥∥
2

L2(U ;L2(D))
≤ cε .

Proof We need to show that wl ∈ L∞(U ;C1
1). We will do this by analyzing a suitable difference quotient.

To define it, we introduce for x ∈ D̄ and for δ ∈ Rd, the translation operator

τδ(x) := x+ δ ∈ D̄.

We then have
∫

Y
A(z;x, y)∇y

(wl(z; τδ(x), y)− wl(z;x, y)

|δ|

)
·∇yφ(y)dy

=

∫

Y
∇y ·

(A(z; τδ(x), y)−A(z;x, y)

|δ|
el
)
φ(y)dy

−
∫

Y

A(z; τδ(x), y) −A(z;x, y)

|δ|
∇yw

l(z; τδ(x), y) ·∇yφ(y)dy, (5.5)

for all φ ∈ H1
#(Y ). Let ψ(z;x, ·) ∈ H1

#(Y )/R denote the solution of
∫

Y
A(z;x, y)∇yψ(z;x, y) ·∇yφ(y)dy =

∫

Y
∇y ·

(∂A(z;x, y)
∂xi

el
)
φ(y)dy

−
∫

Y

∂A(z;x, y)

∂xi
∇yw

l(z;x, y) ·∇yφ(y)dy ∀φ ∈ H1
#(Y ) . (5.6)

We have
∫

Y
A(z;x, y)∇y

(wl(z; τδ(x), y)− wl(z;x, y)

|δ|
− ψ(z;x, y)

)
·∇yφ(y)dy

=

∫

Y
∇y ·

((A(z; τδ(x), y)−A(z;x, y)

|δ|
−

∂A(z;x, y)

∂xi

)
el
)
φ(y)dy

−
∫

Y

(A(z; τδ(x), y)−A(z;x, y)

|δ|
−

∂A(z, x, y)

∂xi

)
∇yw

l(z, τδ(x), y) ·∇yφ(y)dy

−
∫

Y

∂A

∂xi
(z;x, y)∇y(w

l(z; τδ(x), y) − wl(z, x, y)) ·∇yφ(y)dy.

Therefore
∥∥∥
wl(z; τδ(x), ·) − wl(z;x, ·)

|δ|
− ψ(z;x, ·)

∥∥∥
W 2,5(Y )/R

≤

c
∥∥∥
A(z; τδ(x), ·) −A(z;x, ·)

|δ|
−

∂A(z;x, ·)
∂xi

∥∥∥
C1(Ȳ ))

(1 + ‖wl(z; τδ(x), ·)‖W 2,5(Y )/R)

+c‖wl(z; τδ(x), y) − wl(z;x, y)‖W 2,5(Y)/R. (5.7)

From (5.5), we find

‖wl(z; τδ(x), y)−wl(z;x, y)‖W 2,5(Y )/R ≤ c‖A(z; τδ(x), y)−A(z;x, y)‖C1(D̄×Ȳ )(1+‖wl(z; τδ(x), ·)‖W 2,5(Y )),

which converges to 0 when δ → 0. Thus the right hand side of (5.7) converges to 0 as δ → 0. Therefore

∂wl(z;x, y)

∂xi
= ψ(z;x, y) in W 2,5(Y )/R ⊂ C1(Ȳ ).

From (5.6), we deduce that ‖ψ‖W 2,5(Y )/R is uniformly bounded for all z ∈ U and is continuous with respect
to x ∈ D due to the continuity of ∇xA and wl in W 2,5(Y )/R so wl(z;x, y) ∈ L∞(U,C1(D̄,W 2,5(Y ))) ⊂
L∞(U,C1

1). Therefore Lemma 5.5 holds uniformly for all z ∈ U . Lemma 5.6 implies the assertion. !

For the solution uΛN of the semidiscrete Galerkin approximation (2.3), we denoteuΛN = (u0ΛN , u1ΛN ).
We have the following corrector result for the approximation (2.3).
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Theorem 5.8 Assume that A ∈ L∞(U ; (C1
1)

d×d), f ∈ L2(D) and that D is convex. If Assumptions 1.1,
1.2 and 3.2 hold for some 0 < p < 1, there exists a constant c > 0 (independent of ε and of N) such that
for ε > 0 sufficiently small and for N sufficiently large, it holds that

‖uε − [∇u0 + Uε(∇yu1ΛN )]‖L2(U ;L2(D)) ≤ c(ε1/2 +N−σ),

where σ = 1/p− 1/2 > 1/2 and the sets ΛN are as in Theorem 3.9

Proof From Theorem 5.2 and Proposition 5.7, we get

‖uε − [∇u0 + Uε(∇yu1)]‖L∞(U ;L2(D)) ≤ cε1/2.

We note that
∫

U

∫

D
|Uε(∇yu1(z; ·, ·)−∇yu1ΛN (z; ·, ·))|2dxdρ(z)

≤
∫

U

∫

D
Uε(|∇yu1(z; ·, ·)−∇yu1ΛN (z; ·, ·)|2)dxdρ(z)

≤
∫

U

∫

D

∫

Y
|∇yu1(z;x, y)−∇yu1ΛN (z;x, y)|2dydxdρ(z)

≤ cN−2σ,

where the last estimate is deduced from Theorem 3.9. We then get the conclusion. !.

5.2 Correctors for multiple scale problems

For problems with more than two scales, an error estimate analogous to (5.1) appears not to be available.
For such problems we will now prove a corrector result; however, we will not give an explicit order of
convergence. Moreover, this result does not require any extra regularity beyond the smoothness required
for the existence of the n+ 1-scale limit. We start our analysis with the definition of a corrector.

Definition 5.9 The n + 1-scale “unfolding” operator T ε
n : L1(D) → L1(D ×Y) is defined by (see also

[6]),

T ε
n (φ)(x,y) = φ

(
ε1
[ x

ε1

]
+ ε2

[ y1
ε2/ε1

]
+ . . .+ εn

[ yn−1

εn/εn−1

]
+ εnyn

)
,

where the function φ is understood as 0 outside D.

Denoting for ε > 0 sufficiently small by Dε the 2ε neighbourbood of D, we have
∫

D
φdx =

∫

Dε

∫

Y

T ε
n (φ)dydx . (5.8)

Fixing z ∈ U , as ε → 0, we can show that

T ε
n (∇uε(z)) ⇀ ∇u in L2(D ×Y), (5.9)

where u is as defined in Theorem 1.12. Following [6], we next define the “folding” operator Uε
n by

Definition 5.10 For Φ ∈ L1(D × Y) (understood to vanish when x /∈ D) and for ε > 0 sufficiently
small, the “folding” operator Uε

n(Φ) ∈ L1(D) is defined as

Uε
n(Φ)(x) =

∫

Y1

. . .

∫

Yn

Φ
(
ε1
[ x

ε1

]
+ ε1t1,

ε2
ε1

[ε1
ε2

{ x

ε1

}]
+

ε2
ε1

t2, . . . ,

εn
εn−1

[εn−1

εn

{ x

εn−1

}]
+

εn
εn−1

tn,
{ x

εn

})
dtn . . . dt1.

We have the following measurability result.

Lemma 5.11 Under Assumption 1.2, for the solution u(z) of the parametric, deterministic problem
(1.19), the function Uε

n(∇u(z))(x) (with ∇u as in (1.18)) as a map from U to L2(D)d is measurable.
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Proof For the functions Φ ∈ L1(D ×Y) (which are understood as 0 when x /∈ D),

∫

Dε

Uε
n(Φ)(x)dx =

∫

D

∫

Y

Φdydx.

We note further that for a.e. x ∈ D,

(Uε
n(Φ)(x))

2 ≤ Uε
n(Φ

2)(x).

From this we obtain, for every z ∈ U and with ∇u as in (1.18),

∫

D
|Uε

n(∇u(z)−∇u(z′))(x)|2dx ≤
∫

D
Uε
n(|∇u(z)−∇u(z′)|2)(x)dx ≤

∫

D

∫

Y

|∇u(z)−∇u(z′)|2dydx.

We then get from (1.22) that there exists a constant c such that

‖Uε
n(∇u(z)−∇u(z′))‖L2(D) ≤ c‖A(z; ·, ·)− A(z′; ·, ·)‖L∞(D×Y).

The proof then follows along the lines of the proof of Proposition 1.8. !

We are now in position to prove a corrector result for the best N term approximation. It states
that the gpc approximation of the high dimensional limit problem describes P-a.s. all oscillations of the
physical solution at small ε.

Theorem 5.12 Under Assumption 1.2,

lim
ε→0

N→∞

‖∇uε − Uε
n(∇uΛN )‖L2(U ;L2(D)) = 0 ,

where ΛN is a subset of F corresponding to N largest terms of the sequence (‖uν‖V)ν∈F .

Proof We consider
∫

D

∫

Y

T ε
n (A

ε)(T ε
n (∇uε(z))(x,y)−∇u(z;x,y)) · (T ε

n (∇uε(z))(x,y)−∇u(z;x,y))dydx.

From (1.5), (1.19), (5.8), (5.9), this expression converges to 0. Therefore the convergence in (5.9) is
indeed strong. Fixing z ∈ U , we obtain as ε → 0

‖∇uε(z)−Uε
n(∇u(z))‖L2(D) = ‖Uε

n(T ε
n (∇uε(z))−Uε

n(∇u(z))‖L2(D) ≤ ‖T ε
n (∇uε(z))−∇u(z)‖L2(D×Y) → 0.

As ‖∇uε(z)− Uε
n(∇u(z))‖L2(D) is uniformly bounded for all z ∈ U , we conclude that

lim
ε→0

‖∇uε − Uε
n(∇u)‖L2(U ;L2(D)) = 0.

Furthermore, for each z ∈ U

‖Uε
n(∇(uΛN (z)− u(z)))‖L2(D) ≤ ‖∇(uΛN (z)− u(z))‖L2(D×Y).

Therefore from Theorem 2.1

lim
N→∞

‖Uε
n(∇(uΛN − u))‖L2(U ;L2(D)) = 0

uniformly for all ε. Thus
lim
ε→0

N→∞

‖∇uε − Uε
n(∇uΛN )‖L2(U ;L2(D)) = 0 .

!
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