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Abstract

In recent years anisotropic transforms like the shearlet or curvelet transform have received a con-
siderable amount of interest due to their ability to efficiently capture anisotropic features in terms of
nonlinear N -term approximation. In this paper we study tree-approximation properties of such trans-
forms where the N -term approximant has to satisfy the additional constraint that the set of kept indices
possesses a tree structure. The main result of this paper is that for shearlet- and related systems, this
additional constraint does not deteriorate the approximation rate. As an application of our results we
construct (almost) optimal encoding schemes for cartoon images.
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1 Introduction

In many applications of mathematics one has to deal with piecewise smooth functions where the disconti-
nuity arises along a smooth submanifold of the domain of definition. A particular case is given by bivariate
functions which are smooth except for a smooth discontinuity curve. To give some examples of interest we
mention that such functions have become widely recognized as a suitable model for image data and also
arise as solutions to transport problems. It is therefore of eminent interest to come up with simple and
accurate schemes to encode such data. Until a few years ago, only adaptive schemes have been available
for this task, where adaptive means that one essentially has to track down the discontinuity curve and then
adapt the approximation procedure to the curve [10, 16, 11, 9] (in [3] this is called the Lagrangian View-
point). In a remarkable work, in 2002 Candes and Donoho for the first time came up with a nonadaptive
approximation procedure for bivariate functions which is very simple – it is defined by hard thesholding of
the transform coefficients in a curvelet frame – and which possesses (almost) optimal convergence proper-
ties [4]. These results have been followed by other, similar constructions, most notably shearlets [25] and
contourlets [14]. While hard thresholding of the transform coefficients gives optimal approximation rates in
terms of the number of kept coefficients, there remains the question of an optimal scheme for transforming
the list of kept coefficients into a sequence of bits, as would certainly be necessary for practical purposes.
The key problem that may arise is that the storage cost of the indices of the kept coefficients might actually
dominate the whole cost. For wavelet compression (or more general compression with orthobases), there
exist several ways to remedy this problem, see for example [15, 7].
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We would like to focus on [7] which is based on the idea of requiring that the set of kept indices possesses
a tree structure. In this way, using the fact that trees can be encoded very efficiently, optimal bit-rate codes
for unit balls of Besov spaces can be constructed with wavelets.

The main purpose of this paper is to show analogous results for the approximation of bivariate functions
with smooth discontinuity curves with anisotropic transformations based on parabolic scaling, e.g. shearlets
or curvelets.

Our main result, Theorem 4 is that the additional requirement of possessing a tree structure does not
deteriorate the N -term approximation rate.

This result is of much broader interest than simply constructing optimal encoding schemes, since for
implementational purposes it is often beneficial to store the index set as a tree.

1.1 Outline

We give an outline of this paper: Below, in Section 2 we collect various definitions and results that will be
needed later on. For convenience we have decided to put a focus on the shearlet transform and therefore
we explain the classical construction of a shearlet Parseval frame. We also introduce the tree structure
that is inherently present in the shearlet index set. Section 3 contains our main optimality result for tree
approximation. We first prove the result for the shearlet Parseval frame introduced in Section 2. Then we
introduce a localization concept that allows us to transfer this result to other systems such as curvelets or
different shearlet systems, compactly supported shearlets being one important example. Finally, in Section
4 we apply the results obtained in Section 3 and show how to construct a simple coding procedure which
performs (almost) optimally in the sense of rate-distortion coding [1]. As an application we give a bound
on the Kolmogorov entropy of the class F of cartoon images defined in Section 2.

1.2 Notation

We will use the asymptotic notation A ! B to indicate that A is bounded by a uniform constant times B
in magnitude. If A ! B and B ! A we write A ∼ B. For a tempered distribution f we denote by f̂ its
Fourier transform (the specific choice of normalization will not be relevant for us). The symbol "x# denotes
the smallest integer which is greater than x. We will use the symbol | · | in three instances: to denote the
absolute value of a complex number, to denote the cardinality of a set and to denote the scale of a shearlet
index (see below).

2 Preliminaries

2.1 Cartoon Images

For several years it has been popular to model image data as elements of (the unit ball of) the space of
functions of bounded variation or Besov spaces. For these models wavelet methods can be shown to perform
optimally in the task of encoding an image [12, 8]. However, this model does not fully pay tribute to the
fact that an image is mostly defined by its edges, i.e. discontinuities along curves. Recently another model
for so-called cartoon images has found a growing interest in the community. Following [4, 16] we introduce
the class of functions we wish to approximate. Let STAR2(ν) be the class of indicator functions χB of sets
B with B ⊂ [0, 1]2 and ∂B a C2-curve with curvature ≤ ν. More precisely STAR2(ν) consists of indicator
functions of sets B which are (modulo translation) of the form

B =
{
x ∈ R2 : |x| ≤ ρ(ϕ), x = (|x|,ϕ) in polar coordinates

}

with
sup
ϕ

|ρ′′(ϕ)| ≤ ν, sup
ϕ

|ρ(ϕ)| < 1.

Then we define the set of cartoon images as

F(ν) :=
{
f = f0 + f1χB : supp fi ⊂ [0, 1]2, χB ∈ STAR2(ν)

and ‖f0‖C2 , ‖f1‖C2 ≤ 1} ,
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where we write
‖f‖C2 :=

∑

|α|≤2

‖Dαf‖∞,

Dα denoting the partial derivative w.r.t. α ∈ R2. Essentially this definition means that a function is in
F(ν) if it is smooth except for a C2 discontinuity curve. Since the dependence on the parameter ν will not
appear in our results, we will from now on simply write F instead of F(ν). This set of functions has served
as a popular model for cartoon images for a while and therefore it is a crucial question how well one can
approximate functions in F . In the seminal paper [4], it has been shown that one can actually get (almost)
optimal approximation performances for F if one expands a function in terms of a curvelet frame and keeps
only the largest coefficients. This stands in contrast to wavelet methods which can be shown to converge
only at half the rate of curvelets. If one is willing to agree on the fact that F is a more realistic model for
images than for instace unit balls in Besov spaces, then this shows that curvelets are superior to wavelets
for the encoding of images. Despite these theoretical results, there remain several issues regarding a simple
and fast implementation of a curvelet transform. Indeed, since curvelets are defined by applying rotations
to various basis functions, and since it is not clear how to translate this operation to a digital grid, the
actual implementations of curvelet transforms are usually not fully faithful to the continuous theory. As a
remedy to this problem shearlets have been introduced in [25]. There, the operation of rotation is replaced
by a shearing operation which can be defined on a digital grid. Moreover, the desirable approximation
properties of curvelets still remain valid for shearlets.

Figure 1: A typical element of F .

2.2 Shearlets

The main goal of this paper is to show that F can still be (almost) optimally approximated if one imposes
the additional constraint on the kept indices to form a tree. This is highly desirable for deriving efficient
coding procedures as well as certain implementational issues. We chose to present our main result for
shearlet frames instead of curvelet frames for the following reasons:

• Shearlets are defined over a uniform grid which makes it much easier to define a suitable parent-child
relation on the index set,

• there exist constructions of compactly supported shearlet frames, [23], a property that will turn out
essential for constructing (almost) optimal coding schemes.

We now describe the main definitions and notation related to shearlets. First we need the concept of a
frame, [6].
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Definition 1. A system Ψ =( ψλ)λ∈Λ of elements ψλ in a Hilbert space H, indexed by a countable index
set Λ is called a frame if ∑

λ∈Λ

|〈f,ψλ〉|2 ∼ ‖f‖22 for all f ∈ H. (1)

If (1) holds with ’=’ instead of ’∼’, then Ψ is called a Parseval frame. In this case we have the representation

f =
∑

λ∈Λ

〈f,ψλ〉ψλ (2)

in H.

In the following we will only be interested in frames of the Hilbert space L2(R2). Shearlets are built
from a finite set of basis functions using the operations of translation, anisotropic dilation and shearing.

We follow [21] in defining a shearlet Parseval frame for L2(R2). Let A0 :=

(
4 0
0 2

)
, A1 :=

(
2 0
0 4

)
,

B0 :=

(
1 1
0 1

)
and B1 :=

(
1 0
1 1

)
. In [21] it is shown that there exist functions ϕ,ψ(0),ψ(1) such that

with
σ(j,l,k,d) := 23j/2ψ(d)

(
Bl

dA
j
d ·−k

)
, σk := ϕ(·− k),

the system
Σ := {σk : k ∈ Z} ∪

{
σ(j,k,l,d) : j ≥ 0,−2j ≤ 2j − 1, k ∈ Z2, d = 0, 1

}

constitutes a Parseval frame for L2(R2) (see also [19, Theorem 2.1]). With

Λ−1 := Z2 and Λj :=
{
(j, l, k, d) : −2j ≤ l ≤ 2j − 1, k ∈ Z2, d = 0, 1

}
,

we define the shearlet index set Λ =
⋃̇

j≥−1Λj and get the representation

f =
∑

λ∈Λ

〈f,σλ〉σλ

in L2(R2). The shearlet index set Λ carries a natural tree structure which we will now describe. For an
index λ ∈ Λ we write |λ| to denote the unique integer j with λ ∈ Λj . Further we write

E0 := {(0, 0), (1, 0), (2, 0), (3, 0), (0, 1), (1, 1), (2, 1), (3, 1)}

and
E1 := {(0, 0), (0, 1), (0, 2), (0, 3), (1, 0), (1, 1), (1, 2), (1, 3)} .

Definition 2. An index (0, l, k, d) ∈ Λ0 is called a child of m ∈ Λ−1 if k = Bl
dm. An index (j, l, k, d) ∈ Λj

is called a child of (j′, l′, k′, d′) if d = d′, j = j′ + 1, l ∈ {2l′, 2l′ + 1} and k ∈ B'l/2(−l′

d (Adk′ + Ed) (see
Figure 2). We can transitively extend this relation and write λ′ - λ if either λ = λ′ or λ′ is a child of λ.

Every λ ∈ Λj possesses a unique parent in Λj−1, j ≥ 0 and 16 children in Λj+1 for j ≥ 0 and 4 children
for j = −1. We call a subset T ⊂ Λ a tree if for every λ ∈ T also its parent is contained in T .

3 The Optimality Result

In this section we will prove our main result, namely that we can still get close-to-optimal N -term approx-
imation performance if we only keep index sets forming a tree. The proofs utilize various concepts from
nonlinear approximation [12] and wavelet tree approximation [7].

We define the approximation spaces

Σt
n :=

{
∑

λ∈T
cλσλ : T is tree, and |T | ≤ n

}
.
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Figure 2: Left: Essential support of σλ with j = 3, l = 3, d = 0, k = (2, 1). Middle: Essential support of its
children with l = 6. Right: Essential support of its children with l = 7.

The main concern of this paper is to answer the following question:
What is the asymptotic rate of the error

tn(f) := inf
g∈Σt

n

‖f − g‖2,

where f ranges in F?
This question is of basic importance in nonlinear approximation. If we skip the requirement that the

index set must have a tree structure, then there exists the following result:

Theorem 3 ([21]). With

Σn :=

{
∑

λ∈I
cλσλ : |I| ≤ n

}

we have for all ε > 0 the approximation

σn(f) := inf
g∈Σn

‖f − g‖2 ! n−1+ε,

where f ranges in F . Moreover this convergence rate is optimal except for the (arbitrarily small) ε.

Theorem 3 has been inspired by the analogous result for curvelets in [4]. The goal of this section is to
show the analogous statement for tree approximation with shearlets:

Theorem 4. We have for all ε > 0 the approximation

sup
f∈F

tn(f) := sup
f∈F

inf
g∈Σt

n

‖f − g‖2 ! n−1+ε.

In order to prove this theorem we must introduce some more notation. We let

Λ(f, η) := {λ ∈ Λ : |〈f,σλ〉| ≥ η} , Λj(f, η) := Λ(f, η) ∩ Λj .

Furthermore, we define T (f, η) to be the smallest tree containing Λ(f, η) and Tj(f, η) := T (f, η) ∩ Λj .
Clearly, we have T (f, η) ⊂ T (f, η′) for η ≥ η′.

Lemma 5. Let f ∈ F . Then for any ε > 0 there exists δ > 0 such that we have the estimate
∥∥∥(〈f,σλ〉)λ∈Λj

∥∥∥
2/3+ε

! 2−δj (3)

and hence
|Λj(f, η)| ! 2−δjη−(2/3+ε) for all j ≥ 0. (4)

Proof. Our starting point is a result of Guo and Labate in [21] where the unit square is partitioned into
dyadic squares of sidelength ∼ 2−j and f is localized onto each such square using a smooth partition of
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unity. We denote by Q the collection of all these squares tiling the unit square. Further, we denote the
localization of f onto a dyadic square Q by fQ and consider the coefficient sequence

ΣQ := (〈fQ,σλ〉)λ∈Λj
.

There are two different types of elements in Q: Those which intersect the singularity curve and those which
do not. We call the collection of squares of the first type Q0 and the collection of squares of the latter type
Q1. We shall now use two key results that have been proven in [21]. We use the notion of weak lp spaces
(a.k.a. Lorentz spaces) which are defined on countable complex-valued sequences Θ = (θn)n∈Z using the
quasinorm

‖Θ‖wlp := sup
N>0

N1/p|θ∗N |,

where Θ∗ = (θ∗N )N∈N denotes decreasing rearrangment of Θ, [13].

Lemma 6 ([21], Theorems 1.3, 1.4). For Q ∈ Q0 we have

‖ΣQ‖wl2/3 ! 2−3j/2.

For Q ∈ Q1 we have
‖ΣQ‖2/3 ! 2−3j .

The implicit constants are independent of scale j.

Using this result we can prove

Corollary 7. For all ε > 0 and Q ∈ Q0 we have

‖ΣQ‖2/3+ε ! 2−3j/2.

For Q ∈ Q1 we have
‖ΣQ‖2/3+ε ! 2−3j .

The implicit constants are independent of scale j.

Proof. Let Q ∈ Q0 and denote by Σ∗
Q =

(
(γ∗

Q)N
)
N∈N the decreasing rearrangment of ΣQ. By Theorem 6,

we have
|(γ∗

Q)N | ! 2−3j/2N−3/2.

Therefore

‖ΣQ‖2/3+ε
2/3+ε =

∑

n∈N
|(γ∗

Q)N |2/3+ε ! 2−(3j/2)(2/3+ε)
∑

n∈N
N−1−3ε/2 ! 2−(3j/2)(2/3+ε).

The case Q ∈ Q1 is the same.

Now we use the p-triangle inequality for p = 2/3 + ε with Corollary 7 and compute

∥∥∥(〈f,σλ〉)Λj

∥∥∥
2/3+ε

2/3+ε
≤

∑

Q∈Q0

‖ΣQ‖2/3+ε
2/3+ε +

∑

Q∈Q1

‖ΣQ‖2/3+ε
2/3+ε

! 2j2−j−3jε/2 + 4j2−2j−3ε ! 2−3jε/2.

We have used the fact that |Q0| ! 2j and |Q1| ! 4j . It is a well-known fact that for general sequences (θλ)
we have the inequality

sup
η>0

|{λ : |θλ| ≥ η}| ηp ≤ ‖(θλ)‖p.

With p = 2/3 + ε this implies that

sup
η>0

|{λ ∈ Λj : |〈f,σλ〉| ≥ η}| ηp ! 2−δj ,

where δ := 3ε/2
2/3+ε > 0. This proves the desired statement.
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Lemma 8. We have for any ε > 0
|T (f, η)| ! η−(2/3+ε). (5)

Proof. We show the estimate
|Tj(f, η)| ! 2−δjη−(2/3+ε),

which implies the desired result. Every element in Tj(f, η) is either in Λj(f, η) or it is the unique parent of
some λ′ ∈ Λj′(f, η), j′ > j. Therefore we have

|Tj(f, η)| ≤
∑

j′≥j

|Λj′(f, η)|.

From (5) we know that for f ∈ F with some δ > 0 depending only on ε we have the estimate

|Λj′(f, η)| ! 2−δj′η−(2/3+ε).

This implies the desired result.

Having a bound for the cardinality of T (f, η) we now approximate f by only keeping the indices in
T (f, η).

Definition 9. Define the tree approximant

S(f, η) :=
∑

λ∈T (f,η)

〈f,σλ〉σλ.

Lemma 10. For any ε > 0 we have the approximation rate

‖f − S(f, η)‖2 ! η2/3−ε, (6)

uniformly over f ∈ F .

Proof. Define

sl :=
∑

λ∈T (f,2−(l+1)η)\T (f,2−lη)

〈f,σλ〉σλ.

Due to the frame property of Σ we can estimate for any ε′ > 0

‖sl‖2 ≤




∑

λ∈T (f,2−(l+1)η)\T (f,2−lη)

|〈f,σλ〉|2



1/2

≤ 2−lη
(
|T (f, 2−l−1η)|

)1/2 ! 2−l(2/3−ε′/2)η2/3−ε′/2.

We have used (5) in the last estimate. Now, since

‖f − S(f, η)‖2 ≤
∑

l

‖sl‖ ! η2/3−ε′/2

we arrive at the desired result by setting ε′ := 2ε.

We are ready to conclude the proof of our main result.

Proof of Theorem 4. Let η2/3+ε/2 := n−1 with ε > 0 fixed. Then by (5) we have

|T (f, η)| ! η−(2/3+ε/2) = n

and by (6) we have

‖f − S(f, η)‖2 ! η2/3−ε/6 = n− 2/3−ε/6
2/3+ε/2

= n−1n
ε/2+ε/6
2/3+ε/2 ≤ n−1nε 2/3

2/3 = n−1+ε.
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3.1 Optimal Tree Approximation for other Systems

In the proof of our main theorem we have assumed that we are given a tight frame of bandlimited shearlets
in order to make use of the results in [22]. Naturally, the question arises whether these assumptions are
crucial. Actually, they are not. We can get the same approximation rate for tree approximation with any
shearlet or curvelet system provided that the underlying basis functions are sufficiently smooth, sufficiently
localized in space and possess sufficiently many anisotropic vanishing moments. The main idea is to build
on Theorem 4 and to examine the cross Gramian matrix (〈σλ,σ′

λ′〉) between two shearlet frames Σ,Σ′,
or even a curvelet frame Σ and a shearlet frame Σ′. Before we can state our main result we need some
definitions.

Consider two hierachical index sets Λ′,Λ′′, meaning that we have a disjoint union Λ′ =
⋃̇

j≥0Λ
′
j and

Λ′′ =
⋃̇

j≥0Λ
′′
j . We can associate to each λ′ ∈ Λ′ its scale |λ′| which is the unique index j such that λ′ ∈ Λ′

j .
The same can be done with Λ′′. We now define a localization concept that will turn out to be useful for us.

Definition 11. Two systems Σ′ := (σ′
λ)λ∈Λ′ , Σ′′ := (σ′′

λ)λ∈Λ′′ are called L-localized if

|〈σ′
λ′ ,σ′′

λ′′〉| ! 4−L||λ′|−|λ′′||ω(λ′,λ′′)−L,

where ω is a distance function satisfying

sup
λ′∈Λ′

j′

∑

λ′′∈Λ′′
j′′

ω(λ′,λ′′)−2 ! 42|j
′−j′′| (7)

with the implicit constant independent of j′, j′′.

Lemma 12. Assume that Σ′ is L-localized with the shearlet frame Σ and L > 21/6. Then for any f ∈ F
and for any ε > 0 there exists δ > 0 (depending only on ε) such that

∥∥∥(〈f,σ′
λ′〉)Λ′

j

∥∥∥
2/3+ε

! 2−δj . (8)

Proof. Let f ∈ F . Then by Lemma 5 we have with cλ := 〈f, 2δ|λ|σλ〉 and δ > 0 small

f =
∑

λ∈Λ

cλ2
−δ|λ|σλ, (9)

where ‖(cλ)λ∈Λ‖p < ∞ and p = 2/3 + ε. We want to show that

∥∥∥∥
(
2δ|λ

′|〈f,σλ′〉
)

λ′∈Λ′

∥∥∥∥
p

< ∞ (10)

which implies the desired claim. Clearly (10) follows if we can establish that the mapping (cλ)λ∈Λ 0→(
2δ|λ

′|〈f,σλ′〉
)

λ′∈Λ′
is bounded in lp. The matrix of this mapping is given by

(〈
2δ|λ

′|σ′
λ′ , 2−δ|λ|σλ

〉)

λ∈Λ,λ′∈Λ′

and therefore in view of Schur’s lemma we need to show that

sup
λ∈λ

∑

λ′∈Λ′

∣∣∣
〈
2−δ|λ′|σ′

λ′ , 2δ|λ|σλ

〉∣∣∣
p
< ∞. (11)
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Using the localization property of Σ′ we estimate

sup
λ∈λ

∑

λ′∈Λ′

∣∣∣
〈
2−δ|λ′|σ′

λ′ , 2δ|λ|σλ

〉∣∣∣
p

= sup
λ∈λ

∑

j≥0

∑

λ′∈Λ′
j

∣∣∣
〈
2−δ|λ′|σ′

λ′ , 2δ|λ|σλ

〉∣∣∣
p

≤ sup
λ∈λ

∑

j≥0

2pδ||λ|−j|
∑

λ′∈Λ′
j

|〈σ′
λ′ ,σλ〉|

p

≤ sup
λ∈λ

∑

j≥0

2pδ||λ|−j|
∑

λ′∈Λ′
j

4−Lp||λ|−j|ω(λ,λ′)−Lp

≤ sup
λ∈λ

∑

j≥0

2pδ||λ|−j|4(2−L)p||λ|−j|

= sup
λ∈λ

∑

j≥0

4p(2+δ/2−L)||λ|−j| < ∞,

whenever L > 21/6 and δ sufficiently small.

Remark 13. It is certainly possible to require instead of (7) that

sup
λ′∈Λ′

j′

∑

λ′′∈Λ′′
j′′

ω(λ′,λ′′)−α ! 4β|j
′−j′′| (12)

for some α,β > 0. The conclusion of Lemma 12 would still hold, possibly with another constant than
21/6. The reason why we chose α = β = 2 is simply that for this choice, for many anisotropic frame
decompositions, condition (7) can be verified.

We now assume that the system Σ′ constitutes a frame for L2(R2), i.e.

‖f‖22 ∼
∑

λ′∈Λ′

|〈f,σ′
λ′〉|2

It is well known that in this case a dual frame Σ̃′ = (σ̃′
λ′)λ∈′Λ′ exists with

f =
∑

λ′∈Λ′

〈f,σ′
λ′〉σ̃′

λ′ .

Having a tree stucture on Λ′ we can define the set

Σ′t
n :=

{
∑

λ′∈T
c′λσ̃

′
λ′ : T is tree, and |T | ≤ n

}

and consider the quanity
t′n(f) := inf

g∈Σ′t
n

‖f − g‖2.

Theorem 14. Assume that Σ′ constitutes a frame for L2(R2) and that the index set Λ′ possesses a tree
structure. Assume moreover that Σ,Σ′ are L-localized with L > 21/6. Then the conclusion of Theorem 4
holds with Σ replaced by Σ′, meaning that

sup
f∈F

t′n(f) ! n−1+ε (13)

for all ε > 0.

Proof. The proof goes by repeating the arguments leading to Theorem 4 and using the frame property of
Σ′ and (8).

The reason why Theorem 14 is interesting, is that a number of anisotropic systems are localized with
Σ and therefore possess the same approximation rates.

9



Example 15. We give some examples of systems Σ′ which are L-localized with Σ (without proof): Arbitrary
systems of curvelet molecules of sufficient regularity are L-localized with Σ and L > 21/6, see [2] for the
definition and [18] for other results in this direction. Another example is given by the tight frame ΦJ

constructed in [5, Section 5.2].

In this paper we would like to focus on systems Σ′ of shearlet molecules as defined in [22]:

Definition 16. A system Σ′ = ((mλ)λ∈Λ) of functions is called a system of shearlet molecules of regularity
R if we can write

mλ(·) = 23j/2a(λ)
(
Bj

dA
l
d ·−δk

)
, λ = (j, l, k, d) ∈ Λ

with a sampling constant δ > 0 ∈ R and functions a(λ) satisfying
∣∣∣Dµa(λ)(·)

∣∣∣ ! (1 + | · |)−N for all µ ∈ N2, |µ| ≤ R, N ∈ N (14)

and ∣∣∣â(λ)(ξ)
∣∣∣ !

(
4−j + |ξ1+d|

)−R
(1 + |ξ|)−R , ξ = (ξ1, ξ2) ∈ R2. (15)

For a system Σ′ with sampling constant δ we write

xλ := A−j
d B−l

d δk. (16)

We also write eλ for the unit vector (cos(θλ), sin(θλ)), where θλ := arctan(2−j l). By examining the
construction in [21] it is easy to see that the Parseval frame Σ is a system of shearlet molecules of arbitrary
regularity. We now define a notion of distance between two indices of two (possibly different) systems of
shearlet molecules. This definition follows [22] which in turn is based on [4, 27].

Definition 17. We define a distance between shearlet indices via

ω(λ′,λ′′) :=
(
1 + 4min(λ′,λ′′)d(λ′,λ′′)

)
,

where
d(λ′,λ′′) := |2j

′
l′ − 2−j′′ l′′|2 + |xλ′ − xλ′′ |2 + |〈eλ′ , xλ′ − xλ′′〉| .

It is not difficult to see that this distance satisfies (7), as shown in [22] (see also [4]). With respect to
this distance, any two systems of sufficient regularity are almost orthogonal as shown in [22, Theorem 1.3
and 1.4]:

Theorem 18. For any L > 0, there exists R > 0 such that any two systems Σ′,Σ′′ of shearlet molecules
with regularity R satisfy

|〈m′
λ′ ,m′′

λ′′〉| ! 4−L||λ′|−|λ′′||ω(λ′,λ′′)−L. (17)

In particular, Σ′,Σ′′ are L-localized.

In particular this implies by Theorem 14 that any system of shearlet molecules of sufficient regularity
forming a frame satisfies the same tree approximation rate as the Parseval frame Σ.

Corollary 19. There exists R0 > 0 such that for all systems Σ′ of shearlet molecules of regularity R > R0,
which also form a frame for L2(R2), the conclusion of Theorem 4 is valid.

Of course it would be possible to make the dependence of R on L in Theorem 18 explicit and to compute
R0, but that would be beyond the scope of this paper. Rather we would like to single out a particular system
of shearlet molecules that will turn out useful in constructing encoding schemes, namely the construction
given in [23]. The main idea is to do the same construction as for Σ but with compactly supported functions
ϕ′,ψ′(0),ψ′(1). By choosing these functions appropriately (sufficiently smooth, sufficiently many directional
vanishing moments), with

σ′
(j,l,k,d) := 23j/2ψ′(d)

(
Bl

dA
j
d ·−δk

)
, σ′

k := ϕ′(·− δk),
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the system

Σ′ := {σ′
k : k ∈ Z} ∪

{
σ′
(j,k,l,d) : j ≥ 0,−2j ≤ 2j − 1, k ∈ Z2, d = 0, 1

}
(18)

constitutes a frame for L2(R2) for δ small enough, see [23]. Moreover (by appropriate choice of ϕ′,ψ′(0),ψ′(1)),
the system Σ′ is a system of shearlet molecules of regularity > R0 and therefore, by Theorem 14, the con-
clusion of Theorem 4 is valid for Σ′:

Theorem 20. There exist compactly supported functions ϕ′,ψ′(0),ψ′(1) such that with Σ′ as in (18) we
have for any ε > 0

sup
f∈F

t′n(f) ! n−1+ε.

We would like to remark that Theorem 20 could also be proven more directly by using the results in
[24] instead of our results on localization.

4 Applications in Image Coding

The near-optimality of tree approximation leads to a near-optimal encoding strategy in the same way as in
[7] for wavelets. An encoding scheme for F consists of an encoder E which maps an f ∈ F to a bitstream
E(f), i.e. a sequence of zeros and ones. A decoder maps a bitstream onto a function f ∈ L2([0, 1]2).

The distortion of the encoding/decoding pair (E,D) is defined as

d(E,D) := sup
f∈F

‖f −D(E(f))‖2. (19)

For an encoder E we define its runlength as

M(E) := sup
f∈F

|E(f)|,

where |E(f)| denotes the length of the bitstream E(f). A general encoding/deconding scheme for wavelets
is constructed in [7]. The main property that is used is the fact that a general tree can be encoded much less
expensively than an unstructured set of indices, provided that the number of roots in the tree is uniformly
bounded, this is shown in [7, Lemma 6.1]. Therefore, in order directly apply the results and constructions
of [7, Section 6] for constructing good shearlet coding procedures for F , it is essential to establish the fact
that the set

D0 := {λ ∈ Λ−1 : ∃f ∈ F ,λ′ - Λ : 〈f,σ′
λ′〉 3= 0}

of possible roots is finite. Fortunately, this is the case if the shearlet frame consists of compactly supported
functions:

Lemma 21. If ϕ′,ψ′(0),ψ′(1) are compactly supported and Σ′ is constructed as in (18), then card D0 < ∞.

Proof. We show that for all m ∈ Z2, there exists a bounded set D in Z2 such that for all λ - m we have
supp σ′

λ ⊂ m+D. Since all f ∈ F are supported in [0, 1]2, this implies that only a finite number of indices
m ∈ Λ−1 can occur as possible root. For any λ = (j, l, k, d) ∈ Λ it is not hard to see that the compact
support of the basis functions implies that supp σ′

λ ⊂ A−j
d B−l

d k+2−jB, where B is some bounded set in R2.

We will now write Aλ for the dilation matrix Bl
dA

j
d associated with an index λ = (j, l, k, d). The children

of m in Λ0 are given by all indices λ0 = (0, l0, k0, d0) with k0 ∈ Bl0
d0
A0

d0
m. We shall now drop the subscript

d for the matrices A,B and E . The children of m in Λ1 are given by all indices λ1 = (1, l1, k1, d1) with
k1 ∈ BνAk0+BνE , where ν ∈ {0, 1} and k0 ∈ Bl0A0m for some l0 and therefore k1 ∈ Aλ1m+Aλ1A

−1
λ0

A−1E .
Iterating this argument shows that λn ∈ Λn is a child of m only if kn ∈ Aλn

(
m+

∑n+1
i=2 A−1

µi
E
)
with some

indices µi ∈ Λi. An elementary computation shows that ‖A−1
µi

‖ ! 2−i uniformly for all µi ∈ Λi. It follows

that for λn ∈ Λn we have supp σ′
λn

⊂
⋃

e∈E m+
∑n+1

i=2 A−1
µi

e+2−nB ⊂ m+
∑

i∈N 2−i[0, 4]2 +B. It follows
that for all children λ of m we have supp σ′

λ ⊂ m+D with a bounded set D. This proves the assertion.
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Moreover, by Theorem 20, the conclusion of Theorem 4 remains valid for compactly supported shearlet
frames.

Using the fact that the set D0 of roots is finite, we can perform the exact same encoding construction
as in [7, Section 6] and construct an encoder EN which has length M(EN ) ! 2(2/3+ε)N for all ε > 0 and
N ∈ N and a decoder DN with

d(EN , DN ) ! 2−(2/3−ε)N .

It follows that
d(EN , DN ) ! M(EN )−1+ε

for all ε > 0, a result that is optimal if we disregard the arbitrarily small ε, compare [16].
Having a close-to-optimal bit rate coding procedure allows us to draw some conclusions regarding the

Kolmogorov entropy of F . We equip F with the metric inherited from L2(R2). It is not difficult to see
that F is contained in a compact subset of L2(R2). For any ν > 0 there exists a minimal number Nν such
that F can be covered by Nν balls with diameter ν. The Kolmogorov ν-entropy Hν is defined by

Hν := logNν .

Corollary 22. For any ε > 0 the Kolmogorov ν-entropy satisfies

Hν ! ν−1+ε

Proof. Using the encoding/decoding pair described above, we can consider the image of F under the map-
ping EN which has cardinality ! 2M(EN ). Now consider the system of balls with midpoints {DN (EN (f)) :
f ∈ F} and radius ∼ M(EN )−1+ε. By the fact that d(EN , DN ) ! M(EN )−1+ε, it follows that this system
is a covering of F . On the other hand, the number of elements in this covering is 2M(EN ) and therefore
HM(EN )−1+ε ! M(EN ). This proves the statement.

Of course there exist several other methods to bound the Kolmogorov entropy of F , see e.g. [17, 26].
However, the method outlined in this section provides a particularly simple proof. Also the coding procedure
which we presented is very simple: It is based on simple hard thesholding of the frame coefficients of f
with respect to a nonadaptive frame. This stands in contrast to other adaptive methods like for instance
bandelets [26].
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