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CONSTRAINT PRESERVING SCHEMES USING POTENTIAL-BASED FLUXES.
I. MULTIDIMENSIONAL TRANSPORT EQUATIONS

SIDDHARTHA MISHRA AND EITAN TADMOR

To the memory of David Gottlieb

ABSTRACT. We consider constraint preserving multidimensional evolution equations. A prototypical example is
provided by the magnetic induction equation of plasma physics. The constraint of interest is the divergence of
the magnetic field. We design finite volume schemes which approximate these equations in a stable manner and
preserve a discrete version of the constraint. The schemes are based on reformulating standard edge centered
finite volume fluxes in terms of vertex centered potentials. The potential-based approach provides a general
framework for faithful discretizations of constraint transport and we apply it to both divergence preserving as
well as curl preserving equations. We present benchmark numerical tests which confirm that our potential-based
schemes achieve high resolution, while being constraint preserving.

1. INTRODUCTION

We are concerned with evolution equations of the form
(1.1) u; + L(0,, f(z,t,u)) =0, V(x,t) e R" x Ry,

where u(z,t) : R® x Ry — R™ is the unknown, f : X +— X is a nonlinear flux function and L : X +— Y is
a differential operator acting on the Sobolev space X. We assume there exists another differential operator
M :Y — Z such that ML(f(-,-,v)) = 0 for all v € X. Applying the operator M to both sides of (1.1), we
obtain

(1.2) (Mu), = 0.

Hence, solutions of (1.1) satisfy an additional constraint which enforces them to lie on a sub-manifold of the
space X.

The above framework is generic to a large class of evolution equations involving intrinsic constraints. We
mention three prototype examples. As a first example, consider the curl advection:

(1.3) w, + curl(f(z,t,u)) =0, (z,t) e R" x Ry.

This equation is an example for (1.1),(1.2) with the differential operators L = curl and M = div. Hence,
solutions of (1.3) satisfy the additional divergence constraint:

(1.4) div(u); = 0.

A specific example for (1.3) is the magnetic induction equation of plasma physics. Under the assumptions of
zero resistivity, the magnetic field u, evolving under the influence of a given velocity v, satisfies the following
form of the Maxwell’s equations [23]:

(1.5) u F+curlluxv) =0, (z,t)eR" xRy.
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2 SIDDHARTHA MISHRA AND EITAN TADMOR

The fact that magnetic monopoles have not been observed in nature implies that

(1.6) div(u(z,0)) = 0.

As a consequence of the divergence constraint (1.4), the solutions of (1.5) remain divergence free. The magnetic

induction equation (1.5) is a sub-model for the equations of ideal Magnetohydrodynamics (MHD) [11].
Adding magnetic resistivity to the model leads to the viscous magnetic induction equations:

(1.7) u; + curl(u x v) = —o(curl(curlu)), (z,t) € R™ x R,.

The parameter o is the resistivity co-efficient of the medium. Solutions of (1.7) also satisfy the divergence
constraint (1.4).

A second example for (1.1),(1.2) is the grad advection:
(1.8) wy + grad(f(z,t,w)) =0, (z,t) € R® x R;.

The differential operators of interest are L = grad and M = curl and solutions of (1.8) satisfy the additional
constraint,

curl(w), = 0.
A related example is the system of two dimensional linear wave equations [21]:

Pt + cug +cvy =0,

(1.9) ug + cpy =0,
v + cpy = 0.
The corresponding differential operators L and M are
0 ¢ O 0 0 ¢
L=1c 0 0]0,+([0 0 0]0y,
0 0 0 c 00

and M = (0,0,1) 9, + (0, —1,0) 9, picks the vorticity of the flow, w := v, — u, .

A third — considerably more complicated example of evolution equations with non-linear constraints is
provided by the Einstein equations [10].

Standard finite volume/finite difference numerical schemes for approximating (1.1),(1.2) may not necessarily
treat the constraint properly and may fail to be stable [11]. Hence, suitable constraint preserving schemes need
to be devised for robust approximation of (1.1),(1.2). Design of efficient numerical schemes for the constrained
evolution equations (1.1),(1.2) is a highly active research area, consult [1, 9, 21, 24, 31] and references therein.
We mention below three main methods available in the literature for handling constraint transport equations,
where most of the attention is devoted to applications to the ideal MHD and the magnetic induction equations
(1.5).

1.1. Projection method. This method [7, 6, 5] is based on the Hodge decomposition of the solution u of
(1.5). The update u™ at each time step may not be divergence free and is corrected by the decomposition,
u” = VU + curl®. Applying the divergence operator to the Hodge decomposition leads to the elliptic equation:

—AV¥ = div(u”).

The corrected field u* = u™ — VV is divergence free. This method can be very expensive computationally as
an elliptic equation has to be solved at every time step, augmented with proper set of boundary conditions, e.g.
[31].
1.2. Source terms. Adding a source term proportional to the divergence in (1.5) results in
(1.10) u; + curl(u x v) = —vdiv(u).
Applying the divergence to both sides, we obtain

(div(u))s + div(vdiva) = 0.

Hence, any potential divergence errors are transported away from the computational domain by the flow.
Furthermore, the form (1.10) is symmetrizable [13]. This procedure for “cleaning” the divergence was introduced
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in [22, 23]. Recent papers [11, 12] have demonstrated that the source term in (1.10) needs to be discretized in
a very careful manner for numerical stability. Another problem with this approach lies in the non-conservative
form of (1.10). Hence, numerical schemes based on this approach may result in wrong shock speeds [31].

1.3. Design of special divergence operators/staggering. This popular method consists of staggering the
discretizations of the velocity and magnetic fields in (1.5). A wide variety of strategies for staggering the meshes
has been proposed [9, 4, 8, 24, 31, 3, 2] and references therein. The presence of different sets of meshes leads
to problems when the staggered schemes are parallelized. Unstaggered variants of this approach have also been
proposed in [30, 29, 1]. The approach suggested in [30] is of particular relevance for this paper; the authors
suggest an unstaggered method, based on upwinded flux distributions in each cell, resulting in a scheme which
preserves a particular discrete form of divergence.

The above examples leave room for designing other constraint preserving schemes that are easy to implement
and computationally robust. In this paper we propose a new approach for designing such schemes. Our starting
point is the genuinely multi-dimensional structure of equation (1.1) complemented with the constraint (1.2).
This is in contrast to standard finite volume schemes based on locally one dimensional edge centered fluxes
[18, 28], which do not incorporate any explicit information in the transverse direction. Here, we introduce a new
approach to modify standard finite volume schemes which incorporates genuinely multi-dimensional information,
resulting in a new family of constraint preserving schemes.

To this end, we propose the construction of vertex-centered numerical potentials which serve as the building
blocks of our constraint preserving schemes. Written in terms of these numerical potentials, the proposed
schemes are genuinely multi-dimensional and preserve a discrete form of the constraint (1.2). The framework
is very general, easy to code and allow for any consistent numerical flux to be used as a building block for the
construction of numerical potentials. No additional upwinding is necessary for numerical stability. Our new,
so-called potential-based approach, is demonstrated in the context of the linear magnetic induction equation
(1.5). The potential-based schemes preserve a discrete version of divergence. We prove numerical stability for
certain versions of these schemes. Numerical experiments illustrating the generality of the approach and its
computational efficiency are presented.

The rest of this paper is organized as follows: in section 2, we describe the general form of constraint
preserving potential-based schemes. In section 3, the magnetic induction equation (1.5) are considered and
some stability results presented. Numerical experiments are presented in section 4. This paper is the first in
a series of papers devoted to genuinely multi-dimensional schemes based on numerical potentials. Subsequent
papers, [19, 20], will extend this approach to non-linear conservation laws, including the equations of MHD.

2. POTENTIAL BASED CONSTRAINT PRESERVING SCHEMES
For simplicity of the exposition, we start with the two dimensional form of curl advection (1.3):
(2.1) ()i 4 Jy =0,
(U/Q)t - f(E = 07

with the flux f = f(z,y,t,u), where u := (u1,uz) is the 2-vector of unknowns subject to divergence-free initial
condition divu(z,y,0) = 0.
We consider a uniform Cartesian mesh with mesh sizes Az, Ay in the z- and y- directions respectively.

It consists of the discrete cells, C;; = [xi_%,xH%) X [yj_%,yﬂ_%), centered at the mesh points (z;,y;) =

(iAz,jAy), (i,7) € Z*. To approximate (2.1), we use standard discrete averaging and difference operators
N taj_1y 0 o Mt tap ;-1

(2.2) Pl g == 5 o HyQr,g = 5 ,

(595&[”] = (lIJr%’J — a17%7J, (Sya]’J = aI’J+% — alyjié.

A word about our notations: we note that the above discrete operators could be used with indexes I, J which
are placed at the center or at the edge of the computational cells, e.g., I =i or [ =1+ % In either case, we
tag the resulting discrete operators according to the center of their stencil; thus, for example, pzw; 1 employs
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gridvalues placed on the integer-indexed edges, w; and w;y1, whereas d,w; employs the half-integer indexed
centers, Wjp1.

A standard semi-discrete finite volume scheme [18, 28] for updating the cell averages u; ;(¢) in (2.1) at time
t can be expressed as (dropping ¢ for notational convenience)
d 1 1

_ y y Y

%(ul)i»j - 7A7y5yFl,] = 7A7y (F,LJ+% - Fz’j,%) ’
d 1 1
e = g0 = i (Flys ~ Fly).

where Fi”j'Fl ; and Fiyj L1 are edge centered numerical fluxes, consistent with the flux f in the x- and y- directions
2 J T3

(2.3)

respectively. Examples for numerical fluxes include fluxes in the viscosity form [26]:
By = tefirg s Qipy 0 (2)ivy 5o

Fy

(2.4)
Vi1 = tyfijrt — sz+%5y(ul)i,j+%a

where f; ; == f(z;,y;,t,u; ;) and QF = Q%(z,y,t,u) and QY = QY(x,y,t,u) are suitable numerical viscosity

coefficients. For example, the first-order Rusanov flux for (2.1) has the viscosity form (2.4) with viscosity

coefficients
(2.5a) A2 1,

(1)
i+1,j A

= max { ‘)\52]) ij+1

Lo, —me )

) )

xT
itg,d
where \() are the eigenvalues of the corresponding Jacobians,

0
(25b) |/\£?| = ’Ti(xi’yj’t’ui’j) 5 l= 1,2.

The family of viscous numerical fluxes (2.4) will be shown to serve as building blocks for the potential-based
schemes discussed in section 2.1 below.

The standard finite volume scheme (2.3) may not preserve any discrete form of the divergence constraint
(1.4) [11], which in turn may lead to numerical instabilities. To address this difficulty, we introduce a family
of genuinely multi-dimensional schemes based on numerical potentials ¢, 1l defined at vertices x;, 1Yl
with the sole requirement that these potentials are consistent with the differential flux,

(26) (b(x,y,t,u,~-~ ,U.) :f($7yatau)-
We now set the numerical fluxes .

Fijry = Hobijrys

By = mdirty
The resulting finite volume scheme written in terms of numerical potentials reads
d 1 1 /1 1
%(ul)i,j = —Iyéyﬂx@,j = _Iy(§(¢z+%’j+% =+ ¢i7%,j+%) - §(¢z+%7j7% + (bif%,jf%))a
d 1 1 /1 1
g (U2)ig = R Oatydiy = Fx(g@w%,ﬂé +0iryy-1) —5(0pgas ¥ ¢i—%7j—%))~
The scheme (2.7) is consistent with (2.1) since the numerical potential is. There is a remarkably rich family
of consistent potential-based schemes — a host of examples will be specified in the next subsection. They
have a genuinely multi-dimensional structure, due to the vertex-centered numerical potentials which include
information in both normal as well as transverse directions. Observe that the potential-based scheme need

not involve any staggering of meshes. But before turning to specific examples of potential-based schemes we
describe their main motivation in the present context of divergence-free equations.

(2.7)

Lemma 2.1. Let u;; be the numerical solution of the potential-based scheme (2.7),(2.6). Then, their discrete
divergence, div*, given by

s 1 1
(2.8a) div(u, ;) == Eﬂyéw(ul)i,j + Kyum&y(w)i’j’
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is preserved in time:

d
(2.8b) ﬁdiv*(ui’j) =0, Vi,j.
Verification of (2.8b) is straightforward: since the difference operators d,,d, and the averaging operators
Has pyy commute with each other, applying the discrete divergence operator div* to the numerical solution of
(2.7) we find

1

_m(ﬂyaxcsy/v‘x - Nx5y5xﬂy)¢i,j =0.

d ..

S v (uiy) =
Remark 2.1. One approach in designing constraint preserving schemes is to satisfy that constraint approxi-
mately: for example, the discrete statement of (2.8a) could be interpreted as a second-order approximation of
the differential divergence,

div*(u; ;) = divu(z;, y;) + O(Az? + Ay?).

This, however, requires the smoothness of the underlying solution. Instead, a key feature of constraint preserving
schemes based on numerical potentials is that they satisfy exactly a discrete constraint, so that their numerical
solution remains on a discrete sub-manifold, independent of the underlying smoothness.

Lemma 2.1 shows that the class of potential-based schemes satisfies a precise discrete analogue of the diver-
gence constraint (1.4). We emphasize that it applies to any consistent numerical potential. Special cases of the
discrete divergence operator div* (2.8a) were considered in [30, 29]. This level of generality of the potential-based
approach offers a major advantage over earlier studies, and is explored next.

2.1. The family of potential-based schemes is rich. Numerical potentials ¢ in (2.7) can be chosen in many
different ways. The examples below illustrate the generality of our potential-based approach.

2.1.1. Symmetric potential. A consistent choice of potential ¢ is obtained by averaging neighboring edge centered
fluxes, i.e,
1 T T Y Y
(2.9) Pirhi+i = 1 (FH%J tE gt Ea Fi+1,j+%)’
where Fr e Fiyj L1 are consistent numerical fluxes. Higher order fluxes can be readily used.
2 JT3
An explicit computation of the scheme (2.7) with the symmetric potentials (2.9) leads to the revealing form,

d 1 - - 1
%(Ul)i,j = _m(MxFi,j+1 - MzFi,j_1) - m (%(%Fzﬂl/zj =+ MwFf_l/gJ)),

d 1

(2.10) X
%(Uﬁi,j = 1Az (MyFﬁLj - MnyiLj) t 1A <5Z(MyFig,6j+1/2 + MwFig,Ej—l/Q))'

The above form suggests that the potential based scheme (2.7) introduces a special transverse correction (by
averaging normal fluxes in the transverse direction) to the standard finite volume scheme (2.3). The above form
brings out the contrast between the standard finite volume scheme (2.3) and the potential based scheme (2.7)
quite sharply.

2.1.2. Staggered symmetric potential. A different consistent potential can be defined as
1
(2.11) bir1 1 = i(Fw (/”Lyui,j+%7/1’yui+1,j+%) + FY (/Jm’ui+%,jnu’zui+%,j+l))a
where F'*, F'Y are consistent two-point numerical fluxes. This approach is equivalent to the symmetric potential

(2.9) for linear equations with constant coefficients. However, it leads to a different scheme for equations with
variable coefficients and for equations with non-linear fluxes.
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2.1.3. Diagonal Potential. A completely different form of the potential is defined by

]‘ xr
(2.12) ¢i+%,j+% D) (F (Wi js Wig1,41) + FY(ug 5, ui+1,j+1))7

where F'* and FY are consistent two-point numerical fluxes. It is straightforward to extend this form for any

2k-point numerical fluxes. This form of the potential is isotropic and leads to a compact form of the scheme
(2.7).

2.1.4. Mized Potential. A slightly different form of the diagonal potential is obtained as,

Pitd i+t =
1

(2.13) =1 (Fm(uz‘,j’ Wity 1) + FO (g0, Wi 5) + FY (Wi 5, i) + F¥(ug ui+1,j+1)>7

where F*, FY are consistent two-point numerical fluxes.

2.2. Second order potential-based schemes. The order of accuracy of the scheme (2.7) is related to the
choice of numerical fluxes F'*, F¥ used to define the potentials. The discrete divergence operator div* (2.8a) and
the difference and averaging operators (2.2) are second-order accurate. Therefore, overall second-order spatial
accuracy is obtained by using standard non-oscillatory piecewise linear reconstructions in each cell. We follow
the reconstruction procedure proposed in [17].

2.2.1. Second order non-oscillatory reconstruction. The cell averages u; ; are used to define the piecewise bilinear
reconstruction,
! \

2.14 Yij u;
(2.14a) pij(z,y) =u;; + Ao (x — ;) + Ay (v —v;),

The numerical derivatives in x— and y— directions, denoted respectively by prime and backprime are given by
the standard limiter,

(2 14b) u;’j = minmod(uiﬂ’j — 5, 0.5(ui+17j - ui,l,j),um - ui,lvj),
’ w; ; = minmod(u; j+1 — Wi j, 0.5(Wi j41 — Wi j—1), Wiy — Wi j1).

The minmod function, defined as

sgn(a) min{[al, [b], [c[}, if sgn(a) = sgn(b) = sgn(c),

minmod(a, b, ¢) := { 0, otherwise,

is a standard van-Leer limiter; other standard limiters can also be used in this context. The use of limiters
ensures that the reconstruction of each unknown is non-oscillatory e.g., total-variation diminishing, consult [28]
and the references therein. In the sequel, we will also need the following reconstructed corner pointvalues,

E w
u; ;= Pi,j($i+§’yj)7 u; ;= Pi,j(xF%’yj)?

(2.14¢)
ufvj = pi,j(xmyﬁ%% uf,j = pi,j(xiayj—%)'

Given the any consistent two-point fluxes F, G , a second order flux based on a midpoint rule to compute edge
integrals takes the from,

E W N .8
(214d) Fiz-l—%,j = Fm(ui,ja ui+1,j)7 ng_;'_% = Fy(ui,ja ui,j-‘rl)'
The above fluxes are used to define the potentials in the scheme (2.7) resulting in an overall second order
accurate discretization of (2.1).

Remark 2.2. In order to achieve third and even higher order accuracy in space, we need to redefine the
averaging and difference operators given in (2.7) to higher than second order accuracy. The potentials can then
be expressed in form of fluxes, based on third and even higher order (W)ENO type reconstructions, [15, 25].
This program for designing schemes of arbitrary orders of accuracy will be considered in a forthcoming paper.
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2.3. A divergence preserving viscous discretization. The two dimensional form of the divergence pre-
serving viscous equation (1.7) is

(215) (ul)t + fy = (“1)yy - (u2)zy7
(UQ)t - fai = (uQ):Ea: - <u1>zy
Note that the viscosity in (2.15) is of the curl(curl) type.
We combine the potential based discretization of the flux terms in (2.1) with a simple genuinely multi-

dimensional discretization of the viscous term to obtain a divergence preserving scheme for (2.15). Below, we
employ the standard notations for forward, backward and centered divided differences,

H(Wia s — s
Diay; = T\t = 05)

The divergence preserving scheme for (2.1) is
d

1
g = —Iy%ﬂx@,j — D} Djy(us)i;

+ .. - .
£ (@i 1 — i) o _ Diyaij+ Dy yaig
Ay ) x,y] 2 .

+ —
y Dy am =

1
+ 1 (D;Dy_ (u1)ig1,5 + 2D;_Dy_ (w1)ij + D;Dy_ (ul)ifl,j)u
(2.16)

d 1
Zp(u2)ig = R Oaliy®iy — DYDY (u1); 5

1

1

The above scheme is a consistent discretization of (2.15). A straightforward calculation, together with Lemma

2.1 shows that the scheme (2.16) preserves the discrete divergence operator div*. Note that the viscous terms
are discretized in a genuinely multi-dimensional manner in (2.16).

(DiD; (u2)ij1 +2DF Dy (un)ij + DD (Uz)i,j—l) :

2.4. Curl preserving discretization. The grad advection equation (1.8) in two space dimensions with flux
f=f(z,y,t,u) is given by

(u1)e + fo =0,
(2.17) {(W)t t =0

We follow the strategy of the previous sections, seeking a consistent vertex centered potential, ¢, , 1l The
corresponding potential-based scheme reads
d 1
ﬁ(ul)i,j = —E‘Sxﬂy@,j’

d

(2.18) >
o7 (u2)i; = _Iyayﬂx(bi,ja

The scheme preserves the following discrete curl operator,

dt

The proof follows along the lines of lemma (2.1). The potentials can be defined in a manner, analogous to the
divergence preserving scheme (2.7). Indeed, the two-dimensional divergence and curl preserving equations, (2.1)
and (2.17), and their corresponding potential-based schemes, (2.7) and (2.18), are dual to each other.

d N . 1 1
(2.19) —curl*(u; ;) =0, curl*(u; ;) = Euwéy(ul)i,j — A—yuydx(ug)i,j

2.5. Divergence preserving schemes in three dimensions. The three dimensional divergence preserving
equations (1.3) with flux vector £ = (f1, fa, f3), are explicitly written as,

(u1)e + (f3)y — (f2)= =0,
(2.20) (u2)t + (f1)z = (f3)e =0,
(uz)e + (f2)z — (f1)y =0,

<

<
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It is straightforward to extend the potential based framework of this section and design a divergence preserving
scheme for the above equation. Let 0,0, and d., e, tty and . denote the difference and average operators in
the x,y and z directions respectively. Define a uniform grid in all three directions (z;, y;, zx) = (iAz, jAy, kAz)
with mesh sizes Az, Ay and Az. Also, denote the cell C;jp = [w;_1,@;11) X [y;_1,y;41) X [2,_1,2,,1) and
the cell average of the unknown over the cell C; ;1 as u; j -

We need to define three vertex centered potentials (qbl)ﬂr%hﬁ%,k_k% with | = 1,2,3, such that they are
consistent , i.e

(221) (¢l)i+%7j+%,k+%(gjayaZataua"' 7u) :fl(u)a [ = 1,2,3.

The divergence preserving scheme in three dimensions is defined in terms of the potentials as
d 1 1
%(ul)i,j,k = A 6y,uz,uz(¢3) ik T A 6zluw:uy(¢2) 3,3,k
d 1 1

(222) dt (UQ) gk = _E§zﬂxﬂy(¢1) 4,5,k + Ax 6Iuyl’[/z(¢3) 1,5,k

d 1 1
%('%3)2]1@ = _Eémlﬁyﬂz(gbﬁi,j,k + A*y%ﬂmﬂz(%)z‘,jk-

Arguing along the lines of lemma 2.1 we now state the following divergence preserving property.

Lemma 2.2. Let u,;; be the numerical solution of the potential-based scheme (2.22),(2.21). Then, their
discrete divergence, div*, given by

- 1 1 1
(2.23&) div (uid',k) = EUyUzaw(ul)i,j,k + Iy”x”Z6y(UQ)i7j’k + Buyﬂx5z(u3)i,j,ka
is preserved in time:
d
(2.23b) §div*(ui7j,k) =0, Vijk

There is a rich(-er) class of 3D consistent potentials which can be defined in a manner analogous to the two
dimensional case. As an example, we define the three dimensional form of the symmetric potential (2.9), ¢1 as
follows,

1
(¢1)i+%,j+%,k+% = g((Fy) ij+1.k + (F )H—l J+3.k + (F )z J+5.k+1 + (F )z+l,]+2,k+l)

1

+ g((Ff)i,j,kJr% + (Flz)i-&-l,j,k-&-% + (Flz)i,j-&-l,k-i-% + (Flz)i+17j+1,k+%)>

where F} | F{ are numerical fluxes consistent with the flux f; in the y- and z- directions respectively. The
potentials ¢o, ¢3 can be similarly defined.

2.6. Time stepping. The constraint preserving schemes discussed so far are semi-discrete schemes and need
to be coupled with suitable time integration routines. Consider, for example, the 2D potential-based scheme
(2.7) at time level t = t™,

(2.24) %ui,j(t ) = E; FE Ei,j = { A y“z¢z]a ~ mﬂyd)i,j} .
The simplest time stepping is the first-order accurate forward Euler scheme,

n+1 n
(2.25) u;’ i —El;,

where the time step At™ is limited by a suitable CFL condition. Second-order temporal accuracy can be obtained
using a SSP Runge-Kutta method [14],

u = u; — At"E}

i, (VR
s’k n@n
(2.26) u =u;; - A"EY,
1
n+l __ n ok
wpy = 5 (g +ugy).

i, 2(
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An alternative first-order accurate genuinely multi-dimensional time stepping is the extended Lax-Friedrichs
type time stepping,

1
(2.27) u?jl = §(4u§fj +upy s 4ul g +ul+ul ) — ACEY.

3. SCHEMES FOR THE MAGNETIC INDUCTION EQUATION

The preceding description on constraint preserving schemes is very general. In order to provide some concrete
stability estimates and perform numerical experiments, we focus on the two-dimensional form of the magnetic
induction equations:

(u1)s + (vour — viug)y =0,
(3.1) {(Uz)t - (Uzul - 111“2)95 =0,

with the magnetic field u = (u1,u2) and a given velocity field v = (vy,vs).
In order to complete the divergence preserving potential based scheme (2.7), we need to specify numerical

fluxes Fiﬂ 1 Fiyj 41 The simplest available two point flux is the average flux:
2 J T2
fig+ fivry fig+ fij+
x _ Jig T it Y _ Jig T Jig
(32) Fiss= 2 o By = 2 ’

where f(u) = vou; — viuge. Using the above flux, together with the symmetric potential (2.9) results in the
potential-based scheme:

d _ _
*(Ul)ij = (i = fi-1)
e " 20y LTI
3.3
(3.3a) . o
a(UZ)i,j = m( i+1,5 fifl,j)v
where
_ 1 - 1
(3.3b) fh=plfiy= Z(fi-&-l,j +2fij+ fic1g), fLi=pifii= Z(fi,j-&-l +2fi; + fij—1)-

The scheme (3.3a), which coincides with the symmetric scheme proposed in [30], preserves the discrete diver-
gence,

. x ok . x 1 1
(34) le (uw-(t)) = le (ui,j(())), le (uivj) = quyéx(ul)i7j =+ Kyﬂxay(UQ)z,]

We will show that the potential-based symmetric scheme (3.3) is L2-stable. Our proof highlights the role
of (discrete) divergence-preserving. To motivate the numerical stability, we first provide the corresponding L?
well-posedness statement in the continuous case.

Lemma 3.1. [11]. Let u be the weak solution of the magnetic induction equations (3.1) subject to divergence

free initial data, ug € L?(R?), and a convective velocity field v = (vi,ve) € CY(R,R?). Then, u satisfies the

apriori energy bound*

d

dt
To verify (3.5) we follow [11]. Adding to (3.1) a zero source term which is proportional to vanishing divergence,

we obtain,

(3.5) [alZ: < [Ivller [ullZ.-

(u1)e + (vaur — viug)y = —v1(U1)s — v1(u2)y,

(36) (UQ)t — (U2U1 — 1)1’Z,L2)I = *'UQ('UJl)z - "UQ(UQ)ya

IWe use X £ Y to denote the estimate X < CY, where C is a constant which may depend on t but otherwise is independent
of the solution, Az, Ay etc.
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so that after straightforward simplifications, (3.1) recast into the symmetric form,
(u1)t +v1(u1)e + v2(ur)y = —(v2)yu1 + (v1)yus,

(37) (u2)t + ’Ul(UQ)x + 'UQ(UQ)y = (Ug)xul — (’Ul)xUQ.

The desired L2-bound follows by applying the energy method for the symmetric form of the equations in (3.7)
with bounded low-order term, ||v||c1 < oo.

We now turn to show that the potential-based symmetric scheme (3.3a) satisfies a discrete version of the L?
energy estimate (3.5).

Lemma 3.2. Let u;; be the solution of the semi-discrete potential based symmetric scheme (3.3) subject to
divergence-free initial data div*(u(z;,y;,0) = 0 and velocity field v € C* (R4, R?). Then, the following L*-energy
estimate holds,

d
(3.8) Sl s IvlerlulZs, Tl = Ardy Y (w?, + (w),

2%}
Proof. We mimic the proof of the continuous estimate (3.5). We begin by writing the discrete divergence div*
in the form

div(u;;) = ﬁ((ﬂi’)wm —(a?{)i_u) 37y (( 3)ij+1 — (uﬁ)i,j—1)7

where @” and @? are the averages (3.3b). The discrete divergence preservation (3.4) tells us that div*(u, ;) = 0:
adding a multiple of this vanishing divergence as a discrete source term to (3.3a) yields a discrete analogue of

(3.6)),

d . _ ,
59 Zplw)ig = =Dy fs = (v1)i DY )i j — (v1)i; DY, 5,

. p ) ) -
2 (u2)iy = DYfYs = (v2)i; DY(uY)i 5 — (v2)i Dy (15)i 5.

Substituting the explicit form of f = vou; — ugvy in (3.9), one obtains after straightforward manipulations, the
following discrete version of the symmetric form of the equations in (3.7),

%(m)m‘ = —(v)i, D3 (@) — (v2)i; Dy(a1)i s *( g (03)i3 (1)1 + D;(ﬁé’)m(ﬂﬂf)url)

o 45 (DF @) (85) i1+ Dy ()55 (05)i51 ),
%(W)m‘ = —(01)i D3 (@) — (v2)i Dy(5)i 5 ( 2 (08)i5(@)iv; + Dy (ﬁg)i,j(ﬂlf)i,j—l)

— S (DEED @)1 + Dy s @i ).

We conclude with energy method: summing by parts the first equation in (3.10) against AzAy(u1); ; and the
second equation against AxAy(ug); ; and using Cauchy’s inequality, we obtain the L? energy estimate (3.8). O

Note that preserving the discrete divergence (3.4) plays a crucial role in the L2-stability of the potential-based
scheme (3.3). Since the scheme is based on centered stencil it is unconditionally unstable, when combined with
the forward Euler or second-order Runge Kutta (RK) time stepping (2.25), (2.26). Stability can be achieved by
using higher-order (> 3) RK time stepping, e.g., [27]. Alternatively, a standard way to stabilize centered-based
schemes is achieved by adding numerical diffusion (2.4). A simple Rusanov type numerical diffusion operator,
(2.5), is used to modify the numerical fluxes (3.2), yielding the viscous numerical fluxes,

F((u2)it1,y; — (u2)ij)

1
F”Jr; = FY(u;j,u41,5) = i(fi,j + fij+1) — max{|(v2)i ;| |(U2)i,j+1|}((u1)i,j+1 - (Ul)i,j)-

)

1
(3.11) Fia =", 0) = §(fm‘ + fit1,5) + max{[(v1)i |, |(v1)it1,5

The diffusive terms involve the maximum wave speeds in each direction. Other diffusion operators, like the
standard upwind diffusion, can also be used. Once the diffusive numerical fluxes are set, one can define the
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corresponding numerical potential and complete the potential-based scheme (2.7). We are unable, however, to
prove that the scheme (2.7) with numerical diffusion (like in (3.11)) is L?-energy stable. Nevertheless, numerical
experiments in the sequel suggest that the potential-based scheme with numerical diffusion is energy stable.

4. NUMERICAL EXPERIMENTS

We test the constraint preserving schemes for the magnetic induction equation (3.1) in this section. The
following four schemes are considered:

RUS  Standard first-order Rusanov scheme, (2.3),(3.11).

CPR  Constraint preserving scheme (2.7) with Rusanov flux.

CPR2 Second-order (both space and time) constraint preserving scheme, (2.14), based on Rusanov flux (2.5).
CPS  Constraint preserving symmetric scheme (3.3a) with the Runge-Kutta time stepping.

All schemes are updated in time with a CFL number of 0.45.

4.1. Numerical experiment #1: rotating hump. This test case is a benchmark for testing schemes for
multi-dimensional advection [30, 11]. We consider the two dimensional magnetic induction equation (3.1) with
the velocity field (v1,v2) = (—y,x). The exact solution can be calculated as

(4.1) u(z,y,t) = R(t)ug(R(—t)(x,y)),
where R(t) is a rotation matrix with angle ¢.
We consider the divergence free initial data:

(4.2) uo(z,y) = 4 < ‘yl) e=20((@=3)"+v?)

r—3

and the computational domain [—~1,1] x [~1,1]. The exact solution (4.1) is a smooth hump (centered at (3,0))
rotating about the origin and completing one rotation in time ¢ = 2. Non-reflecting Neumann type boundary
conditions are used.

The approximate solutions at time ¢ = 27 on a 100 x 100 mesh are shown in figure 1. We show the norm
|lul| = \/u? + u2 with four different schemes. The constraint preserving schemes are based on the symmetric
potential (2.9). The figure shows that the standard RUS scheme does a poor job of approximating the rotating
hump. The magnitude of the hump is smeared considerably and the shape is distorted. Unphysical waves are
also generated. In sharp contrast, the constraint preserving schemes approximate the solution quite well. The
first-order CPR scheme smears the solution somewhat (note different scales in the figures) but the shape is still
maintained. The second-order CPR2 and the CPS schemes resolve the solution very sharply. The smearing is
reduced considerably and the shape is maintained. The results suggest a strong connection between divergence
preservation and the numerical performance. This link is quantified in Table 1 where we tabulate the discrete
divergence div* (2.8a) in L?, generated with all the four schemes at time t = 27. Note that since the initial
data is divergence free, the exact divergence will be zero at all times.

Grid size | RUS CPR CPR2 CPS

50/50 2.15e-1  6.07e-7 1.27e -7 7.0e—7

100/100 | 8.15e-2  3.04e-9 29e—-8 1.5e—10

200/200 | 2.2e+3 5.34e-12 2.88¢—14 2.8¢ — 14

400/400 | diverges 5.53e-14 T.le—15 7.8e—15
TABLE 1. Absolute errors in L? for ||div*|| at time ¢ = 27 for the rotating hump with four
different schemes.

Table 1 shows that the standard RUS scheme generates divergence errors of the order of the truncation error
on coarse meshes. However, the scheme is unstable on fine meshes and crashes on a 400 x 400 mesh. The blow
up of RUS scheme based on 400 x 400 mesh points was preceded by a large increase in the divergence, indicating
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) 0.12
i 0.1
- -0.08
“ -0.06
0. 0.04
: . 0.02
B 05 0 05 1

(a) RUS
: 03
) “0.25
: 02

-0.15

.
- 0.05
1 0.5 0 05 1

(c) CPR2 (d) CPS

FIGURE 1. ||lu|| at time ¢ = 27 in the rotating hump experiment with four different schemes
on a 100 x 100 mesh.

a possible connection between the two. The constraint preserving schemes result in very small divergence errors,
mostly due to boundary effects (no special divergence cleaning is applied at the boundary). The errors on coarse
meshes are very small and converge to zero quite rapidly. As expected, the errors are of the order of machine
precision on fine meshes.

The operator div™ is a particular discrete form of the divergence operator. We have shown that the constraint
preserving scheme (2.7) preserves this particular form of divergence. A natural question is what happens when
a different form of discrete divergence is used. We consider the standard centered discrete divergence operator,

div(u; ;) = D9 (u1)ij + DY (us)i;.

A simple calculation shows that div and div* differ by O(Ax? + Ay?). Therefore, preserving div* would only
imply that errors in div behave like the square of the truncation error. This issue is explored quantitatively and
the results are shown in Table 2. The table shows that the errors in the standard divergence div, generated by
the constraint preserving schemes, are low and are consistently lower than the expected square of the truncation
error. Consequently, we conclude that using a divergence preserving scheme will lead to lower errors for other
discrete forms of divergence.
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Grid size ‘ RUS CPR CPR2 CPS

50/50 2.16e-1 1.48e-2 1.43e—2 1.8e—2

100/100 | 8.29e-2 3.2e-3 1.32e—3 1.6e—3

200/200 | 1.99¢+3 6.26e-4 6.7e —5 2.0e — 4

400/400 | blow-up 1.67e-4 4.4e—5 5.6e—6
TABLE 2. Absolute errors in L? for ||div| at time ¢ = 27 for the rotating hump with four
different schemes.

In the above discussion, the divergence preserving schemes were based on the symmetric potential (2.9).
We use all the four potentials described in section 2 with the first-order CPR scheme and show ||ul| for the
approximate solution at time ¢ = 7/4 on a 100 x 100 mesh in figure 2. The figure clearly shows that different

1 1
) 0.3
! 0.8
) ! 0.6 0.25
; 0.4
‘o, -02
) 0.2
-0. 015
0. 02
0. -o. 04 0.1
0. 06
) 0.0
-0. 0.8
1 -1 0
-1 05 0 05 1 1 05 0 05 1

(a) Symmetric (b) StagSym
0.35

: 03
- 025
. 02
0. -0.15
e 0.1
: 0.05
1 05 0 05 1 0

(c) Diagonal (d) Mixed

FIGURE 2. Rotating Hump: ||u|| at time ¢ = 7/4 on a 100 x 100 mesh with the CPR scheme
and different potentials.

choices of potential resulted in very similar numerical approximations. This was also seen in other experiments,
indicating the robustness of our approach with respect to varying choices of potentials. However, there were
some boundary instabilities for the diagonal potential when long time scales were considered. This fact requires
careful investigation in the future.
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4.2. Numerical experiment #2: discontinuous test case. The rotating hump involved smooth solutions.
However, we can expect discontinuous solutions (particularly in MHD models). We test the constraint preserving
scheme on a numerical experiment involving discontinuities in the solution. The initial data is given by, [11],

2 ifz>y,

0 otherwise.

and the velocity field is a constant v = (1,2). The exact solution is the initial discontinuity moving along the
diagonal,

u(z,y,t) =ul(z —t,y — 2t).
We consider the computational domain [—2,2] X [—2,2] and use extrapolated Neumann boundary conditions.
A one dimensional slice (at y = 0.0) of the solution component u; computed with the RUS, CPR and CPR2
schemes at time ¢ = 0.5 on a 100 x 100 mesh is shown in figure 3. The figure shows that the standard RUS

vvvvvvvvvv

Exacti+++++++++++++++
RUS: XXXXXXXXXXXX
05, CPR: 00000000000

CPR2:

\ \
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

FIGURE 3. Numerical experiment 2: uj(x,0,0.5) on a 100 X 100 mesh with different schemes.

scheme leads to a large overshoot. This fact was first observed in [11]. Furthermore, the discontinuity is smeared
to a large extent. The CPR scheme reduces the overshoot considerably and resolves the discontinuity with very
little smearing. However there are small amplitude oscillations, showing that the constraint preserving scheme
is not necessarily total-variation diminishing (T'V D), although the exact solution in this particular experiment
is TV D. The second-order CPR2 scheme resolves the discontinuity more sharply and the oscillations are also
reduced. The results show that the constraint preserving schemes are not diffusive enough in this case. A simple
method for increasing the diffusion without affecting the constraint preserving abilities is to use the genuinely
multi-dimensional Lax-Friedrichs type time-stepping (2.27) with the CPR scheme. We term this scheme and
its second-order (in space) version as aCPR and aCPR2 scheme respectively. The results are shown in figure 4.
The aCPR scheme removes the oscillations, at the cost of smearing the discontinuity. The spatially second-order
aCPR2 scheme captures the discontinuity more sharply and without any noticeable oscillations. This alternative
time stepping provides a simple recipe of modifying the constraint preserving schemes to eliminate unphysical
oscillations.

Remark 4.1. The potential based scheme (2.7) is slightly more expensive than its building block, the standard
finite volume scheme (2.3). However, the overall cost is still quite low. The simplicity and generality of
this approach renders it considerably cheaper and easier to implement than competing constraint preserving
frameworks. The extra computational cost is justified by the considerable increase in stability and resolution.
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Exact++++++++++++

05, aCPR: XXXXXXXXXXX

aCPR2: 0000000000

| | _ .
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

FIGURE 4. Numerical experiment 2: u;(x,0,0.5) on a 100 x 100 mesh with different schemes.

5. CONCLUSION

Evolution equations (1.1) with an intrinsic constraint (1.2) are considered. Examples include the divergence
preserving equations (1.3) and the curl preserving equations (1.8). Standard finite volume schemes (2.3) do not
necessarily preserve discrete versions of the constraint and may be unstable.

We design finite volume schemes for (1.1) that preserve discrete forms of the constraint (1.2). The schemes
are based on wverter centered numerical potentials. The resulting scheme is genuinely multi-dimensional and
constraint preserving. The class of potential based schemes is very rich. Potential based schemes are presented
for both the divergence preserving equation (1.3) and curl preserving equation (1.8). Constraint preserving
schemes for the equations with viscosity (1.7) are also proposed. Second-order accuracy is obtained by employing
non-oscillatory piecewise polynomial reconstructions.

The magnetic induction equations in two dimensions (3.1) are considered in detail. A divergence preserving
potential based scheme is shown to be L?-stable. Numerical experiments demonstrating the robustness and
computational efficiency of the constraint preserving schemes are presented. They show that the schemes
perform considerably better than standard schemes.

The main advantage of this new approach is its simplicity and generality. This paper is the first in a series.
Subsequent papers include ones describing potential based genuinely multi-dimensional schemes for systems of
conservation laws [19] and divergence preserving schemes for the ideal MHD equations [20]. Extending the
potential based schemes to higher than second order accuracy and to unstructured grids will be considered in
future papers.
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