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#### Abstract

Plane wave discontinuous Galerkin methods (PWDG) are a class of Trefftz-type methods for the spatial discretization of boundary value problems for the Helmholtz operator $-\Delta-$ $\omega^{2}, \omega>0$. They include the so-called ultra weak variational formulation from [O. Cessenat and B. Després, Application of an ultra weak variational formulation of elliptic PDEs to the twodimensional Helmholtz equation, SIAM J. Numer. Anal., 35 (1998), pp. 255-299].

This paper is concerned with the a priori convergence analysis of PWDG in the case of $p$ refinement, that is, the study of the asymptotic behavior of relevant error norms as the number of plane wave directions in the local trial spaces is increased. For convex domains in two space dimensions, we derive convergence rates, employing mesh skeleton based norms, duality techniques from [P. Monk and D. Wang, A least squares method for the Helmholtz equation, Computer Methods in Applied Mechanics and Engineering, 175 (1999), pp. 121-136], and plane wave approximation theory.
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1. Introduction. Standard low order Lagrangian finite element discretizations of boundary value problems for the Helmholtz equation $-\Delta u-\omega^{2} u=f$ are afflicted with the so-called pollution phenomenon [6]: though for sufficiently small $\omega h, h$ being the mesh size, an accurate approximation of $u$ is possible, the Galerkin procedure fails to provide it. Attempts to remedy this have focused on incorporating extra information in the form of plane wave functions $\boldsymbol{x} \mapsto \exp (i \omega \boldsymbol{d} \cdot \boldsymbol{x}),|\boldsymbol{d}|=1$, into the trial spaces. Prominent examples of such methods are the plane wave partition of unity finite element method of Babuška and Melenk [5], see also [28], the discontinuous enrichment method $[4,30,13]$, the VCTR (variational theory of complex rays) [29], and the ultra weak Galerkin discretization due to Cessenat and Despres [11], see also [24,23,22,20, 21] for further discussion and applications.

It turns out that the latter method can be recast as a special discontinuous Galerkin (DG) method employing local trial spaces spanned by a few plane waves, as pointed out in $[10,15,14]$. In a sense, this is a special case of a Trefftz-type approximation, as the local trial functions are solutions of the homogeneous Helmholtz equation $-\Delta u-\omega^{2} u=0$. This perspective paves the way for marrying plane wave approximation with many of the various DG methods developed for 2nd-order elliptic boundary value problems. We have pursued this in $[15,19,26]$ for a class of primal and mixed DG methods, which generalize the ultra-weak scheme, and which differ from each other in the choice of the numerical fluxes; we refer to these methods as "plane wave discontinuous Galerkin methods", PWDG, in short.

In particular, in [15], an $h$-version error analysis for the PWDG method applied to the 2 D inhomogeneous Helmholtz problem was carried out. In that case, independently of how many plane waves are used in the local approximation spaces, only first order convergence can be achieved in general. The analysis was restricted to a class of PWDG methods with flux parameters depending on the product $\omega h$ (not including

[^1]the classical ultra weak variational formulation of [11]). Key elements of this analysis are local approximation estimates and inverse estimates for plane waves, and a duality technique. This involves estimating the approximation error of the solution of an inhomogeneous dual problem by plane waves. High-order convergence as $h \rightarrow 0$ can be expected in the homogeneous case $f \equiv 0$ only [26].

The application of a duality argument in the error analysis entails a threshold condition on the mesh size: quasi-optimality of the PWDG solution is guaranteed only if $\omega^{2} h$ is "sufficiently small", see [15, Theorem 4.10]. In numerical experiments this is observed as a widening gap between discretization error and plane wave best approximation error. Thus, the notorious pollution effect that haunts local discretizations of wave propagation problems manifests itself in the theoretical estimates.

For polynomial schemes, their $p$-versions, also called the spectral approach, are immune to the pollution effect $[1,2,3]$. Thus, we believe that the spectral version $/ p$ version of PWDG, which strives for better accuracy by enlarging the local trial spaces, will also possess this desirable property. Besides, practical experience suggests that (well balanced) $p$-refinement is highly advisable [24]. Since aspects of implementation are not covered in this paper, we will gloss over the notorious issue of ill-conditioned linear systems arising from spectral PWDG approaches.

The aim of this paper is the derivation of $p$-version error estimates for the PWDG method applied to the two-dimensional homogeneous Helmholtz equation. The used approach has little in common with the duality techniques pursued in [15,26], because $p$-refinement does not yield any useful approximation of the solution of the inhomogeneous dual problem, since plane waves fail to approximate general functions.

Moreover, we cannot rely on coercivity in seminorm of the bilinear form defining the PWDG method for general functions. Instead, we consider a weaker skeleton-based energy norm (i.e., containing interelement jump terms and boundary terms only) which is a norm on the space of local Trefftz' functions only. We prove a coercivity result in this norm. This grants more freedom in the choice of the flux parameters; in particular, constant flux parameters are allowed so that also the classical ultra weak variational formulation of [11] is covered by our analysis.

Our argument is based on an estimate of the $L^{2}$-norm of Trefftz' functions by their skeleton-based norm, which was discovered in the context of least squares Trefftz methods in [27]. We re-derive this estimate in order to establish the dependence of the constants in front of the estimate explicitly not only on the mesh width $h$, but also on the wave number $\omega$. In parts, the analysis is carried out along the lines of [10]. On the other hand, we do not rewrite the PWDG bilinear form in terms of impedance traces, but stay closer to the DG setting and our arguments are substantially simpler than those of [10].

We point out that the constant in front of the final $p$-version error estimates depends on the product $\omega h$. This is inevitable, because no accuracy can be expected unless the underlying wavelength is resolved by the trial space. Yet, in contrast to the $h$-version estimates of [10, Sect. 4], the error bounds do not hinge on the assumption that $\omega h$ is "sufficiently small".

The abstract analysis contained in this paper could be extended directly to the 3D case. Also the elliptic regularity and the stability estimates for the inhomogeneous Helmholtz problem, obtained in [25] in the 2D case, have been proved also in 3D in [12] and [17]. What is still missing are $p$-version projection error estimates for functions satisfying the homogeneous Helmholtz equation onto plane wave spaces in 3D. While for the $h$-version these estimates obtained in 2D in [26] have already been extended to

3 D in [18] by using a different argument which considers both the 2D and 3D cases at once, the 3D case for the $p$-version is still under investigation. As soon as this result will be available, our $p$-version analysis will cover the 3D case.

The outline of this paper is as follows: In Section 2, we report the derivation of the PWDG method for the homogeneous Helmholtz equation with impedance boundary conditions. Next, we derive $p$-version error estimates in Section 3. They hinge on certain assumptions on the domain, mesh, and trial spaces, in particular the uniformity of element sizes. In Section 3.1 we state a coercivity property and continuity of the PWDG bilinear form. Then, we prove quasi-optimality of the approximation error in a mesh skeleton-based norm and derive a bound for the $L^{2}-$ norm of the error in Section 3.2. There we follow [27] and [10]. Subsequently, from an approximation result proved in [18], we derive best approximation estimates in the skeleton-based norm in Section 3.3. We continue by stating energy-norm error estimates in Section 3.4. In Section 3.5, we derive error estimates in a stronger norm, also containing the difference between the gradient of the analytical solution and the gradient of a (computable) projection of the PWDG solution. The final section studies the PWDG discretization error numerically for some model problems.
2. The PWDG Method. In this section, we introduce the plane wave discontinuous Galerkin (PWDG) method for the homogeneous Helmholtz equation, following [15].

Assume $\Omega$ to be a bounded Lipschitz domain in $\mathbb{R}^{d}, d=2,3$ (since the abstract error analysis developed in Section 3 below holds true in both 2D and 3D, we do not restrict to 2D at this point). Consider the Helmholtz boundary value problem

$$
\begin{array}{ll}
-\Delta u-\omega^{2} u=0 & \text { in } \Omega \\
\nabla u \cdot \boldsymbol{n}+i \omega u=g & \text { on } \partial \Omega \tag{2.1}
\end{array}
$$

Here, $\omega>0$ is a fixed wave number (the corresponding wavelength is $\lambda=2 \pi / \omega$ ), $\boldsymbol{n}$ is the outer normal unit vector to $\partial \Omega$, and $i$ is the imaginary unit. Inhomogeneous first order absorbing boundary conditions in the form of impedance boundary conditions are used in (2.1), with boundary data $g \in L^{2}(\partial \Omega)$.

Let $\mathcal{T}_{h}$ be a finite element partition of $\Omega$, with possible hanging nodes, of mesh width $h$ (i.e, $h=\max _{K \in \mathcal{T}_{h}} h_{K}$, with $h_{K}:=\operatorname{diam}(K)$ ) on which we define our PWDG method, and let $V_{p}\left(\mathcal{T}_{h}\right)$ be the plane wave space on $\mathcal{T}_{h}$, locally spanned by $p$ plane waves per element, $p \in \mathbb{N}$ :

$$
V_{p}\left(\mathcal{T}_{h}\right)=\left\{v \in L^{2}(\Omega):\left.v\right|_{K}(\boldsymbol{x})=\sum_{j=1}^{p} \alpha_{j} \exp \left(i \omega \boldsymbol{d}_{j} \cdot \boldsymbol{x}\right), \alpha_{j} \in \mathbb{C}, \forall K \in \mathcal{T}_{h}\right\}
$$

where $\boldsymbol{d}_{j},\left|\boldsymbol{d}_{j}\right|=1$, are $p$ different directions.
In the $p$-version setting, we assume the mesh $\mathcal{T}_{h}$ to be fixed, and we only vary $p$.
Further assumptions on the problem domain, on the mesh $\mathcal{T}_{h}$ and on the approximation spaces $V_{p}\left(\mathcal{T}_{h}\right)$ will be made precise at the beginning of Section 3 and in Section 3.3.

In order to derive the PWDG method, we start by writing problem (2.1) as a first order system:

$$
\begin{array}{ll}
i \omega \boldsymbol{\sigma}=\nabla u & \text { in } \Omega \\
i \omega u-\nabla \cdot \boldsymbol{\sigma}=0 & \text { in } \Omega  \tag{2.2}\\
i \omega \boldsymbol{\sigma} \cdot \boldsymbol{n}+i \omega u=g & \text { on } \partial \Omega
\end{array}
$$

By multiplying the first and second equation of (2.2) by smooth test functions $\boldsymbol{\tau}$ and $v$, respectively, and integrating by parts on each $K \in \mathcal{T}_{h}$, we obtain

$$
\begin{align*}
& \int_{K} i \omega \boldsymbol{\sigma} \cdot \overline{\boldsymbol{\tau}} \mathrm{~d} V+\int_{K} u \overline{\nabla \cdot \boldsymbol{\tau}} \mathrm{~d} V-\int_{\partial K} u \overline{\boldsymbol{\tau} \cdot \boldsymbol{n}} \mathrm{~d} S=0 \quad \forall \boldsymbol{\tau} \in \mathbf{H}(\operatorname{div} ; K), \\
& \int_{K} i \omega u \bar{v} \mathrm{~d} V+\int_{K} \boldsymbol{\sigma} \cdot \overline{\nabla v} \mathrm{~d} V-\int_{\partial K} \boldsymbol{\sigma} \cdot \boldsymbol{n} \bar{v} \mathrm{~d} S=0 \quad \forall v \in H^{1}(K) \tag{2.3}
\end{align*}
$$

Replace $u, v$ by $u_{p}, v_{p} \in V_{p}\left(\mathcal{T}_{h}\right)$ and $\boldsymbol{\sigma}, \boldsymbol{\tau}$ by $\boldsymbol{\sigma}_{p}, \boldsymbol{\tau}_{p} \in V_{p}\left(\mathcal{T}_{h}\right)^{d}$. Then, approximate the traces of $u$ and $\boldsymbol{\sigma}$ across interelement boundaries by the so-called numerical fluxes denoted by $\widehat{u}_{p}$ and $\widehat{\boldsymbol{\sigma}}_{p}$, respectively, and obtain

$$
\begin{align*}
& \int_{K} i \omega \boldsymbol{\sigma}_{p} \cdot \overline{\boldsymbol{\tau}}_{p} \mathrm{~d} V+\int_{K} u_{p} \overline{\nabla \cdot \boldsymbol{\tau}_{p}} \mathrm{~d} V-\int_{\partial K} \widehat{u}_{p} \overline{\boldsymbol{\tau}_{p} \cdot \boldsymbol{n}} \mathrm{~d} S=0 \quad \forall \boldsymbol{\tau}_{p} \in V_{p}\left(\mathcal{T}_{h}\right)(K)^{d},  \tag{2.4}\\
& \int_{K} i \omega u_{p} \bar{v}_{p} \mathrm{~d} V+\int_{K} \boldsymbol{\sigma}_{p} \cdot \overline{\nabla v_{p}} \mathrm{~d} V-\int_{\partial K} \widehat{\boldsymbol{\sigma}}_{p} \cdot \boldsymbol{n} \bar{v}_{p} \mathrm{~d} S=0 \quad \forall v_{p} \in V_{p}\left(\mathcal{T}_{h}\right)(K) .
\end{align*}
$$

The numerical fluxes will be defined below; they also take into account the inhomogeneous boundary conditions.

Integrating again by parts the first equation of (2.4), we obtain

$$
\begin{equation*}
\int_{K} \boldsymbol{\sigma}_{p} \cdot \overline{\boldsymbol{\tau}}_{p} \mathrm{~d} V=\frac{1}{i \omega} \int_{K} \nabla u_{p} \cdot \overline{\boldsymbol{\tau}}_{p} \mathrm{~d} V-\frac{1}{i \omega} \int_{\partial K}\left(u_{p}-\widehat{u}_{p}\right) \overline{\boldsymbol{\tau}_{p} \cdot \boldsymbol{n}} \mathrm{~d} S . \tag{2.5}
\end{equation*}
$$

Since $\nabla_{h} V_{p}\left(\mathcal{T}_{h}\right) \subseteq V_{p}\left(\mathcal{T}_{h}\right)^{d}$, we can take $\boldsymbol{\tau}_{p}=\nabla v_{p}$ in each element. Inserting the resulting expression for $\int_{K} \sigma_{p} \cdot \overline{\nabla v}_{p} \mathrm{~d} V$ into the second equation of (2.4), we arrive at

$$
\begin{equation*}
\int_{K}\left(\nabla u_{p} \cdot \overline{\nabla v}_{p}-\omega^{2} u_{p} \bar{v}_{p}\right) \mathrm{d} V-\int_{\partial K}\left(u_{p}-\widehat{u}_{p}\right) \overline{\nabla v_{p} \cdot \boldsymbol{n}} \mathrm{~d} S-\int_{\partial K} i \omega \widehat{\boldsymbol{\sigma}}_{p} \cdot \boldsymbol{n} \bar{v}_{p} \mathrm{~d} S=0 . \tag{2.6}
\end{equation*}
$$

Notice that the formulation (2.6) is equivalent to (2.4) in the sense that their $u_{p}$ solution components coincide and the $\boldsymbol{\sigma}_{p}$ solution component of (2.4) can be recovered from $u_{p}$ by using (2.5).

Another equivalent formulation can be obtained by integrating by parts once more the first term in (2.6) (notice that the boundary term appearing in this integration by parts cancels out with a boundary term already present in (2.6)):

$$
\begin{equation*}
\int_{K}\left(\overline{-\Delta v_{p}-\omega^{2} v_{p}}\right) u_{p} \mathrm{~d} V+\int_{\partial K} \widehat{u}_{p} \overline{\nabla v_{p} \cdot \boldsymbol{n}} \mathrm{~d} S-\int_{\partial K} i \omega \widehat{\boldsymbol{\sigma}}_{p} \cdot \boldsymbol{n} \bar{v}_{p} \mathrm{~d} S=0 . \tag{2.7}
\end{equation*}
$$

Since $v_{p} \in V_{p}\left(\mathcal{T}_{h}\right)$, the volume term in (2.7) vanishes and, adding over all elements $K \in \mathcal{T}_{h}$, we obtain the PWDG formulation: find $u_{p} \in V_{p}\left(\mathcal{T}_{h}\right)$ such that, for all $v_{p} \in V_{p}\left(\mathcal{T}_{h}\right)$,

$$
\begin{aligned}
& \int_{\mathcal{F}_{h}^{I}}\left(\widehat{u}_{p} \llbracket \overline{\nabla_{h} v_{P}} \rrbracket_{N}-i \omega \widehat{\boldsymbol{\sigma}}_{p} \cdot \llbracket \bar{v}_{p} \rrbracket_{N}\right) \mathrm{d} S \\
& \quad+\int_{\mathcal{F}_{h}^{B}}\left(\widehat{u}_{p} \overline{\nabla_{h} v_{P} \cdot \boldsymbol{n}} \mathrm{~d} S-i \omega \widehat{\boldsymbol{\sigma}}_{p} \cdot \boldsymbol{n} \bar{v}_{p}\right) \mathrm{d} S=0 .
\end{aligned}
$$

In order to define the numerical fluxes, we recall some standard DG notation. Write $\boldsymbol{n}^{+}, \boldsymbol{n}^{-}$for the exterior unit normals on $\partial K^{+}$and $\partial K^{-}$, respectively. Let $u_{p}$ and $\boldsymbol{\sigma}_{p}$ be a piecewise smooth function and vector field on $\mathcal{T}_{h}$, respectively. On $\partial K^{-} \cap \partial K^{+}$, we define
the averages: $\left\{\left\{u_{p}\right\}:=\frac{1}{2}\left(u_{p}^{+}+u_{p}^{-}\right) \quad, \quad\left\{\boldsymbol{\sigma}_{p}\right\}\right\}:=\frac{1}{2}\left(\boldsymbol{\sigma}_{p}^{+}+\boldsymbol{\sigma}_{p}^{-}\right)$,
the jumps: $\llbracket u_{p} \rrbracket_{N}:=u_{p}^{+} \boldsymbol{n}^{+}+u_{p}^{-} \boldsymbol{n}^{-} \quad, \quad \llbracket \boldsymbol{\sigma}_{p} \rrbracket_{N}:=\boldsymbol{\sigma}_{p}^{+} \cdot \boldsymbol{n}^{+}+\boldsymbol{\sigma}_{p}^{-} \cdot \boldsymbol{n}^{-}$.
We define the PWDG fluxes by setting

$$
\left\{\begin{array}{l}
\left.\widehat{\boldsymbol{\sigma}}_{p}=\frac{1}{i \omega}\left\{\llbracket \nabla_{h} u_{p}\right\}\right\}-\alpha \llbracket u_{p} \rrbracket_{N}, \\
\widehat{u}_{p}=\left\{\left\{u_{p}\right\}\right\}-\beta \frac{1}{i \omega} \llbracket \nabla_{h} u_{p} \rrbracket_{N},
\end{array}\right.
$$

on interior faces, and

$$
\left\{\begin{array}{l}
\widehat{\boldsymbol{\sigma}}_{p}=\frac{1}{i \omega} \nabla_{h} u_{p}-(1-\delta)\left(\frac{1}{i \omega} \nabla_{h} u_{p}+u_{p} \boldsymbol{n}-\frac{1}{i \omega} g \boldsymbol{n}\right), \\
\widehat{u}_{p}=u_{p}-\delta\left(\frac{1}{i \omega} \nabla_{h} u_{p} \cdot \boldsymbol{n}+u_{p}-\frac{1}{i \omega} g\right),
\end{array}\right.
$$

on boundary faces, where the parameters $\alpha, \beta$ and $\delta$ are the so-called flux parameters; assumption on them will be made in Section 3 below.

With these definitions, we can write the PWDG method as follows: find $u_{p} \in$ $V_{p}\left(\mathcal{T}_{h}\right)$ such that, for all $v_{p} \in V_{p}\left(\mathcal{T}_{h}\right)$,

$$
\mathcal{A}_{h}\left(u_{p}, v_{p}\right)=\ell_{h}\left(v_{p}\right),
$$

where

$$
\begin{aligned}
\mathcal{A}_{h}(u, v)= & \left.\int_{\mathcal{F}_{h}^{I}}\{u\}\right\} \llbracket \overline{\nabla_{h} v} \rrbracket_{N} \mathrm{~d} S+i \omega^{-1} \int_{\mathcal{F}_{h}^{I}} \beta \llbracket \nabla_{h} u \rrbracket_{N} \llbracket \overline{\nabla_{h} v} \rrbracket_{N} \mathrm{~d} S \\
& -\int_{\mathcal{F}_{h}^{I}}\left\{\left\{\nabla_{h} u\right\} \cdot \llbracket \bar{v} \rrbracket_{N} \mathrm{~d} S+i \omega \int_{\mathcal{F}_{h}^{I}} \alpha \llbracket u \rrbracket_{N} \cdot \llbracket \bar{v} \rrbracket_{N} \mathrm{~d} S\right. \\
& +\int_{\mathcal{F}_{h}^{B}}(1-\delta) u \overline{\nabla_{h} v \cdot \boldsymbol{n}} \mathrm{~d} S+i \omega^{-1} \int_{\mathcal{F}_{h}^{B}} \delta \nabla_{h} u \cdot \boldsymbol{n} \overline{\nabla_{h} v \cdot \boldsymbol{n}} \mathrm{~d} S \\
& -\int_{\mathcal{F}_{h}^{B}} \delta \nabla_{h} u \cdot \boldsymbol{n} \bar{v} \mathrm{~d} S+i \omega \int_{\mathcal{F}_{h}^{B}}(1-\delta) u \bar{v} \mathrm{~d} S
\end{aligned}
$$

and

$$
\ell_{h}(v)=i \omega^{-1} \int_{\mathcal{F}_{h}^{B}} \delta g \overline{\nabla_{h} v \cdot \boldsymbol{n}} \mathrm{~d} S+\int_{\mathcal{F}_{h}^{B}}(1-\delta) g \bar{v} \mathrm{~d} S
$$

The PWDG formulation is consistent by construction; thus, if $u \in H^{2}(\Omega)$ solves (2.1), then it holds

$$
\begin{equation*}
\mathcal{A}_{h}\left(u, v_{p}\right)=\ell_{h}\left(v_{p}\right) \quad \forall v_{p} \in V_{p}\left(\mathcal{T}_{h}\right) \tag{2.8}
\end{equation*}
$$

3. Error Analysis. We develop our a priori error analysis under the following additional assumptions:

Assumptions on the problem domain:

- $\Omega$ is convex.

Assumptions on the mesh:

- each element $K$ of $\mathcal{T}_{h}$ is a convex Lipschitz domain;
- there exists a constant $\rho \in(0,1)$ such that each element $K \in \mathcal{T}_{h}$ contains a ball of radius $\rho h_{K}$ (shape regularity);
- there exists a constant $\mu \in(0,1)$ such that, for each $K \in \mathcal{T}_{h}, h_{K} \geq \mu h$ (quasi-uniformity).
Assumptions on the flux parameters:
- $\alpha, \beta$ and $\delta$ are real, strictly positive, independent of $p, h$ and $\omega$, with $\delta \in(0,1)$.

Remark 3.1. A choice of flux parameters that depends on $p$ and on the product $\omega h$, in the spirit of standard DG methods and of the PWDG method of [15] will be discussed in Remark 3.15 below. The choice $\alpha=\beta=\delta=1 / 2$ gives rise to the original ultra weak variational formulation by Cessenat and Despres (see [11] and [10]).

Define the broken Sobolev spaces

$$
H^{s}\left(\mathcal{T}_{h}\right)=\left\{w \in L^{2}(\Omega): w_{\left.\right|_{K}} \in H^{s}(K) \forall K \in \mathcal{T}_{h}\right\} .
$$

Let $T\left(\mathcal{T}_{h}\right)$ be the piecewise Trefftz' space defined on $\mathcal{T}_{h}$ by

$$
T\left(\mathcal{T}_{h}\right)=\left\{w \in H^{2}\left(\mathcal{T}_{h}\right): \Delta w+\omega^{2} w=0 \text { in each } K \in \mathcal{T}_{h}\right\}
$$

and endow it with the norm (see Proposition 3.2 below)

$$
\begin{align*}
\left\|\|w\|_{\mathcal{F}_{h}}^{2}=\right. & \omega^{-1}\left\|\beta^{1 / 2} \llbracket \nabla_{h} w \rrbracket_{N}\right\|_{0, \mathcal{F}_{h}^{I}}^{2}+\omega\left\|\alpha^{1 / 2} \llbracket w \rrbracket_{N}\right\|_{0, \mathcal{F}_{h}^{I}}^{2}  \tag{3.1}\\
& +\omega^{-1}\left\|\delta^{1 / 2} \nabla_{h} w \cdot \boldsymbol{n}\right\|_{0, \mathcal{F}_{h}^{B}}^{2}+\omega\left\|(1-\delta)^{1 / 2} w\right\|_{0, \mathcal{F}_{h}^{B}}^{2} .
\end{align*}
$$

In the following, we will also make use of the augmented norm

$$
\begin{align*}
\left|\|w \mid\|_{\mathcal{F}_{h}^{+}}^{2}=\right. & \left|\|w \mid\|_{\mathcal{F}_{h}}^{2}+\omega\left\|\beta^{-1 / 2}\{\{w\}\}\right\|_{0, \mathcal{F}_{h}^{I}}^{2}\right.  \tag{3.2}\\
& +\omega^{-1} \| \alpha^{-1 / 2}\left\{\left\langle\nabla_{h} w\right\}\left\|_{0, \mathcal{F}_{h}^{I}}^{2}+\omega\right\| \delta^{-1 / 2} w \|_{0, \mathcal{F}_{h}^{B}}^{2} .\right.
\end{align*}
$$

3.1. Auxiliary Results. Here we collect technical prerequisites for the convergence analysis.

Proposition 3.2. The seminorm (3.1) is actually a norm on $T\left(\mathcal{T}_{h}\right)$.
Proof. Let $w \in T\left(\mathcal{T}_{h}\right)$ be such that $\||w|\|_{\mathcal{F}_{h}}^{2}=0$. Then $w \in H^{2}(\Omega)$ and satisfies $\Delta w+\omega^{2} w=0$ in $\Omega$ and $\nabla w \cdot \boldsymbol{n}+i \omega u=0$ on $\partial \Omega$, which implies $w=0$.

Proposition 3.3. If $w \in T\left(\mathcal{T}_{h}\right)$, then

$$
\operatorname{Im}\left[\mathcal{A}_{h}(w, w)\right]=\| \| w \mid \|_{\mathcal{F}_{h}}^{2}
$$

Proof. Provided that $u, v \in T\left(\mathcal{T}_{h}\right)$, local integration by parts permits us to rewrite the bilinear form $\mathcal{A}_{h}(u, v)$ as

$$
\begin{aligned}
\mathcal{A}_{h}(u, v)= & \left(\nabla_{h} u, \nabla_{h} v\right)_{0, \Omega}-\int_{\mathcal{F}_{h}^{\mathcal{I}}} \llbracket u \rrbracket_{N} \cdot\left\{\left\{\overline{\nabla_{h} v}\right\}\right\} \mathrm{d} S-\int_{\mathcal{F}_{h}^{\mathcal{I}}}\left\{\nabla_{h} u\right\} \cdot \llbracket \bar{v} \rrbracket_{N} \mathrm{~d} S \\
& -\int_{\mathcal{F}_{h}^{\mathcal{B}}} \delta u \overline{\nabla_{h} v \cdot \boldsymbol{n}} \mathrm{~d} S-\int_{\mathcal{F}_{h}^{\mathcal{B}}} \delta \nabla_{h} u \cdot \boldsymbol{n} \bar{v} \mathrm{~d} S \\
& +i \omega^{-1} \int_{\mathcal{F}_{h}^{\mathcal{I}}} \beta \llbracket \nabla_{h} u \rrbracket_{N} \llbracket \overline{\nabla_{h} v} \rrbracket_{N} \mathrm{~d} S+i \omega^{-1} \int_{\mathcal{F}_{h}^{\mathcal{B}}} \delta \nabla_{h} u \cdot \boldsymbol{n} \overline{\nabla_{h} v \cdot \boldsymbol{n}} \mathrm{~d} S \\
& +i \omega \int_{\mathcal{F}_{h}^{\mathcal{I}}} \alpha \llbracket u \rrbracket_{N} \cdot \llbracket \bar{v} \rrbracket_{N} \mathrm{~d} S+i \omega \int_{\mathcal{F}_{h}^{\mathcal{B}}}(1-\delta) u \bar{v} \mathrm{~d} S-\omega^{2}(u, v)_{0, \Omega} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\mathcal{A}_{h}(w, w)= & \left\|\nabla_{h} w\right\|_{0, \Omega}^{2}-2 \operatorname{Re}\left[\int_{\mathcal{F}_{h}^{I}} \llbracket w \rrbracket_{N} \cdot\left\{\left[\overline{\nabla_{h} w}\right\} \mathrm{d} S+\int_{\mathcal{F}_{h}^{\mathcal{B}}} \delta w \overline{\nabla_{h} w \cdot \boldsymbol{n}} \mathrm{~d} S\right]\right. \\
& +i \omega^{-1}\left\|\beta^{1 / 2} \llbracket \nabla_{h} w \rrbracket_{N}\right\|_{0, \mathcal{F}_{h}^{I}}^{2}+i \omega^{-1}\left\|\delta^{1 / 2} \nabla_{h} w \cdot \boldsymbol{n}\right\|_{0, \mathcal{F}_{h}^{B}}^{2} \\
& +i \omega\left\|\alpha^{1 / 2} \llbracket w \rrbracket_{N}\right\|_{0, \mathcal{F}_{h}^{I}}^{2}+i \omega\left\|(1-\delta)^{1 / 2} w\right\|_{0, \mathcal{F}_{h}^{B}}^{2}-\omega^{2}\|w\|_{0, \Omega}^{2},
\end{aligned}
$$

from which, by taking the imaginary part, we get the result. $\square$
Remark 3.4. Well-posedness of the PWDG method follows from Proposition 3.3 and Proposition 3.2. In fact, if $\mathcal{A}_{h}\left(u_{p}, v_{p}\right)=0$ for all $v_{p} \in V_{p}\left(\mathcal{T}_{h}\right)$, then $\mathcal{A}_{h}\left(u_{p}, u_{p}\right)=0$ and thus $\left\|\left\|u_{p}\right\|_{\mathcal{F}_{h}}=0\right.$ which implies $u_{p}=0$.

Proposition 3.5. There exists a constant $C>0$ independent of $h, p$ and $\omega$ such that, for all $w_{1}, w_{2} \in H^{2}\left(\mathcal{T}_{h}\right)$,

$$
\left|\mathcal{A}_{h}\left(w_{1}, w_{2}\right)\right| \leq C| |\left|w_{1}\right|\left\|_ { \mathcal { F } _ { h } ^ { + } } \left|\left\|w_{2} \mid\right\|_{\mathcal{F}_{h}}\right.\right.
$$

Proof. The result follows from the definition of $\mathcal{A}_{h}(\cdot, \cdot)$ and repeated applications of the (weighted) Cauchy-Schwarz inequality.
3.2. Abstract Error Estimates. In the next proposition, we prove quasioptimality of the PWDG method in the $\|\|\cdot\|\|_{\mathcal{F}_{h}}$ - norm.

Proposition 3.6. Let $u$ be the analytical solution to (2.1) and let $u_{p}$ be the $P W D G$ solution. Then, there exists a constant $C>0$ independent of $h, p$ and $\omega$ such that

$$
\left|\left\|u-u_{p}\left|\left\|_{\mathcal{F}_{h}} \leq C \inf _{v_{p} \in V_{p}\left(\mathcal{T}_{h}\right)} \mid\right\| u-v_{p} \|_{\mathcal{F}_{h}^{+}},\right.\right.\right.
$$

where $\left|\|\cdot \mid\|_{\mathcal{F}_{h}^{+}}\right.$is defined by (3.2).
Proof. We apply the triangle inequality and write

$$
\begin{equation*}
\left|\left\|u-\left.u_{p}\left|\left\|_{\mathcal{F}_{h}} \leq\right\|\right|\left|u-v_{p}\right|\right|_{\mathcal{F}_{h}}+\left|\left\|u_{p}-v_{p}|\||_{\mathcal{F}_{h}}\right.\right.\right.\right. \tag{3.3}
\end{equation*}
$$

for all $v_{p} \in V_{p}\left(\mathcal{T}_{h}\right)$. Since $u_{p}-v_{p} \in T\left(\mathcal{T}_{h}\right)$, Proposition 3.3 gives

$$
\left\|\left\|u_{p}-v_{p}\right\|_{\mathcal{F}_{h}}^{2}=\operatorname{Im}\left[\mathcal{A}_{h}\left(u_{p}-v_{p}, u_{p}-v_{p}\right)\right] .\right.
$$

From Galerkin orthogonality and continuity of $\mathcal{A}_{h}(\cdot, \cdot)$ (see Proposition 3.5), we have

$$
\left\|\left|u_{p}-v_{p}\right|\right\|_{\mathcal{F}_{h}}^{2} \leq C\left|\left\|u-v_{p}\left|\left\|_{\mathcal{F}_{h}^{+}} \mid\right\| u_{p}-v_{p}\| \|_{\mathcal{F}_{h}}\right.\right.\right.
$$

which, inserted into (3.3) gives the result. $\mathrm{\square}$
Following [27, 10], we bound the $L^{2}-$ norm of any Trefftz' function by using a duality argument.

Lemma 3.7. There exists a constant $C>0$ independent of $h, p$ and $\omega$ such that, for any $w \in T\left(\mathcal{T}_{h}\right)$,

$$
\|w\|_{0, \Omega} \leq C \operatorname{diam}(\Omega)\left(\omega^{-1 / 2} h^{-1 / 2}+\omega^{1 / 2} h^{1 / 2}\right)\||w|\| \mathcal{F}_{h}
$$

Proof. Let $\varphi$ be in $L^{2}(\Omega)$. Consider the adjoint problem:

$$
\begin{array}{ll}
-\Delta v-\omega^{2} v=\varphi & \text { in } \Omega \\
\nabla v \cdot \boldsymbol{n}-i \omega v=0 & \text { on } \partial \Omega \tag{3.4}
\end{array}
$$

The solution $v$ belongs to $H^{2}(\Omega)$ and the stability estimates

$$
\begin{align*}
& |v|_{1, \Omega}+\omega\|v\|_{0, \Omega} \leq C_{1} \operatorname{diam}(\Omega)\|\varphi\|_{0, \Omega}, \\
& |v|_{2, \Omega} \leq C_{2}(1+\omega \operatorname{diam}(\Omega))\|\varphi\|_{0, \Omega}, \tag{3.5}
\end{align*}
$$

hold, with $C_{1}, C_{2}>0$ depending only on the shape of $\Omega$ (see [25, Proposition 8.1.4], [12] and [17, Propositions 3.3, 3.5, and 3.6]).

Multiplying by $w \in T\left(\mathcal{T}_{h}\right)$, integrating by parts twice the first equation of (3.4) element by element (using $\Delta w+\omega^{2} w=0$ in each $K \in \mathcal{T}_{h}$ ), and taking into account that $\nabla v \cdot \boldsymbol{n}=i \omega v$ on $\partial \Omega$, we obtain

$$
\begin{aligned}
(w, \varphi)_{0, \Omega}= & \sum_{K \in \mathcal{T}_{h}} \int_{\partial K}(\nabla w \cdot \boldsymbol{n} \bar{v}-w \overline{\nabla v \cdot \boldsymbol{n}}) \mathrm{d} S \\
= & \int_{\mathcal{F}_{h}^{I}}\left(\llbracket \nabla_{h} w \rrbracket_{N} \bar{v}-\llbracket w \rrbracket_{N} \cdot \overline{\nabla v}\right) \mathrm{d} S+\int_{\mathcal{F}_{h}^{B}}\left(\nabla_{h} w \cdot \boldsymbol{n}+i \omega w\right) \bar{v} \mathrm{~d} S \\
\leq & \sum_{f \in \mathcal{F}_{h}^{I}}\left(\left\|\beta^{1 / 2} \llbracket \nabla_{h} w \rrbracket_{N}\right\|_{0, f}\left\|\beta^{-1 / 2} v\right\|_{0, f}+\left\|\alpha^{1 / 2} \llbracket w \rrbracket_{N}\right\|_{0, f}\left\|\alpha^{-1 / 2} \nabla_{h} v\right\|_{0, f}\right) \\
& +\sum_{f \in \mathcal{F}_{h}^{B}}\left(\left\|\delta^{1 / 2} \nabla w \cdot \boldsymbol{n}\right\|_{0, f}\left\|\delta^{-1 / 2} v\right\|_{0, f}+\omega^{1 / 2}\left\|\delta^{1 / 2} w\right\|_{0, f} \omega^{1 / 2}\left\|\delta^{-1 / 2} v\right\|_{0, f}\right) \\
\leq & \|w \mid\| \mathcal{F}_{h}\left[\sum_{f \in \mathcal{F}_{h}^{I}}\left(\omega\left\|\beta^{-1 / 2} v\right\|_{0, f}^{2}+\omega^{-1}\left\|\alpha^{-1 / 2} \nabla_{h} v\right\|_{0, f}^{2}\right)\right. \\
= & \left.\quad+\sum_{f \in \mathcal{F}_{h}^{B}} \omega\left\|\delta^{-1 / 2} v\right\|_{0, f}^{2}\right]^{1 / 2} . \\
& \|w \mid\| \mathcal{F}_{h} \mathcal{G}(v)^{1 / 2} .
\end{aligned}
$$

Introducing, for convenience, a parameter $\gamma$ defined by $\gamma=\beta$ on interior faces and $\gamma=\delta$ on boundary faces, we have

$$
\mathcal{G}(v) \leq \sum_{K \in \mathcal{T}_{h}}\left(\omega\left\|\gamma^{-1 / 2} v\right\|_{0, \partial K}^{2}+\omega^{-1}\left\|\alpha^{-1 / 2} \nabla v\right\|_{0, \partial K}^{2}\right) .
$$

We recall that, for any $K \in \mathcal{T}_{h}$, the trace inequality [9, Theorem 1.6.6]

$$
\begin{equation*}
\|u\|_{0, \partial K}^{2} \leq C\|u\|_{0, \Omega}\left(h_{K}^{-1}\|u\|_{0, K}+|u|_{1, K}\right) \quad \forall u \in H^{1}(K) \tag{3.6}
\end{equation*}
$$

holds with a constant $C>0$ depending only on the "shape regularity measure" $\rho$. Since $v \in H^{2}(\Omega)$, using the definition of the flux parameters, the trace estimate (3.6) and the stability estimates (3.5), we can bound $\mathcal{G}(v)$ as follows:

$$
\begin{aligned}
\mathcal{G}(v) & \leq C \sum_{K \in \mathcal{T}_{h}}\left[\omega h^{-1}\|v\|_{0, K}^{2}+\omega\|v\|_{0, K}|v|_{1, K}+\omega^{-1} h^{-1}|v|_{1, K}^{2}+\omega^{-1}|v|_{1, K}|v|_{2, K}\right] \\
& \leq C \sum_{K \in \mathcal{T}_{h}}\left[\omega h^{-1}\|v\|_{0, K}^{2}+\omega h|v|_{1, K}^{2}+\omega^{-1} h^{-1}|v|_{1, K}^{2}+\omega^{-1} h|v|_{2, K}^{2}\right] \\
& \leq C\left[\operatorname{diam}(\Omega)^{2} \omega^{-1} h^{-1}+\operatorname{diam}(\Omega)^{2} \omega h+(1+\omega \operatorname{diam}(\Omega))^{2} \omega^{-1} h\right]\|\varphi\|_{0, \Omega}^{2} \\
& \leq C \operatorname{diam}(\Omega)^{2}\left(\omega^{-1} h^{-1}+\omega h\right)\|\varphi\|_{0, \Omega}^{2}
\end{aligned}
$$

(we have used also the obvious inequality $h \leq \operatorname{diam}(\Omega)$ ), with a constant $C>0$ independent of $h, p$ and $\omega$. Consequently, for all $\varphi \in L^{2}(\Omega)$, we obtain

$$
\frac{(w, \varphi)_{0, \Omega}}{\|\varphi\|_{0, \Omega}} \leq C \operatorname{diam}(\Omega)\left(\omega^{-1 / 2} h^{-1 / 2}+\omega^{1 / 2} h^{1 / 2}\right)\| \| w \|_{\mathcal{F}_{h}}
$$

and the result readily follows. D
By applying Lemma 3.7 to $u-u_{p} \in T\left(\mathcal{T}_{h}\right)$ we can bound the $L^{2}$-norm of the error by its $\left.|\|\cdot\||\right|_{\mathcal{F}_{h}}-$ norm, like in [10].

Corollary 3.8. Let $u$ be the analytical solution to (2.1) and let $u_{p}$ be the PWDG solution. Then, there exists a constant $C>0$ independent of $h, p$ and $\omega$ such that

$$
\left\|u-u_{p}\right\|_{0, \Omega} \leq C \operatorname{diam}(\Omega)\left(\omega^{-1 / 2} h^{-1 / 2}+\omega^{1 / 2} h^{1 / 2}\right)\| \| u-u_{p} \mid \|_{\mathcal{F}_{h}}
$$

3.3. Best Approximation Estimates. From now on, we restrict ourselves to the two-dimensional case $d=2$. We also make the following assumptions on the approximation spaces:

- $p=2 m+1$, with $m \in \mathbb{N} \backslash\{0\}$, is constant;
- the $p$ directions $\left\{\boldsymbol{d}_{\ell}=\left(\cos \theta_{\ell}, \sin \theta_{\ell}\right)\right\}_{\ell=-m}^{m}$ satisfy the following condition: there exists $\eta \in(0,1]$ such that the minimum angle between two different directions is greater than or equal to $2 \pi \eta / p$.
Given a domain $D \subset \mathbb{R}^{2}$, let $\|\cdot\|_{s, \omega, D}$ be the $\omega$-weighted Sobolev norm defined by

$$
\|v\|_{s, \omega, D}^{2}=\sum_{j=0}^{s} \omega^{2(s-j)}|v|_{j, D}^{2}
$$

We quote the following result proved in [18].
Theorem 3.9. Let $D \in \mathbb{R}^{2}$ be a bounded, convex Lipschitz domain of diameter $h_{D}$ which contains a ball of radius $\rho h_{D}$, with $\rho \in(0,1)$. Let $u \in H^{k+1}(D), k \geq 0$, be such that $\Delta u+\omega^{2} u=0$ in $D$.

Fix $m \geq 1$, set $p=2 m+1$, and let the directions $\left\{\boldsymbol{d}_{\ell}=\left(\cos \theta_{\ell}, \sin \theta_{\ell}\right)\right\}_{\ell=-m}^{m}$ satisfy the following condition: there exists $\eta \in(0,1]$ such that the minimum angle between two different directions is greater than or equal to $2 \pi \eta / p$.

Finally, assume that

$$
k \leq\left\lceil\frac{m+1}{2}\right\rceil \text {. }
$$

Then, there exists $\sigma_{1}, \ldots, \sigma_{p} \in \mathbb{C}$ such that, if we set $P_{\omega} u:=\sum_{\ell=1}^{p} \sigma_{\ell} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{k}}$, for every $0 \leq j \leq k$, we have

$$
\begin{aligned}
\left\|u-P_{\omega} u\right\|_{j, \omega, D} & \leq C e^{11 \omega h_{D} / 4}\left(1+\left(\omega h_{D}\right)^{j+8}\right) h_{D}^{k+1-j} \\
& \cdot\left[\left(\frac{\log \left(k+1+\left\lfloor\frac{m+1}{2}\right\rfloor\right)}{k+1+\left\lfloor\frac{m+1}{2}\right\rfloor}\right)^{k+1-j}+\left(\frac{e^{5 / 2}}{2 \eta^{2}} \frac{1+\omega h_{D}}{\sqrt{m+1}}\right)^{m}\right]\|u\|_{k+1, \omega, D}
\end{aligned}
$$

with a constant $C>0$ only depending on the shape of $D, j$ and $k$, but not on $h, p$, $\omega, \eta$ and $u$.

We point out that, thanks to the assumptions made before, Theorem 3.9 can be applied to the elements $K \in \mathcal{T}_{h}$. Also note that $p=2 m+1$ is the spectral discretization parameter.

Set, for simplicity,

$$
\mathcal{L}(k, m)=\frac{\log \left(k+1+\left\lfloor\frac{m+1}{2}\right\rfloor\right)}{k+1+\left\lfloor\frac{m+1}{2}\right\rfloor} ;
$$

notice that $0<\mathcal{L}(k, m)<1$.
Lemma 3.10. We have the following estimates:

$$
\begin{align*}
& \omega\left\|u-P_{\omega} u\right\|_{0, \mathcal{F}_{h}}^{2} \\
& \leq C e^{11 \omega h_{K} / 2}\left(1+(\omega h)^{17}\right) \omega h^{2 k+1}\left[\mathcal{L}(k, m)^{k+1}+\left(\frac{1+\omega h}{\sqrt{m+1}}\right)^{m}\right]  \tag{3.7}\\
& \cdot\left[\mathcal{L}(k, m)^{k}+\left(\frac{1+\omega h}{\sqrt{m+1}}\right)^{m}\right]\|u\|_{k+1, \omega, \Omega}^{2} \\
& \omega^{-1}\left\|\nabla_{h}\left(u-P_{\omega} u\right)\right\|_{0, \mathcal{F}_{h}}^{2} \\
& \leq C e^{11 \omega h / 2}\left(1+(\omega h)^{19}\right) \omega^{-1} h^{2 k-1}\left[\mathcal{L}(k, m)^{k}+\left(\frac{1+\omega h}{\sqrt{m+1}}\right)^{m}\right]  \tag{3.8}\\
& \cdot\left[\mathcal{L}(k, m)^{k-1}+\left(\frac{1+\omega h}{\sqrt{m+1}}\right)^{m}\right]\|u\|_{k+1, \omega, \Omega}^{2}
\end{align*}
$$

with a constant $C>0$ independent of $h, p, \omega$ and $u$.
Proof. Using (3.6), Theorem 3.9, the fact that $(1+\omega h)>1$ and $\mathcal{L}(k, m)<1$, we have

$$
\begin{aligned}
\left\|u-P_{\omega} u\right\|_{0, \partial K}^{2} \leq & C\left(h_{K}^{-1}\left\|u-P_{\omega} u\right\|_{0, K}^{2}+\left\|u-P_{\omega} u\right\|_{0, K}\left|u-P_{\omega} u\right|_{1, K}\right) \\
\leq & C e^{11 \omega h_{K} / 2}\left(1+\left(\omega h_{K}\right)^{17}\right) h_{K}^{2 k+1}\left[\mathcal{L}(k, m)^{k+1}+\left(\frac{1+\omega h_{K}}{\sqrt{m+1}}\right)^{m}\right] \\
& \cdot\left[\mathcal{L}(k, m)^{k}+\left(\frac{1+\omega h_{K}}{\sqrt{m+1}}\right)^{m}\right]\|u\|_{k+1, \omega, K}^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|\nabla\left(u-P_{\omega} u\right)\right\|_{0, \partial K}^{2} \leq & C\left(h_{K}^{-1}\left|u-P_{\omega} u\right|_{1, K}^{2}+\left|u-P_{\omega} u\right|_{1, K}\left|u-P_{\omega} u\right|_{2, K}\right) \\
\leq & C e^{11 \omega h_{K} / 2}\left(1+\left(\omega h_{K}\right)^{19}\right) h_{K}^{2 k-1}\left[\mathcal{L}(k, m)^{k}+\left(\frac{1+\omega h_{K}}{\sqrt{m+1}}\right)^{m}\right] \\
& \cdot\left[\mathcal{L}(k, m)^{k-1}+\left(\frac{1+\omega h_{K}}{\sqrt{m+1}}\right)^{m}\right]\|u\|_{k+1, \omega, K}^{2}
\end{aligned}
$$

Adding over all elements and multiplying by $\omega^{ \pm 1}$ give the two bounds. $\square$
The following theorem is a straightforward consequence of Lemma 3.10.
Theorem 3.11. Assuming $\omega h \leq c_{0}$, with a constant $c_{0}>0$, we have the following estimate:

$$
\begin{aligned}
\|\| & -P_{\omega} u\| \|_{\mathcal{F}_{h}^{+}}^{2} \\
& \leq C h^{2 k}\left\{\omega^{-1} h^{-1}\left[\mathcal{L}(k, m)^{k+1}+\left(\frac{1}{\sqrt{m+1}}\right)^{m}\right]\left[\mathcal{L}(k, m)^{k}+\left(\frac{1}{\sqrt{m+1}}\right)^{m}\right]\right. \\
& \left.+\left[\mathcal{L}(k, m)^{k}+\left(\frac{1}{\sqrt{m+1}}\right)^{m}\right]\left[\mathcal{L}(k, m)^{k-1}+\left(\frac{1}{\sqrt{m+1}}\right)^{m}\right]\right\}\|u\|_{k+1, \omega, \Omega}^{2}
\end{aligned}
$$

with a constant $C>0$ independent of $p$ and $u$, but depending on $c_{0}$ (i.e., it depends on $\omega$ and $h$ only through their product $\omega h)$.


Fig. 3.1. Qualitative plots of the bounds given in Lemma 3.10 (with cutoff at 10).
Remark 3.12. The graphs of the bounds of Lemma 3.10 given in Figure 3.1 highlight the pronounced increase of the constants for large $\omega$ h and small $p$. This is evidence of a threshold condition, that is, a minimal resolution requirement on the plane wave space before any reasonable approximation can be expected.

Remark 3.13. For $k \leq\left\lceil\frac{m+1}{2}\right\rceil$ (see Theorem 3.9), $\mathcal{L}(k, m)$ asymptotically behaves, for increasing $m$, like $\log (m) / m$ (and thus like $\log (p) / p$ ), see Figure 3.1, whereas the term $\left(\frac{1}{\sqrt{m+1}}\right)^{m}$ decays faster than exponentially. Therefore, the estimate of Theorem 3.11, for large $p$, can be written as

$$
\begin{equation*}
\left\|\left|u-P_{\omega} u\right|\right\|_{\mathcal{F}_{h}^{+}} \leq C \omega^{-1 / 2} h^{k-1 / 2}\left(\frac{\log (p)}{p}\right)^{k-1 / 2}\|u\|_{k+1, \omega, \Omega} \tag{3.9}
\end{equation*}
$$

No better estimate can be obtained for the weaker $\|\|\cdot\|\|_{\mathcal{F}_{h}}-$ norm .
3.4. Error Estimates. In the following theorem, we state error estimates for the PWDG method in the following energy-type norm:

$$
\|w\|_{D G}^{2}:=\| \| u-u_{p}\left\|_{\mathcal{F}_{h}}^{2}+\omega^{2}\right\| w \|_{0, \Omega}^{2} .
$$

THEOREM 3.14. Let $u \in H^{k+1}(\Omega)$ be the analytical solution to (2.1) and let $u_{p}$ be the $P W D G$ solution. Assuming $\omega h \leq c_{0}$, with a constant $c_{0}>0$, there exists a constant $C>0$ independent of $p$ and $u$, but depending on $c_{0}$ (i.e., it depends on $\omega$ and $h$ only through their product $\omega$ ), such that

$$
\begin{gathered}
\left\|\left\|u-u_{p}\right\|\right\|_{\mathcal{F}_{h}} \leq C \omega^{-1 / 2} h^{k-1 / 2}\left(\frac{\log (p)}{p}\right)^{k-1 / 2}\|u\|_{k+1, \omega, \Omega} \\
\omega\left\|u-u_{p}\right\|_{0, \Omega} \leq C \operatorname{diam}(\Omega) h^{k-1}\left(\frac{\log (p)}{p}\right)^{k-1 / 2}\|u\|_{k+1, \omega, \Omega}
\end{gathered}
$$

and thus

$$
\begin{aligned}
\| u- & u_{p} \|_{D G} \\
& \leq C \operatorname{diam}(\Omega)^{1 / 2}\left[\omega^{-1 / 2}+\operatorname{diam}(\Omega)^{1 / 2}\right] h^{k-1}\left(\frac{\log (p)}{p}\right)^{k-1 / 2}\|u\|_{k+1, \omega, \Omega} .
\end{aligned}
$$

Proof. The first two bounds follow from Proposition 3.6, Remark 3.13 and Corollary 3.8. The third bound is a direct consequence of the first two.

REMARK 3.15. If we choose the flux parameters depending on $p$ and $\omega$ h in the following way:

$$
\alpha=\frac{\mathrm{a}}{\omega h} \frac{p}{\log (p)}, \quad \beta=\mathrm{b} \omega h \frac{\log (p)}{p}, \quad \delta=\mathrm{d} \omega h \frac{\log (p)}{p},
$$

with $\mathrm{a}, \mathrm{b}$ and d strictly positive and independent of $h, \omega$ and $p$, again with $\delta \in(0,1)$, the result of Lemma 3.7 becomes

$$
\|w\|_{0, \Omega} \leq C \operatorname{diam}(\Omega)\left[\left(\frac{p}{\log (p)}\right)^{1 / 2} \omega^{-1} h^{-1}+\left(\frac{p}{\log (p)}\right)^{1 / 2}+\omega h\right]\| \| w \|_{\mathcal{F}_{h}}
$$

and the best approximation estimate of Theorem 3.11 is

$$
\begin{aligned}
& \left\|\left\|u-P_{\omega} u \mid\right\|_{\mathcal{F}_{h}^{+}}^{2}\right. \\
& \leq C h^{2 k}\left\{\frac{p}{\log (p)}\left[\mathcal{L}(k, m)^{k+1}+\left(\frac{1}{\sqrt{m+1}}\right)^{m}\right]\left[\mathcal{L}(k, m)^{k}+\left(\frac{1}{\sqrt{m+1}}\right)^{m}\right]\right. \\
& \left.\quad+\frac{\log (p)}{p}\left[\mathcal{L}(k, m)^{k}+\left(\frac{1}{\sqrt{m+1}}\right)^{m}\right]\left[\mathcal{L}(k, m)^{k-1}+\left(\frac{1}{\sqrt{m+1}}\right)^{m}\right]\right\}\|u\|_{k+1, \omega, \Omega}^{2}
\end{aligned}
$$

consequently, reasoning as in Remark 3.13 yields the optimal estimate

$$
\left\|u-P_{\omega} u\right\|\left\|_{\mathcal{F}_{h}^{+}} \leq C h^{k}\left(\frac{\log (p)}{p}\right)^{k}\right\| u \|_{k+1, \omega, \Omega}
$$

Thus, the final error bounds (see Theorem 3.14) for this choice of flux parameters are

$$
\begin{aligned}
& \left\|u-u_{p}\right\|\left\|_{\mathcal{F}_{h}} \leq C h^{k}\left(\frac{\log (p)}{p}\right)^{k}\right\| u \|_{k+1, \omega, \Omega} \\
& \omega\left\|u-u_{p}\right\|_{0, \Omega} \leq C \operatorname{diam}(\Omega) h^{k-1}\left(\frac{\log (p)}{p}\right)^{k-1 / 2}\|u\|_{k+1, \omega, \Omega} \\
& \left\|u-u_{p}\right\|_{D G} \leq C \operatorname{diam}(\Omega) h^{k-1}\left(\frac{\log (p)}{p}\right)^{k-1 / 2}\|u\|_{k+1, \omega, \Omega}
\end{aligned}
$$

The gain of half a power of $\log (p) / p$ in the best approximation estimate, with respect to the case of constant flux parameters, is compensated by a loss of half a power of $\log (p) / p$ in the result of Lemma 3.7, and thus the order of convergence in the energynorm is the same as in the case of constant flux parameters.

Remark 3.16. Matching the final estimate of Theorem 3.14 with the best approximation estimate (3.9) we find that the bounds feature optimal asymptotic behavior with respect to $p$, but half a power of $h$ is lost.

Remark 3.17. The proof of the "coercivity" result of Proposition 3.3 does not involve inverse trace inequalities. This allows to choose either constant flux parameters or the variable flux parameters discussed in Remark 3.15, which, in both cases, give convergence in the energy-norm of order $(\log (p) / p)^{k-1 / 2}$.

On the other hand, the bound of the $L^{2}$-norm of the trace of a discrete function on the boundary of an element $K$ by the $L^{2}$-norm of the discrete function within $K$ involves a constant proportional to $p h_{K}^{-1 / 2}$ (see numerics in [15]). Therefore, the use of inverse trace inequalities would have required a choice of the flux parameters similar to the one in Remark 3.15, but with $p^{2}$ instead of $p / \log (p)$, resulting in a deterioration of the order of convergence of the energy norm by a factor $p \log (p)$.
3.5. Error Estimates in Stronger Norms. It would be desirable to derive an asymptotically quasi-optimal estimate of $\left\|\nabla_{h}\left(u-u_{p}\right)\right\|_{0, \Omega}$ as it could be achieved for the $h$-version of PWDG in [15]. The duality technique employed in our approach does not provide such estimates. We have to settle for weaker results.

Define the following $H^{1}\left(\mathcal{T}_{h}\right)$-orthogonal projection onto the space $\mathbb{P}^{p}\left(\mathcal{T}_{h}\right) \subset$ $H^{1}(\Omega)$ of globally continuous, $\mathcal{T}_{h}$-piecewise polynomial functions of degree $\leq p$ : $\mathcal{P}: H^{1}\left(\mathcal{T}_{h}\right) \rightarrow \mathbb{P}^{p}\left(\mathcal{T}_{h}\right)$ is such that, if $w \in H^{1}\left(\mathcal{T}_{h}\right)$,

$$
\begin{equation*}
\mathcal{L}_{h}(\mathcal{P}(w), v)=\mathcal{L}_{h}(w, v) \quad \forall v \in \mathbb{P}^{p}\left(\mathcal{T}_{h}\right) \tag{3.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}_{h}(w, v):=\int_{\Omega}\left(\nabla_{h} w \cdot \overline{\nabla_{h} v}+\omega^{2} w \bar{v}\right) d V \quad \forall w, v \in H^{1}\left(\mathcal{T}_{h}\right) . \tag{3.11}
\end{equation*}
$$

Note that, given $w$, the computation of $\mathcal{P}$ amounts to solving a Neumann boundary value problem for $-\Delta+\omega^{2}$ by means of $p$-degree Lagrangian finite elements. Thus, in principle, $\mathcal{P} u_{p}$ can be obtained from the PWDG solution $u_{p} \in V_{p}\left(\mathcal{T}_{h}\right)$ by means of solving a discrete positive definite 2nd-order elliptic boundary value problem in a post-processing step.

Proposition 3.18. With the same assumptions as in Theorem 3.14, we have

$$
\left\|\nabla\left(u-\mathcal{P}\left(u_{p}\right)\right)\right\|_{0, \Omega} \leq C\left(\operatorname{diam}(\Omega)+\omega^{-1}\right) h^{k-1}\left(\frac{\log (p)}{p}\right)^{k-1 / 2}\|u\|_{k+1, \omega, \Omega}
$$

with a constant $C>0$ independent of $p$ and $u$, but depending on an upper bound of the product $\omega$ h (i.e., depending on $\omega$ and $h$ only through their product).

Proof. By the triangle inequality, we can write

$$
\begin{equation*}
\left\|\nabla\left(u-\mathcal{P}\left(u_{p}\right)\right)\right\|_{0, \Omega} \leq\|\nabla(u-\mathcal{P}(u))\|_{0, \Omega}+\left\|\nabla\left(\mathcal{P}\left(u-u_{p}\right)\right)\right\|_{0, \Omega} \tag{3.12}
\end{equation*}
$$

We bound the second term on the right-hand side. By the definition of $\mathcal{P}$, for all $v \in H^{1}(\Omega)$, local integration by parts gives

$$
\begin{aligned}
& \mathcal{L}_{h}\left(\mathcal{P}\left(u-u_{p}\right), v\right)=\sum_{K \in \mathcal{T}_{h}} \int_{K} \nabla\left(u-u_{p}\right) \cdot \overline{\nabla v} \mathrm{~d} V+\omega^{2}\left(u-u_{p}, v\right)_{0, \Omega} \\
& =-\sum_{K \in \mathcal{T}_{h}} \int_{K} \Delta\left(u-u_{p}\right) \bar{v} \mathrm{~d} V+\sum_{K \in \mathcal{T}_{h}} \int_{\partial K} \nabla\left(u-u_{p}\right) \cdot \boldsymbol{n}_{K} \bar{v} \mathrm{~d} S+\omega^{2}\left(u-u_{p}, v\right)_{0, \Omega} \\
& =2 \omega^{2}\left(u-u_{p}, v\right)_{0, \Omega}+\int_{\mathcal{F}_{h}^{I}} \llbracket \nabla_{h}\left(u-u_{p}\right) \rrbracket \rrbracket_{N} \bar{v} \mathrm{~d} S+\int_{\mathcal{F}_{h}^{B}} \nabla_{h}\left(u-u_{p}\right) \cdot \boldsymbol{n} \bar{v} \mathrm{~d} S .
\end{aligned}
$$

Aiming for the $\|\left.||w||\right|_{\mathcal{F}_{h}}$-norm, we use the Cauchy-Schwarz inequality and get

$$
\begin{aligned}
\mathcal{L}_{h}\left(\mathcal{P}\left(u-u_{p}\right), v\right) \leq & 2 \omega\left\|u-u_{p}\right\|_{0, \Omega} \omega\|v\|_{0, \Omega} \\
& +\omega^{-1 / 2}\left\|\beta^{1 / 2} \llbracket \nabla_{h}\left(u-u_{p}\right) \rrbracket_{N}\right\|_{0, \mathcal{F}_{h}} \omega^{1 / 2}\left\|\beta^{-1 / 2} v\right\|_{0, \mathcal{F}_{h}^{I}} \\
& +\omega^{-1 / 2}\left\|\delta^{1 / 2} \nabla_{h}\left(u-u_{p}\right) \cdot \boldsymbol{n}\right\|_{0, \mathcal{F}_{h}^{B}} \omega^{1 / 2}\left\|\delta^{-1 / 2} v\right\|_{0, \mathcal{F}_{h}^{B}} \\
\leq & 2 \omega\left\|u-u_{p}\right\|_{0, \Omega} \omega\|v\|_{0, \Omega} \\
& +\| \| u-u_{p}\left\|\left.\right|_{\mathcal{F}_{h}} \omega^{1 / 2} \max \left\{\delta^{-1 / 2}, \beta^{-1 / 2}\right\}\right\| v \|_{0, \mathcal{F}_{h}} .
\end{aligned}
$$

Now, the trace inequality (3.6) gives

$$
\begin{aligned}
\mathcal{L}_{h}\left(\mathcal{P}\left(u-u_{p}\right), v\right) \leq & 2 \omega\left\|u-u_{p}\right\|_{0, \Omega} \omega\|v\|_{0, \Omega}+C(\omega h)^{-1 / 2}\| \| u-u_{p}\| \|_{\mathcal{F}_{h}} \\
& \cdot \max \left\{\delta^{-1 / 2}, \beta^{-1 / 2}\right\} \cdot\left(\omega\|v\|_{0, \Omega}+\omega h\|\nabla v\|_{0, \Omega}\right) \\
\leq & \left(\omega^{2}\left\|u-u_{p}\right\|_{0, \Omega}^{2}+(\omega h)^{-1} \mid\left\|u-u_{p}\right\| \|_{\mathcal{F}_{h}}^{2}\right)^{1 / 2} \\
& \cdot C \max \left\{\delta^{-1 / 2}, \beta^{-1 / 2}\right\} \max \{\omega h, 1\} \\
& \cdot\left(\omega^{2}\|v\|_{0 . \Omega}^{2}+\|\nabla v\|_{0, \Omega}^{2}\right)^{1 / 2}
\end{aligned}
$$

where $C>0$ only depends on the shape-regularity of the mesh $\mathcal{T}_{h}$. Setting $v:=$ $\mathcal{P}\left(u-u_{p}\right)$ yields the estimate

$$
\begin{aligned}
\left\|\nabla \mathcal{P}\left(u-u_{p}\right)\right\|_{0, \Omega}^{2}+\omega^{2}\left\|\mathcal{P}\left(u-u_{p}\right)\right\|_{0 . \Omega}^{2} \leq & C(\min \{\delta, \beta\})^{-1} \max \{\omega h, 1\}^{2} \\
& \cdot\left(\omega^{2}\left\|u-u_{p}\right\|_{0, \Omega}^{2}+(\omega h)^{-1}\| \| u-u_{p} \|_{\mathcal{F}_{h}}^{2}\right) .
\end{aligned}
$$

We plug in the estimates of Theorem 3.14 and allow $C>0$ to depend on an upper bound for $\omega h$ and the (constant) flux parameters, in addition. Thus, we arrive at

$$
\begin{equation*}
\left\|\nabla \mathcal{P}\left(u-u_{p}\right)\right\|_{0, \Omega} \leq C\left(\operatorname{diam}(\Omega)+\omega^{-1}\right) h^{k-1}\left(\frac{\log (p)}{p}\right)^{k-1 / 2}\|u\|_{k+1, \omega, \Omega} \tag{3.13}
\end{equation*}
$$

Further, standard error estimates for $H^{1}$-conforming Lagrangian finite element spaces [7] provide

$$
\begin{equation*}
\|\nabla(u-\mathcal{P} u)\|_{0, \Omega} \leq C \frac{h^{k}}{p^{k}}\|u\|_{k+1, \omega, \Omega} \tag{3.14}
\end{equation*}
$$

where $C>0$ depends on the shape-regularity of $\mathcal{T}_{h}$ and $\Omega$.
Inserting (3.13) and (3.14) into (3.12) yields the assertion of the theorem.
4. Numerical Experiments. In this section, we numerically investigate the $p$ convergence of the PWDG method for regular and singular solutions of the Helmholtz equation in 2 D .

We consider a square domain $\Omega=[0,1] \times[-0.5,0.5]$, partitioned by a mesh consisting of 8 triangles (see Figure 4.1, upper-left plot), so that $h=1 / \sqrt{2}$. For the time being, we fix $\omega=10$, such that an entire wavelength $\lambda=2 \pi / \omega \simeq 0.628$ is completely contained in $\Omega$. All the computations have been done in MATLAB, and the system matrix was computed by exact integration on the mesh skeleton.

We choose the inhomogeneous boundary conditions in such a way that the analytical solutions are the circular waves given, in polar coordinates $\boldsymbol{x}=(r \cos \theta, r \sin \theta)$, by

$$
u(\boldsymbol{x})=J_{\xi}(\omega r) \cos (\xi \theta), \quad \xi \geq 0
$$

here, $J_{\xi}$ denotes the Bessel function of the first kind and order $\xi$. For $t \ll 1$, these functions behave like

$$
J_{\xi}(t) \approx \frac{1}{\Gamma(\xi+1)}\left(\frac{t}{2}\right)^{\xi}
$$

Thus, if $\xi \in \mathbb{N}, u$ can be analytically extended to a Helmholtz solution in $\mathbb{R}^{2}$, while, if $\xi \notin \mathbb{N}$, its derivatives have a singularity at the origin. Then $u \in H^{\xi+1-\epsilon}(\Omega)$ for every $\epsilon>0$, but $u \notin H^{\xi+1}(\Omega)$ (see [16, Theorem 1.4.5.3]).

We compute the numerical solutions in the regular case $\xi=1$ and in the singular cases $\xi=2 / 3$ and $\xi=3 / 2$. The profiles of the analytical solutions corresponding to these three cases are displayed in Figure 4.1, upper-right and lower plots.

We consider two choices of numerical fluxes: with constant parameters, as in the original ultra weak variational formulation (UWVF) of Cessenat and Despres [11] ( $\alpha=\beta=\delta=1 / 2$; dashed line in the plots), or depending on $p, h$ and $\omega$ as in Remark 3.15: $\alpha=\beta^{-1}=\delta^{-1}=\mathrm{a}_{0} p /(\omega h \log p)$, with $\mathrm{a}_{0}=10$ (PWDG from here on; dashed-dotted lines in the plots). We also plot the error of the $L^{2}$-projection of $u$ onto $V_{p}\left(\mathcal{T}_{h}\right)$ (solid line). For every case, we compute the $L^{2}-$ norm of the error, the broken $H^{1}$-seminorm and the $L^{2}$-norm of the jumps on the skeleton of the mesh. The errors are plotted in Figures 4.2-4.5.

These plots highlight three different regimes for increasing $p: i$ ) a pre-asymptotic region with slow convergence, $i i$ ) a region of faster convergence, and finally iii) a sudden stalling of convergence, due to the impact of round-off.

With a parameter $\mathrm{a}_{0} \geq 5$ in the definition of the fluxes, such that the condition $\delta<1$ (and thus $1-\delta>0$ ) is satisfied for all the considered $p$, the PWDG method is slightly superior to the one with constant fluxes (UWVF) in the $L^{2}-$ and $H^{1}$-norms; the difference in the jumps norm is even more significant.

The most evident outcome is that, for both methods, the numerical errors are always close to $L^{2}$-approximation error of the analytical solution, that is, the $p$-version is not affected by the pollution effect.

The discretization error for $\xi=1$ (analytic solution) converges in all the considered norms with exponential rate (see Figure 4.2). This behavior is not a surprise: the algebraic convergence in the theoretical estimates is only due to the best approximation error and becomes exponential when the analytical solution of the problem


Fig. 4.1. The mesh used for the numerical experiments and the analytical solutions for $\xi=$ $1,2 / 3,3 / 2$.
can be extended analytically outside the domain (see [25, Section 2.4] and [8, Theorem 6.3.3], where the results refer to the approximation of holomorphic functions by complex polynomials, but they can be transferred to the approximation by plane waves).

For $\xi=2 / 3$ and $\xi=3 / 2$, the solution $u$ has a singularity located in a boundary node of the mesh. It corresponds to the typical corner singularities arising from reentrant corners in scattering problems. In this case, as expected, the convergence is not exponential but algebraic, altough the orders of convergence are not clear. In the region of faster convergence, the orders are significantly better then the ones expected from the theory; for higher $p$ numerical instability prevents us from obtaining a neat slope in the logarithmic plot. In all the considered norms, the orders of convergence are clearly better for the solution with higher Sobolev regularity (with $\xi=3 / 2$, $\left.u \in H^{2}(\Omega)\right)$.

By decreasing the wavenumber $\omega$, keeping the mesh fixed, we obtain a faster convergence in all the norms for both methods; see Figure 4.6. On the other hand, the instability appears for smaller $p$ because the plane waves are closer to be linearly dependent. Of course in this case the domain accommodates fewer wavelengths.

Vice versa, if we increase $\omega$, again with the same mesh, the preasymptotic region becomes larger and larger (more plane waves are needed before the onset of convergence) and the instability reduces the maximum possible accuracy we can reach.
5. Conclusions. We have presented the first $p$-version a priori error analysis of the plane wave discontinuous Galerkin (PWDG) method for the 2D homogeneous


FIG. 4.2. The errors in $L^{2}$-norm, $H^{1}$-seminorm, and $L^{2}$-norm for the jumps for the regular solution $u=J_{1}(\omega r) \cos (\theta)$ plotted against $p \in\{3, \ldots, 27\}$. The convergence is exponential before the onset of numerical instability, and the discretization error is very close to the $L^{2}$-projection error.


Fig. 4.3. The errors in $L^{2}$-norm for the two singular solutions $(\xi=2 / 3$ on the left and $\xi=3 / 2$ on the right) in logarithmic scale with respect to $p / \log p, p \in\{3, \ldots, 27\}$.

Helmholtz equation. Quasi-optimal error estimates in an energy-type norm are established by using a modified duality argument due to [27,10]. On the other hand, our analysis does not provide an estimate of the gradient of the error (we were only able to estimate the gradient of the difference between the analytical solution and a computable projection of the PWDG solution), nor a quasi-optimal estimate of the $L^{2}$-norm of the error. These problems remain open.

As far as the 3D case is concerned, the only missing point are projection error


Fig. 4.4. The errors in broken $H^{1}$-seminorm for the two singular solutions $(\xi=2 / 3$ on the left and $\xi=3 / 2$ on the right) in logarithmic scale with respect to $p / \log p, p \in\{3, \ldots, 27\}$.


Fig. 4.5. The errors in $L^{2}-$ norm on the skeleton for the jumps of the two singular solutions ( $\xi=2 / 3$ on the left and $\xi=3 / 2$ on the right) in logarithmic scale with respect to $p / \log p, p \in$ $\{3, \ldots, 27\}$.


FIG. 4.6. The errors in $L^{2}$-norm for the regular solution $(\xi=1$, on the left) and the singular one ( $\xi=2 / 3$, on the right, in logarithmic scale with respect to $p / \log p$ ) for different values of $\omega$ (0.25, 1, 4, 16, 64), $p \in\{3, \ldots, 40\}$.
estimates for solutions to the homogeneous Helmholtz equation onto plane wave spaces in 3D; as soon as these estimates will be established, the error analysis for the 3D case will be complete, since our analysis framework covers 2D and 3D at once.

Acknowledgment. The authors wish to thank Claude Gittelson for providing his MATLAB implementation of PWDG as a basis for the numerical experiments.

## REFERENCES

[1] M. Ainsworth, Discrete dispersion relation for hp-version finite element approximation at high wave number, SIAM J. Numer. Anal., 42 (2004), pp. 563-575.
[2] ——, Dispersive and dissipative behaviour of high order discontinuous Galerkin finite element methods, J. Comp. Phys., 198 (2004), pp. 106-130.
[3] ——, Dispersive properties of high order Nedelec/edge element approximation of the timeharmonic Maxwell equations, Phil. Trans. Roy. Soc. Series A, 362 (2004), pp. 471-493.
[4] M. Amara, R. Djellouli, and C. Farhat, Convergence analysis of a discontinuous Galerkin method with plane waves and lagrange multipliers for the solution of Helmholtz problems, SIAM J. Numer. Anal., 47 (2009), pp. 1038-1066.
[5] I. Babuška and J. Melenk, The partition of unity method, Int. J. Numer. Methods Eng., 40 (1997), pp. 727-758.
[6] I. Babuška and S. Sauter, Is the pollution effect of the FEM avoidable for the Helmholtz equation?, SIAM Review, 42 (2000), pp. 451-484.
[7] I. Babuška and M. Suri, The $p$ and hp versions of the finite element method: Basic principles and properties, SIAM Review, 36 (1994), pp. 578-632.
[8] T. Betcke, Numerical computation of eigenfunctions of planar regions, PhD thesis, University of Oxford, 2005.
[9] S. Brenner and R. Scott, Mathematical theory of finite element methods, Texts in Applied Mathematics, Springer-Verlag, New York, 2nd ed., 2002.
[10] A. Buffa and P. Monk, Error estimates for the Ultra Weak Variational Formulation of the Helmholtz equation, ESAIM: M2AN Math. Model. Numer. Anal., 42 (2008), pp. 925-940.
[11] O. Cessenat and B. Després, Application of an ultra weak variational formulation of elliptic PDEs to the two-dimensional Helmholtz equation, SIAM J. Numer. Anal., 35 (1998), pp. 255-299.
[12] P. Cummings and X.-B. Feng, Sharp regularity coefficient estimates for complex-valued acoustic and elastic Helmholtz equations, Math. Models Methods Appl. Sci., 16 (2006), pp. 139160.
[13] C. Farhat, R. Tezaur, and P. Weidemann-Goiran, Higher-order extensions of a discontinuous Galerkin method for mid-frequency Helmholtz problems, Int. J. Numer. Meth. Engr., 61 (2004).
[14] G. Gabard, Discontinuous Galerkin methods with plane waves for time-harmonic problems, J. Comp. Phys., 225 (2007), pp. 1961-1984.
[15] C. Gittelson, R. Hiptmair, and I. Perugia, Plane wave discontinuous Galerkin methods: Analysis of the h-version, ESAIM: M2AN Math. Model. Numer. Anal., 43 (2009), pp. 297331.
[16] P. Grisvard, Elliptic problems in nonsmooth domains, vol. 24 of Monographs and Studies in Mathematics, Pitman, Boston, MA, 1985.
[17] U. Hetmaniuk, Stability estimates for a class of Helmholtz problems, Communications in Mathematical Sciences, 5 (2007), pp. 665-678.
[18] R. Hiptmair, A. Moiola, and I. Perugia, Approximation by plane waves, tech. rep., SAMETH Zürich, 2009. In preparation.
[19] R. Hiptmair and I. Perugia, Mixed plane wave discontinuous Galerkin methods, in Proceedings of the 18th International Conference on Domain Decomposition Methods, Jerusalem, Jan 12-17, 2008, O. Widlund, ed., Lecture Notes in Computational Science and Engineering, Berlin, 2008, Springer. To appear.
[20] T. Huttunen, P. Gammallo, and R. Astley, Comparison of two wave element methods for the Helmholtz problem, Commun. Numer. Meth. Engng, (2008). Published Online: 18 Feb 2008.
[21] T. Huttunen, J. Kaipio, and M. Malinen, Optimal control in high intensity focused ultrasound surgery, in Optimization in Medicine, C. Alves, P. Pardalos, and L. Vicente, eds., vol. 12 of Optimization and Its Applications, Springer, New York, 2008, pp. 169-195.
[22] T. Huttunen, M. Malinen, and P. Monk, Solving Maxwell's equations using the ultra weak variational formulation, J. Comp. Phys., (2006).
[23] T. Huttunen and P. Monk, The use of plane waves to approximate wave propagation in anisotropic media, J. Computational Mathematics, 25 (2007), pp. 350-367.
[24] T. Huttunen, P. Monk, and J. Kaipio, Computational aspects of the ultra-weak variational
formulation, J. Comp. Phys., 182 (2002), pp. 27-46.
[25] J. Melenk, On Generalized Finite Element Methods, PhD thesis, University of Maryland, USA, 1995.
[26] A. Moiola, Approximation properties of plane wave spaces and application to the analysis of the plane wave discontinuous Galerkin method, Tech. Rep. 2009-06, SAM-ETH Zürich, 2009.
[27] P. Monk and D. Wang, A least squares method for the Helmholtz equation, Computer Methods in Applied Mechanics and Engineering, 175 (1999), pp. 121-136.
[28] E. Perrey-Debain, O. Laghrouche, and P. Bettess, Plane-wave basis finite elements and boundary elements for three-dimensional wave scattering, Phil. Trans. R. Soc. London A, 362 (2004), pp. 561-577.
[29] H. Riou, P. Ladevéze, and B. Sourcis, The multiscale VTCR approach applied to acoustics problems, J. Comp. Acoustics, (2008). To appear.
[30] R. Tezaur and C. Farhat, Three-dimensional discontinuous Galerkin elements with plane waves and Lagrange multipliers for the solution of mid-frequency Helmholtz problems, Int. J. Numer. Meth. Engr., 66 (2006), pp. 796-815.

## Research Reports

No. Authors/Title

09-20 R. Hiptmair, A. Moiola and I. Perugia
Plane wave discontinuous Galerkin methods for the 2D Helmholtz equation: analysis of the $p$-version

09-19 C. Winter
Wavelet Galerkin schemes for multidimensional anisotropic integrodifferential operators

09-18 C.J. Gittelson
Stochastic Galerkin discretization of the lognormal isotropic diffusion problem

09-17 A. Bendali, A. Tizaoui, S. Tordeux, J. P. Vila
Matching of Asymptotic Expansions for a 2-D eigenvalue problem with two cavities linked by a narrow hole

09-16 D. Kressner, C. Tobler
Krylov subspace methods for linear systems with tensor product structure

09-15 R. Granat, B. Kågström, D. Kressner
A novel parallel QR algorithm for hybrid distributed memory HPC systems

09-14 M. Gutknecht
IDR explained
09-13 P. Bientinesi, F.D. Igual, D. Kressner, E.S. Quintana-Orti
Reduction to condensed forms for symmetric eigenvalue problems on multi-core architectures

09-12 M. Stadelmann
Matrixfunktionen - Analyse und Implementierung
09-11 G. Widmer
An efficient sparse finite element solver for the radiative transfer equation
09-10 P. Benner, D. Kressner, V. Sima, A. Varga
Die SLICOT-Toolboxen für Matlab
09-09 H. Heumann, R. Hiptmair
A semi-Lagrangian method for convection of differential forms
09-08 M. Bieri
A sparse composite collocation finite element method for elliptic sPDEs
09-07 M. Bieri, R. Andreev, C. Schwab
Sparse tensor discretization of elliptic sPDEs


[^0]:    *Dipartimento di Matematica, Università di Pavia, I-27100 Pavia, Italy.
    Email: ilaria.perugia@unipv.it

[^1]:    *SAM, ETH Zurich, CH-8092 Zürich, hiptmair@sam.math.ethz.ch
    †SAM, ETH Zurich, CH-8092 Zürich, andrea.moiola@sam.math.ethz.ch
    $\ddagger$ Dipartimento di Matematica, Università di Pavia, I-27100 Pavia, ilaria.perugia@unipv.it

