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#### Abstract

We investigate the performance of the routines in LAPACK and the Successive Band Reduction (SBR) toolbox for the reduction of a dense matrix to tridiagonal form, a crucial preprocessing stage in the solution of the symmetric eigenvalue problem. The target architecture is a current general purpose multi-core processor, where parallelism is extracted using a tuned multi-threaded implementation of BLAS. Also, in response to the advances of hardware accelerators, we modify the code in SBR to accelerate the computation by off-loading a significant part of the operations to a graphics processor (GPU). Our results on a system with two Intel QuadCore processors and a Tesla C1060 GPU illustrate the performance and scalability delivered by these architectures.


## 1 Introduction

We consider the solution of the symmetric eigenvalue problem

$$
\begin{equation*}
A X=X \Lambda, \tag{1}
\end{equation*}
$$

where $A \in \mathbb{R}^{n \times n}$ is a symmetric matrix, $\Lambda=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) \in \mathbb{R}^{n \times n}$ is a diagonal matrix containing the eigenvalues of $A$, and the $j$ th column of the orthogonal matrix $X \in \mathbb{R}^{n \times n}$ is the eigenvector associated with $\lambda_{j}[9]$. Given the matrix $A$, the objective is to compute its eigenvalues or a subset thereof and, if requested, the associated eigenvectors as well. Applications leading to eigenvalue problems are ubiquitous in science and engineering, and large-scale eigenproblems of the form (1) appear, e.g., in computational quantum chemistry, finite element modeling, and multivariate statistics, to name only a few. Particularly challenging eigenvalue
problems arise in density functional theory, where a significant fraction of the eigenvalues and eigenvectors of a potentially large symmetric matrix need to be computed [10].

Efficient algorithms for the solution of (1) usually consist of the following three stages: the original matrix $A$ is first reduced to a (symmetric) tridiagonal matrix $T \in \mathbb{R}^{n \times n}$ by a sequence of orthogonal similarity transforms: $Q^{T} A Q=T$, where $Q \in \mathbb{R}^{n \times n}$ is the matrix representing the accumulation of these orthogonal transforms. The $\mathrm{MR}^{3}$ algorithm [7] or the (parallel) $\mathrm{PRR}^{3}[4]$ algorithm is then applied to the tridiagonal matrix $T$ to accurately compute its eigenvalues and, optionally, the associated eigenvectors. Finally, when the eigenvectors of $A$ are desired, we need to apply a back-transform to the eigenvectors of $T$. In particular, if $T X_{T}=X_{T} \Lambda$, with $X_{T} \in \mathbb{R}^{n \times n}$ representing the eigenvectors of $T$, then $X=Q X_{T}$. Both the first and last stage cost $O\left(n^{3}\right)$ floating-point arithmetic operations (flops) while the second stage based on the $\mathrm{MR}^{3}$ algorithm only requires $O\left(n^{2}\right)$ flops. (Other algorithms for solving tridiagonal eigenvalue problems, such as the QR algorithm, the Divide \& Conquer method, etc. [9] are not competitive as they require $O\left(n^{3}\right)$ flops for the second stage.)

In this paper we re-evaluate the performance of the codes in LAPACK [1] and the Successive Band Reduction (SBR) toolbox [5, 6] for the reduction of a full symmetric matrix $A$ to tridiagonal form. The LAPACK routine SYTRD employs a simple algorithm based on Householder reflectors [9], enhanced with WY representations [8], to reduce $A$ directly to tridiagonal form. Unfortunately, only half of its operations can be performed in terms of calls to BLAS-3 kernels, resulting in a poor use of the memory hierarchy. To overcome such drawback of SYTRD, the SBR toolbox first reduces $A$ to an intermediate band matrix $B$, and subsequently reduces $B$ to tridiagonal form. The advantage of this two-step procedure is that the first step can be carried out using BLAS-3 kernels, while the cost of the second step becomes negligible provided a moderate band width is chosen for $B$.

Our interest in this study is motivated by the increase in the number of cores in general-purpose processors and by the recent advances in more specific hardware accelerators such as graphics processors (GPUs). In particular, we aim at evaluating how the presence of multiple cores in these new architectures affects the performance of the codes in LAPACK and SBR for tridiagonal reduction. Note that, because of the efficient formulation and practical implementation of the $\mathrm{MR}^{3}$ algorithm, the reduction
to tridiagonal form and the back-transform are currently the most timeconsuming stages in the solution of the symmetric eigenvalue problem.

The rest of the paper is organized as follows. In Sections 2 and 3 we review the routines in LAPACK and SBR for the reduction of a dense matrix to tridiagonal form. In the latter section, we also propose a modification of the code in SBR to accelerate the initial reduction to band form using a GPU. Section 4 offers experimental results of these implementations on a workstation with two Intel Xeon QuadCore processors (8 cores) and an NVIDIA Tesla C1060 GPU. Finally, Section 5 summarizes the conclusions of our study.

## 2 The LAPACK Routine SYTRD

The LAPACK routine SYTRD is based on the classical approach of reducing $A$ to tridiagonal form by a series of Householder reflectors $H_{1}, H_{2}$, $\ldots, H_{n-2}$. Each Householder reflector is an orthogonal matrix of the form $H_{j}=I-\beta_{j} u_{j} u_{j}^{T}$, where $\beta_{j} \in \mathbb{R}, u_{j} \in \mathbb{R}^{n}$ with the first $j$ entries zero, and $I$ denotes hereafter the square identity matrix of the appropriate order. The purpose of each $H_{j}$ is to annihilate the entries below the subdiagonal in the $j$ th column of $A_{j-1}=H_{j-1}^{T} \cdots H_{2}^{T} H_{1}^{T} A H_{1} H_{2} \cdots H_{j-1}$.

The routine SYTRD proceeds as follows. Let $b$ denote the algorithmic block size and assume that the we have already computed the first $j-1$ columns/rows of $T$. Consider the following partitioning

$$
H_{j-1}^{T} \cdots H_{2}^{T} H_{1}^{T} A H_{1} H_{2} \cdots H_{j-1}=\left(\begin{array}{c|c|c}
T_{00} & T_{10}^{T} & 0 \\
\hline T_{10} & A_{11} & A_{21}^{T} \\
\hline 0 & A_{21} & A_{22}
\end{array}\right)
$$

where $T_{00} \in \mathbb{R}^{j-1 \times j-1}$ is in tridiagonal form and $A_{11} \in \mathbb{R}^{b \times b}$. With this partitioning, all entries of $T_{10}$ are zero except for its top right corner. Then, the following operations are computed during the current iteration of SYTRD:

1. The current panel $\left(\frac{A_{11}}{A_{21}}\right)$ is reduced to tridiagonal form by a sequence of $b$ orthogonal transforms $H_{j}, H_{j+1}, \ldots, H_{j+b-1}$. Simultaneously, two
matrices $U, W \in \mathbb{R}^{(n-j-b+1) \times b}$ are built such that

$$
\begin{aligned}
& H_{j+b-1}^{T} \cdots H_{j+1}^{T} H_{j}^{T}\left(\begin{array}{c|c|c}
T_{00} & T_{10}^{T} & 0 \\
\hline T_{10} & A_{11} & A_{21}^{T} \\
\hline 0 & A_{21} & A_{22}
\end{array}\right) H_{j} H_{j+1} \cdots H_{j+b-1} \\
& \quad=\left(\begin{array}{c|cc}
T_{00} & T_{10}^{T} & 0 \\
\hline T_{10} & T_{11} & T_{21}^{T} \\
\hline 0 & T_{21} & A_{22}-U W^{T}-W U^{T}
\end{array}\right)
\end{aligned}
$$

where $T_{11}$ is in tridiagonal form and all entries of $T_{21}$ are zero except for its top right corner.
2. The submatrix $A_{22}$ is updated as $A_{22}:=A_{22}-U W^{T}-W U^{T}$ where, in order to exploit the symmetry, only the lower (or the upper) half of this matrix is updated.

The simultaneous computation of $U$ and $W$ along with the reduction in Step 1 is needed to determine the first column of the unreduced part, which defines the Householder reflector. While $U$ simply contains the vectors $u_{j}, u_{j+1}, \ldots, u_{j+b-1}$ of the Householder reflectors $H_{j}, H_{j+1}, \ldots, H_{j+b-1}$, more work is needed to determine $W$. In fact, the bulk of the computation in Step 1 lays in the formation of $W$. For each reduced column in the panel a new column of $W$ is generated. This requires four panel-vector multiplications and one symmetric matrix-vector multiplication with the submatrix $A_{22}$ as operand. The latter operation, computed with the BLAS-2 SYMV kernel, is the most expensive one, requiring roughly $2(n-j)^{2} b$ flops. Step 2 also requires $2(n-j)^{2} b$ flops, but is entirely performed by the BLAS-3 kernel SYR2k for the symmetric rank$2 b$ update. The overall cost of SYTRD is therefore $4 n^{3} / 3$ flops provided that $b \ll n$.

Note that there is no need to construct the orthogonal factor $Q=$ $H_{1} H_{2} \cdots H_{n-2}$ explicitly. Instead, the vectors $u_{j}$ defining the Householder reflectors $H_{j}$ are stored in the annihilated entries of $A$. Additional workspace is needed to store the scalars $\beta_{j}$, but this requires only $O(n)$ entries and is thus negligible. If the eigenvectors are requested, the backtransform $Q X_{T}$ is computed using this data in $2 n^{3}$ flops. With the compact WY representation [9] this operation can be performed almost entirely in terms of calls to BLAS-3 kernels.

## 3 The SBR Toolbox

The SBR toolbox is a software package for symmetric band reduction via orthogonal transforms. SBR includes routines for the reduction of dense


Fig. 1. Partitioning of the matrix during one iteration of routine SYRDB for the reduction to band form.
symmetric matrices to banded form (SYRDB) and the reduction of banded matrices to narrower banded (SBRDB) or tridiagonal form (SBRDT). Accumulation of the orthogonal transforms and repacking routines for storage rearrangement are also provided in the toolbox.

In this section we describe the routines Syrdb and Sbrdt which, invoked in that order, produce the same result as the reduction of a dense matrix to tridiagonal form using the LAPACK routine sytrd. For the SBR routine SYRDB, we also describe how to off-load the bulk of the computations to the GPU.

### 3.1 Reduction to band form

Suppose that the first $j-1$ columns of the matrix $A$ have already been reduced to band form with bandwidth $w$. Let $b$ denote the algorithmic block size, and assume for simplicity that $j+w+b-1 \leq n$ and $b \leq w$; see Figure 1. Then, during the current iteration of routine SYRDB, the next $b$ columns of the band matrix are obtained as follows:

1. Compute the QR factorization of $A_{0} \in \mathbb{R}^{k \times b}, k=n-(j+b)+1$ :

$$
\begin{equation*}
A_{0}=Q_{0} R_{0} \tag{2}
\end{equation*}
$$

where $R_{0} \in \mathbb{R}^{b \times b}$ is upper triangular and the orthogonal factor $Q_{0}$ is implicitly stored as a sequence of $b$ Householder vectors using the annihilated entries of $A_{0}$ plus $b$ entries of a vector of length $n$. The cost of this first step is $2 b^{2}(k-b / 3)$ flops.
2. Construct the factors of the compact WY representation [9] of the orthogonal matrix $Q_{0}=I_{k}+W T W^{T}$, with $W \in \mathbb{R}^{k \times b}$ and $T \in \mathbb{R}^{k \times k}$ upper triangular. The cost of this step is about $k b^{2}$ flops.
3. Apply the orthogonal matrix to $A_{1} \in \mathbb{R}^{k \times w-b}$ from the left:

$$
\begin{equation*}
A_{1}:=Q_{0}^{T} A_{1}=\left(I_{k}+W T W^{T}\right)^{T} A_{1}=A_{1}+W\left(\left(A_{1}^{T} W\right) T^{T}\right)^{T} \tag{3}
\end{equation*}
$$

By performing the operations in the order specified in the rightmost expression of (3), the cost of this step becomes $4 k b(w-b)$ flops. In case the bandwidth equals the block size $(w=b), A_{1}$ comprises no columns and, therefore, no operation is performed in this step.
4. Apply the orthogonal matrix to $A_{2} \in \mathbb{R}^{k \times k}$ from both the left and right:

$$
\begin{align*}
A_{2} & :=Q_{0}^{T} A_{2} Q_{0}=\left(I_{k}+W Y^{T}\right)^{T} A_{2}\left(I+W Y^{T}\right)  \tag{4}\\
& =A_{2}+Y W^{T} A_{2}+A_{2} W Y^{T}+Y W^{T} A_{2} W Y^{T} \tag{5}
\end{align*}
$$

with $Y=W T$. In particular, during this step only the lower (or the upper) triangular part of $A_{2}$ is updated. In order to do so, (5) is computed as the following sequence of (BLAS) operations:

$$
\begin{array}{ll}
(\text { SYMM }) & X_{1}:=A_{2} W \\
(\text { GEMM }) & X_{2}:=\frac{1}{2} X_{1}^{T} W \\
(\text { GEMM }) & X_{3}:=X_{1}+Y X_{2} \\
\text { (SYR2K) } & A_{2}:=A_{2}+X_{3} Y^{T}+Y X_{3}^{T} \tag{9}
\end{array}
$$

The major cost of this step is in the computation of the symmetric matrix product (6) and the symmetric rank- $2 k$ update (9), each with a cost of $2 k^{2} b$ flops. On the other hand, the matrix products (7) and (8) only require $2 k b^{2}$ flops each. Therefore, the overall cost of Step 4 is approximately $4 k^{2} b+4 k b^{2}$, which is higher than the cost of the remaining Steps 1, 2, and 3, which require $O\left(k b^{2}\right), O\left(k b^{2}\right)$, and $O\left(\max \left(k b^{2}, k b w\right)\right)$ flops, respectively.

In summary, provided that $b$ and $w$ are both small compared with $n$, the global cost of the reduction of a full matrix to band form is $4 n^{3} / 3$ flops. Furthermore, the bulk of the computation is performed in terms of BLAS3 operations SYMM and SYR2K in (6) and (9), so that high performance can be expected from routine SYRDB in case a tuned implementation of BLAS is used.

The orthogonal matrix $Q_{B} \in \mathbb{R}^{n \times n}$ for the reduction $Q_{B}^{T} A Q_{B}=B$ where $B \in \mathbb{R}^{n \times n}$ is the (symmetric) band matrix can be explicitly constructed by accumulating the involved Householder reflectors at a cost of $4 n^{3} / 3$ flops. Once again, compact WY representations help in casting this computation almost entirely in terms of calls to BLAS-3 kernels.

### 3.2 Reduction to band form on the GPU

Recent work on the implementation of BLAS and the major factorization routines for the solution of linear systems $[2,3,11]$ has demonstrated the potential of GPUs to yield high performance on dense linear algebra operations which can be cast in terms of matrix-matrix products. In this subsection we describe how to exploit the GPU in the reduction of a full matrix to band form, orchestrating the computations carefully to reduce the number of data transfers between the memories of the host and the GPU.

During the reduction to band form, the operations in Step 4 are natural candidates for being computed on the GPU while, due to the kernels involved in Steps 1 and 2 (mainly narrow matrix-vector products), these operations are better suited for the CPU. The operations in Step 3 can be performed either on the CPU or the GPU but, in general, $w-b$ will be small so that this computation is likely better suited for the CPU. Now, assume that the entire matrix resides on the GPU memory initially. We can then proceed to compute the reduced form by repeating the following three steps for each column block:

1. Transfer $A_{0}$ and $A_{1}$ back from GPU memory to main memory. Compute Steps 1, 2, and 3 on the CPU.
2. Transfer $W$ and $Y$ from main memory to the GPU.
3. Compute Step 4 on the GPU.

Proceeding in this manner, at the completion of the algorithm most of the band matrix and the Householder reflectors are available in the main memory. Specifically, only the diagonal $b \times b$ blocks in $A$ remain to be transferred to the main memory.

### 3.3 Reduction to tridiagonal form

The routine SBRDT in SBR is responsible for reducing the banded matrix $B$ to tridiagonal form by means of Householder reflectors. Let $Q_{T}$ denote the orthogonal transforms which produce this reduction, that is $Q_{T}^{T} B Q_{T}=T$. On exit, the routine returns the tridiagonal matrix $T$ and, upon request, accumulates these transforms, forming the matrix $Q=Q_{B} Q_{T} \in \mathbb{R}^{n \times n}$ so that $Q^{T} A Q=Q_{T}^{T}\left(Q_{B}^{T} A Q_{B}\right) Q_{T}=Q_{T}^{T} B Q_{T}=T$.

The matrix $T$ is constructed in routine SBRDT one column at the time: at each iteration those elements below the first subdiagonal of the current column are annihilated using a Householder reflector; the reflector is then applied to both sides of the matrix, and the resulting bulge is chased down along the band. The computation is cast in terms of BLAS-2 operations at best (SYMV and SYR2 for two-sided updates, and GEMV and GER for one-sided updates) and the total cost is $6 n^{2} w+8 n w^{2}$ flops.

If the eigenvectors are desired, then the orthogonal matrix $Q_{B}$ produced in the first stage (reduction from full to banded form) needs to be updated by the orthogonal transforms computed during the reduction from banded to tridiagonal form (i.e., $Q_{T}$ ). This update requires $O\left(n^{3}\right)$ flops and can be reformulated almost entirely in terms of calls to level-3 BLAS kernels, even though this reformulation is less trivial than for the first stage [6]. However, the matrix $Q=Q_{B} Q_{T}$ still need to be applied as part of the back-transform step, adding $2 n^{3}$ flops to the cost of building the matrix containing the eigenvectors.

We do not propose to off-load the reduction of the band matrix to tridiagonal form on the GPU as this is a fine-grained computation which do not lend itself to an easy implementation on this architecture.

## 4 Experimental Results

The target platform used in the experiments is a workstation with two Intel Xeon QuadCore CPUs consisting of 8 cores running at 2.33 GHz , with 8 GB DDR2 RAM, and offering a theoretical peak performance of $37.28 / 18.64$ GFLOPS in single/double precision ( 1 GFLOPS $=10^{9}$ flops/second). The workstation is also equipped with an NVIDIA Tesla C1060 board with 240 single-precision and 30 double precision streaming processor cores running at $1.3 \mathrm{GHz}, 4 \mathrm{~GB}$ DDR3 RAM, and a theoretical peak performance of $933 / 78$ GFLOPS in single/double precision. The Intel chipset E5410 and the Tesla board are connected via a PCI-Express Gen2 interface with a peak bandwidth of 48 Gbits/second. MKL 10.1 was employed for all computations performed on the Intel cores. NVIDIA

CUBLAS (version 2.0) built on top of the CUDA application programming interface (version 2.0) together with NVIDIA driver (177.73) were used in our tests. Single precision was employed in all experiments, though double precision is the standard in eigenvalue computations. We believe that an experimental analysis of the analogous double precision routines would offer a similar balance between the benefits of the LAPACK routine versus the SBR toolbox two-stage alternative on the CPU. The GPU is not competitive in double precision, partly due to the much smaller number of cores dedicated to this and to the lack of an optimized implementation of BLAS. Investigating the possibility of refinement from single to double precision in the context of eigenvalue problems, so that this architecture becomes a practical alternative, is among our future work.

When reporting the rate of computation, we consider the cost of the reduction to tridiagonal form (either using LAPACK sytrd or SBR SYRDB+Sbrdb) to be $4 n^{3} / 3$ flops for square matrices of order $n$. Note that, depending on $w$, this count may be considerably smaller than the actual number of flops performed by SYRDB+SBRDB. We do not build the orthogonal factors/compute the eigenvectors in our experiments. The GFLOPS rate is computed as $4 n^{3} / 3$ divided by $t \times 10^{-9}$, where $t$ equals the elapsed time in seconds. The cost of all data transfers between main memory and GPU memory is included in the timings.

Our first experiment evaluates the performance of the major BLAS-3 kernels involved in the reduction to tridiagonal form using the LAPACK and SBR routines: SYMm and SYR2k. For reference, we also evaluate the performance of the general matrix-product kernel, GEMM. Tables 1 and 2 report results on 1, 4 and 8 cores of the Intel Xeon processors and 1 GPU. For the latter architecture, we employ the kernels in CUBLAS and also our own implementations (column labeled as "Own CUBLAS"). The matrix dimensions of SYMM and SYR2K are chosen so that they match the structure of the blocks encountered during the reduction. The matrix dimensions of GEMM mimic the sizes of the operands in SYMM or SYR 2 K . The results show the higher performance yield by the GPU for most matrix operations and the benefits of using block sizes that are integer multiple of 32 in this hardware. Although our own implementations of the symmetric kernels in CUBLAS deliver a higher GFLOPS rate than that of NVIDIA BLAS, they are still quite below the performance of the matrixmatrix product kernel. In particular, the results in Table 2 illustrate that, depending on the value of $k$, on the GPU it may be more efficient to call twice the GEMM kernel (updating the whole matrix in Step 4 of routine

| SYMM. $C:=A B+C ; A \in \mathbb{R}^{m \times m}$ symmetric, $B, C \in \mathbb{R}^{m \times n}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m$ | $n$ | 1 Core | 4 Cores | 8 Cores | CUBLAS | Own CUBLAS |
| 2048 | 24 | 6.6 | 6.5 | 8.2 | 68.6 | 67.1 |
|  | 32 | 8.0 | 8.8 | 6.9 | 89.7 | 106.5 |
|  | 64 | 10.9 | 16.0 | 13.8 | 97.1 | 183.4 |
| 6144 | 24 | 6.6 | 6.0 | 4.3 | 71,6 | 73.1 |
|  | 32 | 7.8 | 7.7 | 6.0 | 94.1 | 129.6 |
|  | 64 | 10.7 | 14.1 | 11.6 | 99.1 | 188.4 |
| 10240 | 24 | 6.6 | 5.9 | 3.7 | 57.4 | 68.1 |
|  | 32 | 7.8 | 7.8 | 6.1 | 76.0 | 113.5 |
|  | 64 | 10.7 | 14.2 | 11.7 | 76.5 | 175.8 |
| GEMM. $C:=A B+C ; A \in \mathbb{R}^{m \times k}, B \in \mathbb{R}^{k \times n}, C \in \mathbb{R}^{m \times n}$ |  |  |  |  |  |  |
| $m=k$ | $n$ | 1 Core | 4 Cores | 8 Cores | CUBLAS |  |
| 2048 | 24 | 5.6 | 18.1 | 25.1 | 101.0 |  |
|  | 32 | 6.8 | 23.5 | 32.7 | 177.5 |  |
|  | 64 | 9.8 | 34.2 | 51.8 | 279.0 |  |
| 6144 | 24 | 5.9 | 21.1 | 30.9 | 134.9 |  |
|  | 32 | 7.0 | 26.0 | 38.7 | 327.5 |  |
|  | 64 | 9.9 | 37.4 | 60.1 | 339.3 |  |
| 10240 | 24 | 5.9 | 21.6 | 30.7 | 139.7 |  |
|  | 32 | 7.0 | 26.3 | 34.9 | 321.9 |  |
|  | 64 | 9.9 | 38.1 | 56.1 | 346.9 |  |

Table 1. Performance of the BLAS kernel Symm involved in the reduction to band form and the corresponding matrix product (for reference).

SYRDB) instead of the SYR2K one (updating only one of the triangles), even that this implies doubling the number flops. Besides, in case both the upper and the lower triangular parts of $A_{2}$ in 9 are updated, then one can replace the call to SYMM by a call to GEMM. These are strategies that we employ in our implementation of SYRDB for the GPU.

The second experiment compares the LAPACK and SBR codes for the reduction to tridiagonal form using 1,4 and 8 cores of the CPU or the GPU plus one of the cores of the CPU. Figure 2 reports the GFLOPS for these alternatives. Only the results corresponding to the best block size $(b)$ and bandwidth $(w)$ are reported in the figure. Note that, as we are using the same flop count for the two approaches, a higher GFLOPS rate implies a smaller execution time. The performance behaviour of SYTRD is typical for a routine based on BLAS-2: when the matrix is too large to fit into the cache of the processor, the performance rapidly drops. The GFLOPS rate attained by the SBR does in the CPU is more consistent and shows a good scalability for four cores. However, when the number of cores is increased to 8 , there is no performance gain. Finally, the SBR

| SYR2K. $C:=A B^{T}+B A^{T}+C ; A, B \in \mathbb{R}^{n \times k}, C \in \mathbb{R}^{n \times n}$ symmetric |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | $k$ | 1 Core | 4 Cores | 8 Cores | CUBLAS | Own CUBLAS |
| 2048 | 24 | 10.7 | 24.2 | 36.0 | 36.1 | 36.8 |
|  | 32 | 11.7 | 29.9 | 42.9 | 53.2 | 53.2 |
|  | 64 | 13.6 | 40.6 | 57.8 | 74.4 | 159.2 |
| 6144 | 24 | 10.6 | 24.2 | 34.9 | 40.3 | 40.3 |
|  | 32 | 11.9 | 29.9 | 43.2 | 55.9 | 56.0 |
|  | 64 | 13.6 | 43.8 | 64.0 | 78.4 | 124.2 |
| 10240 | 24 | 10.0 | 20.6 | 24.5 | 41.2 | 41.4 |
|  | 32 | 10.8 | 26.6 | 31.5 | 56.4 | 56.4 |
|  | 64 | 13.2 | 43.0 | 56.5 | 79.2 | 114.2 |
| GEMM. $C:=A B^{T}+C ; A \in \mathbb{R}^{m \times k}, B \in \mathbb{R}^{n \times k}, C \in \mathbb{R}^{m \times n}$ |  |  |  |  |  |  |
| $m=n$ | $k$ | 1 Core | 4 Cores | 8 Cores | CUBLAS |  |
| 2048 | 24 | 14.7 | 44.0 | 86.5 | 70.7 |  |
|  | 32 | 15.6 | 50.4 | 95.3 | 157.2 |  |
|  | 64 | 16.8 | 59.4 | 112.9 | 185.5 |  |
| 6144 | 24 | 15.0 | 27.7 | 27.9 | 71.4 |  |
|  | 32 | 15.9 | 36.6 | 36.9 | 161.0 |  |
|  | 64 | 17.0 | 59.3 | 73.1 | 185.0 |  |
| 10240 | 24 | 15.0 | 27.3 | 27.7 | 71.9 |  |
|  | 32 | 15.8 | 36.0 | 36.8 | 159.3 |  |
|  | 64 | 16.9 | 58.2 | 73.3 | 182.2 |  |

Table 2. Performance of the BLAS kernel SYR2k involved in the reduction to band form and the corresponding matrix product (for reference).
code modified to off-load the bulk of the computation to the GPU clearly outperforms all the executions on the general-purpose CPU. Comparing the SBR routines using 4 cores and the GPU, the speed-up observed for second when solving the larger problem size is 3.7 x (18.53 GFLOPS with optimal $w=96$ on the CPU vs. 68.39 GFLOPS with optimal $w=32$ on the GPU). This in practice reduces the cost of the first stage in SBR to that of the second stage, as shown in Table 3. The results in that table also show that the acceleration attained by off-loading the computation of the first stage to the GPU is a factor of 12 x for the largest problem size and $w=32$.

## 5 Concluding Remarks

We have evaluated the performance of existing codes for the reduction of a full dense matrix to tridiagonal form, in the context of the symmetric eigenvalue problem. Our experimental results confirm that the two-stage approach proposed in the SBR toolbox delivers a higher parallel scala-


Fig. 2. Performance of the reduction of a dense matrix to tridiagonal form using the routines in LAPACK and the SBR toolbox on a Intel Xeon and a Tesla C1060.
bility than the LAPACK-based alternative. We have also modified the codes in SBR to compute the most-expensive operations during the reduction to band form on a GPU. To increase the performance we employ the highly tuned implementation of the matrix product kernel in CUDA to compute symmetric matrix products and symmetric rank- $2 k$ updates. Although this increases the cost of the stage by $33 \%$, we found in our experiments that this is clearly compensated by the higher performance of that particular kernel. In summary, the GPU variant reduces significantly the cost of this initial stage, making it comparable to that of the second stage (reduction of the band matrix to tridiagonal form).

The back-transform stage has not been included in this experimental study. On the one hand, it is only necessary when the eigenvectors are requested; on the other, it can be expressed in terms of efficient BLAS-3 kernels which we expect to deliver high performance and scalability on both a general-purpose processor or a hardware accelerator like a GPU. Future work will certainly consider this stage as well as the refinement of single-precision results to double-precision.

|  |  | 1st stage: Full $\rightarrow$ Band |  |  |  | 2nd stage: Band $\rightarrow$ Tridiagonal |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | w | 1 Core | 4 Cores | 8 Cores | CUBLAS | 1 core |
| 2048 | 32 | 1.1 | 0.8 | 0.8 | 0.2 | 0.4 |
|  | 96 | 0.9 | 0.5 | 0.5 | 0.2 | 0.8 |
| 6144 | 32 | 33.5 | 23.8 | 28.5 | 2.5 | 3.7 |
|  | 96 | 25.3 | 11.6 | 11.7 | 2.7 | 7.5 |
| 10240 | 32 | 155.8 | 110.4 | 129.5 | 10.1 | 10.3 |
|  | 96 | 116.6 | 51.2 | 51.6 | 10.6 | 25.6 |

Table 3. Execution time (in seconds) for the two-stage SBR routines.
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