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#### Abstract

The stationary monochromatic radiative transfer equation (RTE) is posed in five dimensions, with the intensity depending on both a position in a three-dimensional domain as well as a direction. For non-scattering radiative transfer, sparse finite elements $[10,11]$ have been shown to be an efficient discretization strategy if the intensity function is sufficiently smooth. Compared to the discrete ordinates method, they make it possible to significantly reduce the number of degrees of freedom $N$ in the discretization with almost no loss of accuracy. However, using a direct solver to solve the resulting linear system requires $O\left(N^{3}\right)$ operations. In this paper, an efficient solver based on the conjugate gradient method (CG) with a subspace correction preconditioner is presented. Numerical experiments show that the linear system can be solved at computational costs that are nearly proportional to the number of degrees of freedom $N$ in the discretization.


## 1 Introduction

It is widely known that radiation is an important mode of heat transfer in participating media at high temperatures. During the last decades, various methods have been developed to solve the RTE (see e.g. $[5,6,7,9]$ ). Very popular methods include the $P_{N}$-approximation, the finite volume method (FVM), finite element methods (FEM) and in particular the discrete ordinates method (DOM). These methods are all based on a semi-discretization in solid angle with $N_{S}$ degrees of freedom, which may correspond to spherical harmonics, discrete ordinates or control volumes. Each of the resulting $N_{S}$ equations is then discretized in physical space with $N_{D}$ degrees of freedom, leading to $N_{S} \cdot N_{D}$ unknowns in total. As both $N_{S}$ and $N_{D}$ are the number of degrees of freedom arising from a two- (or three-) dimensional discretization, the computation of the radiative intensity becomes very costly when the meshes are refined.

In [10] and [11], an efficient discretization, the sparse tensor product approximation, was presented. Instead of using $N_{S} \cdot N_{D}$ degrees of freedom in the discretization, the number of unknows is proportional to $N_{D} \log N_{S}+N_{S} \log N_{D}$. This can be achieved with almost no loss of accuracy if the radiation intensity is sufficiently smooth. For functions that do not satisfy the smoothness condition, adaptive sparse finite elements can improve the efficiency of the discretization [11]. In contrast to for example the discrete ordinates method, where the equation is discretized in a first step with respect to solid angle and in a second step with respect to physical space, a scaled least-squares approach similar to [7] is used, where basis and weight functions depend on both direction as well as position in physical space. Another key ingredient is the use of hierarchical basis functions. Instead of standard finite elements, products of hierarchical finite element functions are used to construct the finite element space.

In the papers [10] and [11] mentioned above, however, an essential aspect was missing, namely the discussion of the computational costs that are required to compute the intensity in the new discretization. Clearly, the significant reduction of the number of unknowns by itself reduces the computational costs compared to a standard discretization even if the full stiffness
matrix of the finite element discretization was set up in the most straightforward way. However, if a standard direct solver is used, the computational costs are proportional to up to the third power of the number of unknowns in the discretization and as the matrix is very ill-conditioned, using iterative methods without preconditioning is also not a viable option.

This paper focuses on efficient algorithms that make it possible to solve the linear system arising from the sparse tensor product approximation at computational costs that are almost proportional to the number of degrees of freedom in the discretization. With this method, the RTE can be solved with high accuracy at affordable computational costs.

Until now, this method has only been analysed and tested for the monochromatic RTE in two dimensions without scattering for fully absorbing cold walls as boundary conditions.

$$
\begin{align*}
\mathbf{s} \cdot \nabla_{\mathbf{x}} I(\mathbf{x}, \mathbf{s})+\kappa(\mathbf{x}) I(\mathbf{x}, \mathbf{s}) & =\kappa(\mathbf{x}) I_{b}(\mathbf{x}),(\mathbf{x}, \mathbf{s}) \in D \times S^{2}  \tag{1}\\
I(\mathbf{x}, \mathbf{s}) & =0 \text { for } \mathbf{x} \in \partial D, \mathbf{s} \cdot \mathbf{n}(\mathbf{x})<0 \tag{2}
\end{align*}
$$

Here $\mathbf{x}$ is a position in a two-dimensional domain $D$, $\mathbf{s}$ a direction in solid angle, $I(\mathbf{x}, \mathbf{s})$ the radiation intensity, $I_{b}(\mathbf{x})$ the blackbody intensity, $\kappa(\mathbf{x})$ the absorption coefficient, which is assumed to be uniformly bounded from below and above ( $0<\kappa_{0} \leq \kappa \leq \kappa_{1}<\infty$ ), and $\mathbf{n}(\mathbf{x})$ the outer unit normal to $D$. As the RTE is simplified from a three-dimensional to a two-dimensional domain, the intensity is assumed to be constant with respect to the $z$-coordinate, i.e. $\frac{\partial I}{\partial z}=0$.

The adaptation of the algorithms to three space dimensions is rather straightforward, while the analysis of the method for problems that take into account scattering effects is open. Both topics will be subjects for future research.

The paper is structured as follows. Section 2 contains a summary of the sparse tensor product discretization as described in [10]. In section 3 the CG-solver with the algorithms for efficient matrix-vector multiplication and preconditioning are presented, while numerical convergence results of the preconditioner are discussed in section 4 . Section 5 contains a summary of the results and conclusions.

## 2 Sparse Tensor Product Discretization

The sparse tensor product discretization is an adaptation of sparse grids [3, 12] for the RTE. The discretization is based on two families of hierarchical basis sets. For the construction of these basis sets, the domains $D$ and $S^{2}$ are equipped with diadically refined mesh hierarchies $\mathcal{T}_{D}^{l}$ and $\mathcal{T}_{S}^{l}, l=0,2, \ldots, L$, up to a given level $L$. Based on these meshes, hierarchical spaces of continuous, piecewise linear functions on $\mathcal{T}_{D}^{L}$ and discontinuous, piecewise constant functions on $\mathcal{T}_{S}^{L}$ are constructed. In physical space, the hierarchical basis of hat functions [4] is used, while in solid angle, the space is constructed with $L^{2}\left(S^{2}\right)$-orthogonal Haar wavelets [11].

Let

$$
\phi_{i}^{I_{i}}(\mathbf{x}), 0 \leq i \leq L, I_{i}=1, \ldots, N_{D}^{i}, \quad \text { and } \quad \psi_{j}^{J_{j}}(\mathbf{s}), 0 \leq j \leq L, J_{j}=1, \ldots, N_{S}^{j},
$$

denote the set of basis functions in physical space and solid angle, respectively, up to level $L$. The indices $i$ and $j$ refer to the level of a basis function and the indices $I_{i}$ and $J_{j}$ are the level index on a given level $i$ and $j$, respectively. $N_{D}^{i}$ and $N_{S}^{j}$ are the number of basis functions on level $i$ in physical space and on level $j$ in solid angle, respectively. As both $D$ and $S^{2}$ are two-dimensional domains,

$$
\begin{equation*}
N_{D}^{i}=O\left(4^{i}\right) \quad \text { and } \quad N_{S}^{j}=O\left(4^{j}\right) \tag{3}
\end{equation*}
$$

The intensity function $I(\mathbf{s}, \mathbf{x})$ is discretized with a linear combination of those product functions of which the sum of the levels $i+j$ is smaller or equal to the maximum level $L$

$$
\begin{equation*}
I(\mathbf{x}, \mathbf{s})=\sum_{i=0}^{L} \sum_{j=0}^{L-i} \sum_{I_{i}=1}^{N_{D}^{i}} \sum_{J_{j}=1}^{N_{s}^{j}} I_{i, j}^{I_{i}, J_{j}} \phi_{i}^{I_{i}}(\mathbf{x}) \psi_{j}^{J_{j}}(\mathbf{s}) \tag{4}
\end{equation*}
$$

This restriction to a subset of all product basis functions reduces the number of unknows $I_{i, j}^{I_{i}, J_{j}}$ from $N_{D} \cdot N_{S}$ to a number $\mathcal{N}_{L}$ that is proportional to $N_{D} \log N_{S}+N_{S} \log N_{D}$.

Inserting the ansatz (4) into the weighted-residual (or weighted least-squares) variational formulation for (1)

$$
\begin{equation*}
\underbrace{\int_{D} \int_{S^{2}}\left(\mathbf{s} \cdot \nabla_{\mathbf{x}} I(\mathbf{s}, \mathbf{x})+\kappa(\mathbf{x}) I(\mathbf{s}, \mathbf{x})\right) W_{i, j}^{I_{i}, J_{j}}(\mathbf{s}, \mathbf{x}) d \mathbf{s} d \mathbf{x}}_{=: a\left(I, W_{i, j}^{I_{i, j}, J_{j}}\right)}=\underbrace{\int_{D} \int_{S^{2}} \kappa(\mathbf{x}) I_{b}(\mathbf{x}) W_{i, j}^{I_{i, J}, J_{j}}(\mathbf{s}, \mathbf{x}) d \mathbf{s} d \mathbf{x}}_{=: f\left(W_{i, j}^{I_{i, j}, J_{j}}\right)} \tag{5}
\end{equation*}
$$

with weighting functions

$$
\begin{equation*}
W_{i, j}^{I_{i}, J_{j}}(\mathbf{x}, \mathbf{s})=\frac{1}{\kappa(\mathbf{x})}\left(\mathbf{s} \cdot \nabla_{\mathbf{x}} \phi_{i}^{I_{i}}(\mathbf{x}) \psi_{j}^{J_{j}}(\mathbf{s})+\kappa(\mathbf{x}) \phi_{i}^{I_{i}}(\mathbf{x}) \psi_{j}^{J_{j}}(\mathbf{s})\right) \tag{6}
\end{equation*}
$$

leads to a symmetric, positive definite linear system in the unknowns

$$
I_{i, j}^{I_{i}, J_{j}}, i=0, \ldots L, j=0, \ldots, L-i, I_{i}=1, \ldots, N_{D}^{i}, \quad J_{j}=1, \ldots, N_{S}^{j}
$$

Using a level first ordering, these unknows can be stored in the upper left part of a block matrix as displayed for $L=2$

$$
\mathbf{I}=\left(\begin{array}{ccc}
\mathcal{I}_{0,0} & \mathcal{I}_{0,1} & \mathcal{I}_{0,2}  \tag{7}\\
\mathcal{I}_{1,0} & \mathcal{I}_{1,1} & 0 \\
\mathcal{I}_{2,0} & 0 & 0
\end{array}\right) \quad \text { with } \mathcal{I}_{i, j}=\left(\begin{array}{ccc}
I_{i, j}^{0,0} & \cdots & I_{i, j}^{0, N_{D}^{j}} \\
\vdots & \ddots & \vdots \\
I_{i, j}^{N_{s, 0}^{i},} & \cdots & I_{i, j}^{N_{S, N}^{i}, N_{D}^{j}}
\end{array}\right)
$$

## 3 Preconditioned CG-Algorithm

Due to the hierarchical basis functions, the full stiffness matrix from the discretization (4)-(6) is ill-conditioned with the $O\left(L^{2} \cdot \mathcal{N}_{L}\right)$ matrix entries. Using a standard direct linear solver would lead to computational costs proportional to up to $\left(\mathcal{N}_{L}\right)^{3}$. An alternative is the use of an iterative method. As the matrix is symmetric and positive definite, the CG-algorithm is the straightforward method of choice. In order to obtain an overall computational effort that scales like the number of unknowns $\mathcal{N}_{L}$ in the discretization, the number of CG-iterations has to be independent of the refinement level $L$ and the number of operations in the matrix-vector multiplication has to be proportional to $\mathcal{N}_{L}$.

### 3.1 Matrix-Vector Multiplication

The matrix-vector multiplication can be carried out with optimal complexity by taking advantage of the fact that the bilinear form of the variational formulation (5) separates in the sense that the integral over the product space can be written as a sum of products of integrals over $S^{2}$ and $D$.

$$
\begin{equation*}
a\left(\phi_{i}^{I_{i}} \cdot \psi_{j}^{J_{j}}, \phi_{k}^{I_{k}} \cdot \psi_{l}^{J_{l}}\right)=\sum_{m=1}^{9} b^{m}\left(\phi_{i}^{I_{i}}, \phi_{k}^{I_{k}}\right) \cdot c^{m}\left(\psi_{j}^{J_{j}}, \psi_{l}^{J_{l}}\right) \tag{8}
\end{equation*}
$$

For every $m \in\{1, . ., 9\}$ and $i, j, k, l \in\{1, \ldots, L\}$ the matrices $\mathcal{B}_{i k}^{m} \in \mathbb{R}^{N_{D}^{i} \times N_{D}^{k}}$ and $\mathcal{C}_{j l}^{m} \in \mathbb{R}^{N_{S}^{j} \times N_{S}^{l}}$ are defined as the stiffness matrices from the bilinear forms $b^{m}\left(\phi_{i}^{I_{i}}, \phi_{k}^{I_{k}}\right)$ and $c^{m}\left(\psi_{j}^{J_{j}}, \psi_{k}^{J_{k}}\right)$ with matrix elements

$$
\begin{equation*}
\left(\mathcal{B}_{i k}^{m}\right)_{I_{i}, I_{k}}=b^{m}\left(\phi_{i}^{I_{i}}, \phi_{k}^{I_{k}}\right), I_{i} \leq N_{D}^{i}, I_{k} \leq N_{D}^{k} \quad\left(\mathcal{C}_{j l}^{m}\right)_{J_{j}, I_{l}}=c^{m}\left(\psi_{j}^{J_{j}}, \psi_{l}^{J_{l}}\right), J_{j} \leq N_{S}^{j}, J_{l} \leq N_{S}^{l} \tag{9}
\end{equation*}
$$

The matrix-vector multiplication for the matrix from the discretization (4)-(6)

$$
\begin{equation*}
\tilde{I}_{k, l}^{I_{k}, J_{l}}=\sum_{\substack{i+j \leq L \\ I_{i} \leq N_{D}^{i}, J_{j} \leq N_{S}^{j}}} \mathcal{A}_{i, j, k, l}^{I_{i}, J_{j}, I_{l}, I_{l}} I_{i, j}^{I_{i}, J_{j}}, \quad k+l \leq L, I_{k} \leq N_{D}^{k}, I_{l} \leq N_{S}^{l} \tag{10}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{A}_{i, j, k, l}^{I_{i}, J_{j}, I_{k}, I_{l}}:=a\left(\phi_{i}^{I_{i}} \cdot \psi_{j}^{J_{j}}, \phi_{k}^{I_{k}} \cdot \psi_{l}^{J_{l}}\right) \tag{11}
\end{equation*}
$$

can then be written as a block matrix multiplication (shown for $L=2$ )

$$
\left(\begin{array}{ccc}
\tilde{\mathcal{I}}_{0,0} & \tilde{\mathcal{I}}_{0,1} & \tilde{\mathcal{I}}_{0,2}  \tag{12}\\
\tilde{\mathcal{I}}_{1,0} & \tilde{\mathcal{I}}_{1,1} & 0 \\
\tilde{\mathcal{I}}_{2,0} & 0 & 0
\end{array}\right) \leftarrow \sum_{m=1}^{9} \underbrace{\left(\begin{array}{ccc}
\mathcal{B}_{0,0}^{m} & \mathcal{B}_{0,1}^{m} & \mathcal{B}_{0,2}^{m} \\
\mathcal{B}_{1,0}^{m} & \mathcal{B}_{1,1}^{m} & \mathcal{B}_{1,2}^{m} \\
\mathcal{B}_{2,0}^{m} & \mathcal{B}_{2,1}^{m} & \mathcal{B}_{2,2}^{m}
\end{array}\right)^{T}}_{=:\left(\mathcal{B}_{2}^{m}\right)^{T}} \underbrace{\left(\begin{array}{ccc}
\mathcal{I}_{0,0} & \mathcal{I}_{0,1} & \mathcal{I}_{0,2} \\
\mathcal{I}_{1,0} & \mathcal{I}_{1,1} & 0 \\
\mathcal{I}_{2,0} & 0 & 0
\end{array}\right)}_{=: \mathcal{I}_{2}} \underbrace{\left(\begin{array}{ccc}
\mathcal{C}_{0,0}^{m} & \mathcal{C}_{0,1}^{m} & \mathcal{C}_{0,2}^{m} \\
\mathcal{C}_{1,0}^{m} & \mathcal{C}_{1,1}^{m} & \mathcal{C}_{1,2}^{m} \\
\mathcal{C}_{2,0}^{m} & \mathcal{C}_{2,1}^{m} & \mathcal{C}_{2,2}^{m}
\end{array}\right)}_{=: \mathcal{C}_{2}^{m}}(1
$$

Here, ' $\leftarrow$ ' denotes the partial assignment, where only values that correspond to degrees of freedom in the sparse tensor product space are set.

A straightforward multiplication of the matrices on the right would require additional storage space in the lower right part of the block matrix where the values in the intensity matrix $\mathcal{I}_{L}$ are zero for the intermediate state. As this would destroy the desired complexity, following the sparse grids multiplication strategy [2], the last matrix is split into an upper part and a lower part.

$$
\left.\left.\begin{array}{rl} 
& \left(\begin{array}{lll}
\mathcal{B}_{0,0}^{m} & \mathcal{B}_{0,1}^{m} & \mathcal{B}_{0,2}^{m} \\
\mathcal{B}_{1,0}^{m} & \mathcal{B}_{1,1}^{m} & \mathcal{B}_{1,2}^{m} \\
\mathcal{B}_{2,0}^{m} & \mathcal{B}_{2,1}^{m} & \mathcal{B}_{2,2}^{m}
\end{array}\right)^{T}\left(\begin{array}{ccc}
\mathcal{I}_{0,0} & \mathcal{I}_{0,1} & \mathcal{I}_{0,2} \\
\mathcal{I}_{1,0} & \mathcal{I}_{1,1} & 0 \\
\mathcal{I}_{2,0} & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
\mathcal{C}_{0,0}^{m} & \mathcal{C}_{0,1}^{m} & \mathcal{C}_{0,2}^{m} \\
\mathcal{C}_{1,0}^{m} & \mathcal{C}_{1,1}^{m} & \mathcal{C}_{1,2}^{m} \\
\mathcal{C}_{2,0}^{m} & \mathcal{C}_{2,1}^{m} & \mathcal{C}_{2,2}^{m}
\end{array}\right) \\
= & \left(\begin{array}{ccc}
\mathcal{B}_{0,0}^{m} & \mathcal{B}_{0,1}^{m} & \mathcal{B}_{0,2}^{m} \\
\mathcal{B}_{1,0}^{m} & \mathcal{B}_{1,1}^{m} & \mathcal{B}_{1,2}^{m} \\
\mathcal{B}_{2,0}^{m} & \mathcal{B}_{2,1}^{m} & \mathcal{B}_{2,2}^{m}
\end{array}\right)^{\mathcal{I}_{0,0}} \\
\mathcal{I}_{0,1} & \mathcal{I}_{0,2}  \tag{15}\\
\mathcal{I}_{1,0} & \mathcal{I}_{1,1} \\
\mathcal{I}_{2,0} & 0
\end{array}\right)\left(\begin{array}{ccc}
\mathcal{C}_{0,0}^{m} & \mathcal{C}_{0,1}^{m} & \mathcal{C}_{0,2}^{m} \\
0 & \mathcal{C}_{1,1}^{m} & \mathcal{C}_{1,2}^{m} \\
0 & 0 & \mathcal{C}_{2,2}^{m}
\end{array}\right),\left(\begin{array}{cccc}
\mathcal{B}_{0,0}^{m} & \mathcal{B}_{0,1}^{m} & \mathcal{B}_{0,2}^{m} \\
\mathcal{B}_{1,0}^{m} & \mathcal{B}_{1,1}^{m} & \mathcal{B}_{1,2}^{m} \\
\mathcal{B}_{2,0}^{m} & \mathcal{B}_{2,1}^{m} & \mathcal{B}_{2,2}^{m}
\end{array}\right)^{\mathcal{I}_{0,0}} \begin{array}{|}
\mathcal{I}_{0,1} & \mathcal{I}_{0,2} \\
\mathcal{I}_{1,0} & \mathcal{I}_{1,1} & 0 \\
\mathcal{I}_{2,0} & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
0 & 0 & 0 \\
\mathcal{C}_{1,0}^{m} & 0 & 0 \\
\mathcal{C}_{2,0}^{m} & \mathcal{C}_{2,1}^{m} & 0
\end{array}\right),
$$

The upper part (14) is evaluated by first partially multiplying the last two matrices

$$
\left(\begin{array}{ccc}
\widehat{\mathcal{I}}_{0,0} & \widehat{\mathcal{I}}_{0,1} & \widehat{\mathcal{I}}_{0,2}  \tag{16}\\
\widehat{\mathcal{I}}_{1,0} & \widehat{\mathcal{I}}_{1,1} & 0 \\
\tilde{\mathcal{I}}_{2,0} & 0 & 0
\end{array}\right) \leftarrow\left(\begin{array}{ccc}
\mathcal{I}_{0,0} & \mathcal{I}_{0,1} & \mathcal{I}_{0,2} \\
\mathcal{I}_{1,0} & \mathcal{I}_{1,1} & 0 \\
\mathcal{I}_{2,0} & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
\mathcal{C}_{0,0}^{m} & \mathcal{C}_{0,1}^{m} & \mathcal{C}_{0,2}^{m} \\
0 & \mathcal{C}_{1,1}^{m} & \mathcal{C}_{1,2}^{m} \\
0 & 0 & \mathcal{C}_{2,2}^{m}
\end{array}\right)
$$

before partially carrying out the first multiplication

$$
\left(\begin{array}{ccc}
\tilde{\mathcal{I}}_{0,0} & \tilde{\mathcal{I}}_{0,1} & \tilde{\mathcal{I}}_{0,2}  \tag{17}\\
\tilde{\mathcal{I}}_{1,0} & \tilde{\mathcal{I}}_{1,1} & 0 \\
\tilde{\mathcal{I}}_{2,0} & 0 & 0
\end{array}\right) \leftarrow\left(\begin{array}{ccc}
\mathcal{B}_{0,0}^{m} & \mathcal{B}_{0,1}^{m} & \mathcal{B}_{0,2}^{m} \\
\mathcal{B}_{1,0}^{m} & \mathcal{B}_{1,1}^{m} & \mathcal{B}_{1,2}^{m} \\
\mathcal{B}_{2,0}^{m} & \mathcal{B}_{2,1}^{m} & \mathcal{B}_{2,2}^{m}
\end{array}\right)^{T}\left(\begin{array}{ccc}
\widehat{\mathcal{I}}_{0,0} & \widehat{\mathcal{I}}_{0,1} & \widehat{\mathcal{I}}_{0,2} \\
\widehat{\mathcal{I}}_{1,0} & \widehat{\mathcal{I}}_{1,1} & 0 \\
\tilde{\mathcal{I}}_{2,0} & 0 & 0
\end{array}\right)
$$

For the lower part (15), the first two matrices are partially multiplied before evaluating the second matrix multiplication.

As hierarchical bases are used, the block matrices $\mathcal{B}_{L}^{m}$ and $\mathcal{C}_{L}^{m}$ of level $L$ have $O\left(L \cdot 4^{L}\right)$ matrix entries and the partial matrix-vector multiplication requires $O\left(L^{2} 4^{L}\right)=O\left(L \mathcal{N}_{L}\right)$ operations. In order to obtain computational costs that are proportional to $\mathcal{N}_{L}$, basis transformations between hierarchical basis functions and standard basis functions are used.

$$
\begin{equation*}
\phi_{i}^{I_{i}}(\mathbf{x})=\sum_{i^{\prime}=0}^{N_{D}^{0}+\ldots+N_{D}^{l_{D}}}\left(\mathcal{R}^{i, l_{D}}\right)_{I_{i}, i^{\prime}} \varphi_{i^{\prime}}^{l_{D}}(\mathbf{x}), \quad \psi_{j}^{J_{j}}(\mathbf{s})=\sum_{j^{\prime}=0}^{N_{S}^{0}+\ldots+N_{S}^{l_{S}}}\left(\mathcal{S}^{j, l_{S}}\right)_{J_{j}, j^{\prime}} \chi_{j^{\prime}}^{l_{S}}(\mathbf{s}) \tag{18}
\end{equation*}
$$

Here, $\varphi_{i^{\prime}}^{l_{D}}(\mathbf{x}), i^{\prime} \in\left\{1, \ldots, N_{D}^{0}+\ldots+N_{D}^{l_{D}}\right\}$ is the basis of standard finite element hat functions of level $l_{D}$ on $\mathcal{T}_{D}^{l_{D}}, \chi_{j^{\prime}}^{l_{S}}(\mathbf{s}), j^{\prime} \in\left\{1, \ldots, N_{S}^{0}+\ldots+N_{S}^{l_{S}}\right\}$ the basis of piecewise constant functions of level $l_{S}$ on $\mathcal{T}_{S}^{l_{S}}, \mathcal{R}^{i, l_{D}}$ is the matrix of basis transform from the standard basis of level $l_{D}$ to the hierarchical basis on level $i$ in physical space and $\mathcal{S}^{j, l_{S}}$ the matrix of basis transform from the standard basis of level $l_{S}$ to the Haar basis on level $j$ in solid angle. The submatrices $\mathcal{B}_{i k}^{m}$ and $\mathcal{C}_{j l}^{m}$ can then be written as

$$
\begin{equation*}
\mathcal{B}_{i k}^{m}=\mathcal{R}^{i, l_{D}} \mathbf{B}^{m, l_{D}}\left(\mathcal{R}^{k, l_{D}}\right)^{T}, i, k \leq l_{D}, \quad \text { and } \quad \mathcal{C}_{j l}^{m}=\mathcal{S}^{j, l_{S}} \mathbf{C}^{m, l_{S}}\left(\mathcal{S}^{l, l_{S}}\right)^{T}, j, l \leq l_{S}, \tag{19}
\end{equation*}
$$

where $\mathbf{B}^{m, l_{D}}$ and $\mathbf{B}^{m, l_{S}}$ are the standard finite element matrices with matrix entries

$$
\begin{equation*}
\left(\mathbf{B}^{m, l_{D}}\right)_{i^{\prime}, k^{\prime}}=b^{m}\left(\phi_{i^{\prime}}^{l_{D}}, \phi_{k^{\prime}}^{l_{D}}\right), \quad\left(\mathbf{C}^{m, l_{S}}\right)_{j^{\prime}, l^{\prime}}=c^{m}\left(\chi_{j^{\prime}}^{l_{S}}, \chi_{l^{\prime}}^{l_{S}}\right) \tag{20}
\end{equation*}
$$

and the block matrices up to level $l_{D}$ and $l_{S}$, respectively, can be written as

$$
\begin{equation*}
\mathcal{B}_{l_{D}}^{m}=\mathcal{R}^{l_{D}} \mathbf{B}^{m, l_{D}}\left(\mathcal{R}^{l_{D}}\right)^{T} \quad \text { and } \quad \mathcal{C}_{l_{S}}^{m}=\mathcal{S}^{l_{S}} \mathbf{C}^{m, l_{S}}\left(\mathcal{S}^{l_{S}}\right)^{T} \tag{21}
\end{equation*}
$$

with

$$
\mathcal{R}^{l_{D}}:=\left(\begin{array}{c}
\mathcal{R}^{0, l_{D}}  \tag{22}\\
\vdots \\
\mathcal{R}^{l_{D}, l_{D}}
\end{array}\right) \quad \text { and } \quad \mathcal{S}^{l_{S}}:=\left(\begin{array}{c}
\mathcal{S}^{0, l_{S}} \\
\vdots \\
\mathcal{S}^{l_{S}, l_{S}}
\end{array}\right)
$$

For fixed level $j$ and index $J_{j}$ in solid angle, with $\mathbf{I}_{j}^{J_{j}}$ denoting the corresponding column vector up to level $L-j$ of the coefficient matrix $\mathcal{I}_{L}$, the operation $\tilde{\mathbf{I}}_{j}^{J_{j}}=\left(\mathcal{B}_{L-j}^{m}\right)^{T} \mathbf{I}_{j}^{J_{j}}$ can be written as

$$
\begin{equation*}
\tilde{\mathbf{I}}_{j}^{J_{j}}=\left(\mathcal{B}_{L-j}^{m}\right)^{T} \mathbf{I}_{j}^{J_{j}}=\mathcal{R}^{l_{L-j}}\left(\mathbf{B}^{m, L-j}\right)^{T}\left(\mathcal{R}^{l_{L-j}}\right)^{T} \mathbf{I}_{j}^{J_{j}} \tag{23}
\end{equation*}
$$

The matrix-vector multiplication $\left(\mathcal{R}^{l_{L-j}}\right)^{T} \mathbf{I}_{j}^{J_{j}}$ (and analogously for $\mathcal{R}^{l_{L-j}}$ ) can be carried out at computational costs proportional to the length of the vector $\mathbf{I}_{j}^{J_{j}}$, using standard hierarchical reconstruction techniques [4]. As the finite element matrices with respect to standard basis are sparse, the matrix-vector multiplication (23) requires a computational effort proportional to the number of elements in $\mathbf{I}_{j}^{J_{j}}$ and the partial matrix-vector multiplication as in (17) requires $O\left(\mathcal{N}_{L}\right)$ operations. With analogous arguments for the solid angle matrices it is easy to see that also the partial matrix multiplication with respect to solid angle as in (16) can be computed with the same complexity which makes it possible to compute the matrix-vector multiplication for the linear system (10) with the optimal complexity of $O\left(\mathcal{N}_{L}\right)$ operations.

### 3.2 Preconditioning

In order to be able to compute the intensity at computational costs that are proportional to the number of degrees of freedom in the discretization $\mathcal{N}_{L}$, the number of iteration steps in the CG-solver must be independent of the refinement level. Without preconditioning, numerical experiments show that the number of iteration steps to solve the linear system grows rapidly when the discretization is refined (Figs. 4 and 5). Therefore, an efficient preconditioner is crucial in order to obtain the desired complexity of the solver.

A preconditioner for a linear system

$$
\begin{equation*}
\mathbf{A x}=\mathbf{b} \tag{24}
\end{equation*}
$$

is a regular linear operator $\mathbf{M}$ that is used to transform (24) into an equivalent linear system

$$
\begin{equation*}
\mathrm{MAx}=\mathrm{Mb} \tag{25}
\end{equation*}
$$

For a preconditioner to be efficient it has to satisfy two criteria:

1. For any vector $\mathbf{y}$ the matrix-vector multiplication My has to be easy to compute, optimally at computational costs proportional to the dimension of $\mathbf{y}$.
2. MA should be close the identity in the sense that the condition number of MA is independent of the refinement level and close to the identity matrix as this guarantees the number of CG-iterations to be small and bounded by a constant that is independent of the refinement level.

Numerical experiments show that using a multiplicative subspace preconditioner is a successful strategy for the linear system from (4)-(6). Similarly to sparse grids preconditioners for elliptic problems [1], the sparse tensor product space is divided into (L+1) overlapping subspaces (see Fig. 1).

$$
\begin{equation*}
\widehat{V}_{L}=\sum_{l_{D}+l_{S}=L} V_{l_{D}, l_{S}}, \tag{26}
\end{equation*}
$$

where the space $V_{l_{D}, l_{S}}$ contains all product basis functions up to level $l_{D}$ in physical space and up to level $l_{S}$ in solid angle. However, as the RTE is a hyperbolic problem, some adaptations of the preconditioner are required.

The preconditioner is based on the following idea: Each of these subspaces $V_{l_{D}, l_{S}}$ corresponds to a discrete ordinates discretization of a level $l_{D}$ in physical space and a level $l_{S}=L-l_{D}$ in solid angle. If the standard discretization was used with hat functions of level $l_{D}$ in physical space and characteristic functions of level $l_{S}$ in solid angle, the RTE could be solved separately for each spherical triangle using an algebraic multigrid solver (AMG) [8]. As the relative complexity of the AMG algorithms is nearly independent of the number of degrees of freedom in the discretization, the computational costs for solving the RTE on such a subsystem with standard discretizations is nearly proportional to the number of degrees of freedom in the subspace.

The linear operator that is used as a preconditioner $\mathbf{M}$ for the linear system from the sparse tensor product discretization is a multiplicative subspace correction preconditioner that iteratively computes corrections on the subspaces $V_{l_{D}, L-l_{D}}, l_{D}=0, \ldots, L$, and adds them to the current approximation (algorithm 1).

In the sparse tensor product discretization the subspaces $V_{l_{D}, L-l_{D}}$ are discretized with hierarchical bases instead of standard bases as required for the AMG-solver. Therefore, after restricting the residual $\mathbf{r}=\mathbf{b}-\mathbf{A x}$ to the subspace $V_{l_{D}, L-l_{D}}$, it has to be transformed into


Figure 1: The subspace $V_{l_{D}, l_{S}}$ contains all degrees of freedom up to level $l_{D}$ in physical space and up to level $l_{S}$ in solid angle. The figure shows the subspaces $V_{l_{D}, l_{S}}$ for $L=3$.

```
Algorithm 1 Subspace Correction Preconditioner \(\mathbf{x} \leftarrow\) My
    \(\mathrm{x} \leftarrow \mathbf{0}\)
    for \(l_{S}=0\) to \(L\) \{Loop over levels in solid angle\} do
        \(l_{D}=L-l_{D}\{\) Level in physical space \(\}\)
        \(\mathbf{r} \leftarrow \mathbf{y}-\mathbf{A x}\)
        \(\mathbf{c}_{l_{D}, l_{S}} \leftarrow\) Subspace_Solve \(\left(l_{D}, l_{S}, \mathbf{r}\right)\left\{\right.\) Subspace correction on \(\left.V_{l_{D}, l_{S}}\right\}\)
        \(\mathrm{x} \leftarrow \mathrm{x}+\mathrm{c}_{l_{D}, l_{S}}\)
    end for
    for \(l_{D}=0\) to \(L\) \{Loop over levels in physical space \(\}\) do
        \(l_{S}=L-l_{D}\{\) Level in solid angle \(\}\)
        \(\mathbf{r} \leftarrow \mathbf{y}-\mathbf{A x}\)
        \(\mathbf{c}_{l_{D}, l_{S}} \leftarrow\) Subspace_Solve \(\left(l_{D}, l_{S}, \mathbf{r}\right)\left\{\right.\) Subspace correction on \(V_{l_{D}, l_{S}}\), algorithm 2\}
        \(\mathrm{x} \leftarrow \mathrm{x}+\mathrm{c}_{l_{D}, l_{S}}\)
    end for
    return x
```

```
Algorithm 2 Subspace_Solve \(\mathbf{c}_{l_{D}, l_{S}} \leftarrow\) Subspace_Solve \(\left(l_{D}, l_{S}, \mathbf{r}\right)\)
    \(\mathbf{r}_{l_{D}, l_{S}} \leftarrow \mathbf{r}\left\{\right.\) Restriction of residual to levels \(\left.\left(l_{D}, l_{S}\right)\right\}\)
    \(\tilde{\mathbf{r}} \leftarrow \mathbf{r}_{l_{D}, l_{S}}\left(\mathcal{S}^{l_{s}}\right)^{-T}\) \{Transformation to standard representation in solid angle\}
    for \(i=0\) to \(\sum_{j=0}^{l_{S}} \mathcal{N}_{i}\) \{Loop over triangles in solid angle \(\}\) do
        \(\mathbf{r}_{i}^{S} \leftarrow\left(\mathcal{R}^{l_{D}}\right)^{-1} \tilde{\mathbf{r}}_{i}\{\) Transformation to standard representation in physical space\}
        \(\mathbf{c}_{i}^{S} \leftarrow\left(\sum_{m=1}^{9}\left(B_{l_{D}}^{m}\right)^{T}\left(C_{l_{S}}^{m}\right)_{i, i}\right)^{-1} \mathbf{r}_{i}^{S}\) \{Solving the linear system using AMG\}
        \(\tilde{\mathbf{c}}_{i} \leftarrow\left(\mathcal{R}^{l_{D}}\right)^{-T} \mathbf{c}_{i}^{S}\) \{Transformation to hierarchical representation in physical space\}
    end for
    \(\mathbf{c}_{l_{D}, l_{S}} \leftarrow \tilde{\mathbf{c}}\left(\mathcal{S}^{l_{s}}\right)^{-1}\) \{Transformation to hierarchical representation in solid angle\}
    return \(\mathbf{c}_{l_{D}, l_{S}}\)
```

standard bases with respect to space as well as solid angle. After solving the linear subsystem with respect to the standard bases, the correction has to be transformed back into hierarchical representation $\mathbf{c}_{l_{D}, l_{S}}$. In terms of matrices, the linear system is transformed into a linear system with respect to the standard bases using basis transformation matrices (22)

$$
\begin{align*}
\sum_{m=1}^{9}\left(\mathcal{B}_{l_{D}}^{m}\right)^{T} \mathbf{c}_{l_{D}, l_{S}} \mathcal{C}_{l_{S}}^{m} & =\mathbf{r}_{l_{D}, l_{S}}  \tag{27}\\
\mathcal{R}^{l_{D}} \sum_{m=1}^{9}\left(\left(\mathbf{B}_{l_{D}}^{m}\right)^{T}\left(\mathcal{R}^{l_{D}}\right)^{T} \mathbf{c}_{l_{D}, l_{S}} S^{l_{S}} \mathbf{C}^{m, l_{S}}\right)\left(S^{l_{S}}\right)^{T} & =\mathbf{r}_{l_{D}, l_{S}}  \tag{28}\\
\sum_{m=1}^{9}(\left(\mathbf{B}_{l_{D}}^{m}\right)^{T} \underbrace{\left(\mathcal{R}^{l_{D}}\right)^{T} \mathbf{c}_{l_{D}, l_{S}} S^{l_{S}}}_{=: \boldsymbol{c}_{l_{D}}^{S}, l_{S}} \mathbf{C}^{m, l_{S}}) & =\underbrace{\left(\mathcal{R}^{l_{D}}\right)^{-1} \mathbf{r}_{l_{D}, l_{S}}\left(S^{l_{S}}\right)^{-T}}_{\mathbf{r}_{l_{D}, l_{S}}}  \tag{29}\\
\sum_{m=1}^{9}\left(\left(\mathbf{B}_{l_{D}}^{m}\right)^{T} \mathbf{c}_{l_{D}, l_{S}}^{S} \mathbf{C}^{m, l_{S}}\right) & =\mathbf{r}_{l_{D}, l_{S}}^{S} \tag{30}
\end{align*}
$$

Here, $\mathbf{r}_{l_{D}, l_{S}}^{S}$ and $\mathbf{c}_{l_{D}, l_{S}}^{S}$ denote the residual and the correction matrix with respect to the standard bases.

This transformation requires that the inverse of the operator $\mathcal{R}^{l_{D}}$ from the left and the inverse of $\left(\mathcal{S}^{l s}\right)^{T}$ from the right are applied to the residual matrix in order to obtain the residual in standard bases and, after the linear system has been solved in standard bases, analogous transformations have to be carried out to obtain the correction matrix in hierarchical representation.

As the hierarchical basis functions in solid angle are $L^{2}\left(S^{2}\right)$ - orthogonal, the linear operator $S^{l_{S}}$ satisfies

$$
\begin{equation*}
\left(\mathcal{S}^{l_{S}}\right)^{T} \mathcal{S}^{l_{S}}=D \quad \Rightarrow \quad\left(\mathcal{S}^{l_{S}}\right)^{-1}=\left(\mathcal{S}^{l_{S}}\right)^{T} D \tag{31}
\end{equation*}
$$

where $D$ is a diagonal matrix with positive matrix entries. Therefore, the inverse operators $\left(\mathcal{S}^{l_{s}}\right)^{-1}$ and $\left(\mathcal{S}^{l_{s}}\right)^{-T}$ can be applied at computational costs proportional to the number of degrees of freedom in $V_{l_{D}, l_{S}}$.

In physical space, the operators $\left(\mathcal{R}^{l_{D}}\right)^{-1}$ and $\left(\mathcal{R}^{l_{D}}\right)^{-T}$ can be applied to the subspace coefficients by using the standard decomposition strategy [4] for the hierarchical basis at computational costs proportional to the number of degrees of freedom in $V_{l_{D}, l_{S}}$.

As the total sum of the degrees of freedom in the $L+1$ subspaces $V_{l_{D}, l_{S}}$ is bounded by $2 \mathcal{N}_{L}$,

$$
\begin{equation*}
\sum_{l=0}^{L} V_{l, L-l}=\sum_{l=0}^{L} \mathcal{N}_{l} \leq 2 \mathcal{N}_{L} \tag{32}
\end{equation*}
$$

the relative complexity of the preconditioner is nearly independent of the refinement level $L$.

## 4 Numerical Results and Discussion

The computational effort in each CG-iteration step is nearly proportional to the number of degrees of freedom $\mathcal{N}_{L}$ in the sparse tensor product discretization. The efficiency of the sparse tensor product solver therefore depends on the quality of the preconditioner. An optimal preconditioner reduces the number of iteration steps to a small number that is independent of the refinement level. In practice, however, a preconditioner where the number of iterations grows very slowly when the refinement level is increased is already very satisfactory.

The preconditioned CG-method for sparse finite elements is tested for the two-dimensional test problems on the unit circle presented in [10]. Example 1 is of rotational symmetry. The absorption coefficient is equal to 5 and the blackbody intensity is given by

$$
I_{b}(\mathbf{x})= \begin{cases}10 \cdot(0.8-|\mathbf{x}|) / 0.8, & |\mathbf{x}| \leq 0.8  \tag{33}\\ 0, & |\mathbf{x}|>0.8\end{cases}
$$

In example 2, there are three emitting sources with maximum intensity 10 that decay exponentially (see Fig. 3). The absorption coefficient is equal to the blackbody intensity, increased by 0.5. In physical space, the coarsest mesh $\mathcal{T}_{D}^{0}$ is show in Fig. 2, while the vertices of $\mathcal{T}_{S}^{0}$ are the



Figure 2: The coarsest mesh $\mathcal{T}_{D}^{0}$ in physical Figure 3: The blackbody intensity $I_{b}(\mathbf{x})$ of space. example 2.
corners of the octahedron.
The performance of the preconditioner is measured by comparing the number of CGiteration steps with and without subspace correction preconditioner. Figure 4 shows the convergence of the CG-method to reduce the relative residual $\frac{\|r\|_{A}}{\|f\|_{A}}$ for test example 1 with and without preconditioning . Here $\|.\|_{A}$ denotes the energy norm corresponding to the bilinear form in (5). Although the CG-method converges without preconditioning to the required tolerance of $10^{-10}$ for all levels, the number of iterations grows faster than linearly with respect to the refinement level. Applying the multiplicative subspace preconditioner significantly reduces the number of iterations to a very small numbers of 5,6 and 9 iterations on levels 1,2 and


Figure 4: Number of CG iterations with and Figure 5: Number of CG iterations with and without preconditioning for example 1. without preconditioning for example 2.
3. Although the number of iterations grows slowly when the space is refined, the increase is substantionally smaller than linear with respect to the number of levels and the total number of iterations is very small.

The convergence of the CG-method in test example 2, where the absorption coefficient is inhomogenious, is shown in Fig. 5. The difference between the number of iterations with and without preconditioning is even more evident than for example 1. Without preconditioner, the convergence rate of the CG-method deteriorates drastically when the refinement level $L$ is increased. The preconditioner reduces the number of iterations even more significantly than in example 1 to 7,9 and 12 iterations.

## 5 Summary and Conclusions

An efficient solver for computing the radiation intensity for the non-scattering RTE with the sparse tensor product discretization has been presented. The algorithm uses the preconditionened CG-method with an efficient matrix-vector multiplication strategy and a multiplicative subspace preconditioner. The matrix-vector multiplication can be carried out at computational costs proportional to the number of degrees of freedom in the discretization $\mathcal{N}_{L}$. The number of operations to apply the preconditioner, with is based on an algebraic multigrid solver, is nearly proportional to $\mathcal{N}_{L}$. The preconditioner significantly reduces the number of CG-iterations to a number that grows very slowly when the discretization level $L$ is increased. This makes it possible to solve the RTE with high accuracy at affordable computational costs.
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