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#### Abstract

We develop and analyze Neumann-Neumann and FETI methods for $h p$ finite element approximations of scalar elliptic problems on geometrically refined boundary layer meshes in two dimensions. These are meshes that are highly anisotropic where the aspect ratio grows exponentially with the polynomial degree. The condition number is independent of the aspect ratio of the mesh and of potentially large jumps on the coefficients. In addition, it only grows polylogarithmically with the polynomial degree, as in the case of $p$ approximations on shape-regular meshes.
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## 1 Introduction

It is well-known that solutions of elliptic boundary value problems in polyhedral domains have corner and edge singularities. In addition, boundary layers may also arise in laminar, viscous, incompressible flows with moderate Reynolds numbers at faces, edges, and corners. Suitably graded meshes, geometrically refined towards corners, edges, and/or faces, are required in order to achieve an exponential rate of convergence of $h p$ finite element approximations; see, e.g., [2, 4, 28, 37, 38].

A typical case where boundary layers appear is given by the following diffusionreaction problem

$$
\begin{array}{ll}
-\epsilon \nabla \cdot(\rho \nabla u)+u=f, & \text { in } \Omega  \tag{1}\\
u=0, & \text { on } \partial \Omega
\end{array}
$$

where $\epsilon$ is a positive small parameter. Indeed, if $f$ is not compatible with the boundary conditions, the problem does not have a solution for $\epsilon=0$ and a boundary layer of width $\sqrt{\epsilon}$ is present along $\partial \Omega$ for $\epsilon$ small; see, e.g., [28].

In order to make the iterative solution of very large systems of finite element equations possible and efficient on parallel architectures, domain decomposition techniques (DD) have been used extensively in recent years; see the monographs [39, 33]. These methods are by now well-understood in various standard situations: with subdomains and meshes of regular shape, optimal or nearly optimal convergence of iterative solution techniques based on domain decomposition is by now well-established. This pertains to low order standard finite element discretizations as well as to high-order $p$-version or spectral element discretizations. In recent years there has also been some work for $h p$ approximations; see $[3,1,15,6,30,16,17]$ and the references therein.

Iterative substructuring methods rely on a non-overlapping partition into subdomains (substructures). Once the degrees of freedom inside the substructures have been eliminated by block Gaussian elimination, a preconditioner for the resulting Schur complement system is built with matrix blocks relative to a decomposition of interface finite element functions into subspaces related to geometrical objects (vertices, edges, faces, single substructures, ...). An iterative method like Conjugate Gradient is then employed.

Neumann-Neumann (NN) and Finite Element Tearing and Interconnecting (FETI) methods are among the most heavily tested iterative substructuring methods. As many others they in general share the property that the resulting condition number is independent of potentially large jumps of the coefficients across the substructures and only varies logarithmically with the number of degrees of freedom associated to each substructure, typically as a power of $\log (H / h)$ for the $h$ version, $\log k$ for the $p$ version or spectral elements, or $\log (k H / h)$ for the $h p$ version. Here, $H$ is the typical size of a substructure, $h$ is the maximum diameter of the fine mesh, and $k$ is the local polynomial degree of the finite element functions. Such bounds rely on certain Sobolev-type inequalities which are necessary to prove the stability of the relevant decompositions of
finite element functions; see section 7.2. NN and FETI methods present certain advantages over other iterative substructuring methods, like, for instance, the fact that the substructures do not need to form a coarse mesh but very general partitions can be considered, and that they can equivalently be employed for two and three dimensional problems.

Iterative substructuring methods generally require shape-regular subdomains and shape-regular and quasi-uniform meshes. Some work has been done for $p$ approximations on thin domains, where one layer of very thin elements (which coincide with the subdomains in this case) can be employed. However the condition number may degrade very fast with the aspect ratio or these methods do not seem applicable to the case where the domain $\Omega$ is not thin and consequently many layers of thin elements are present; see [24, 22]. If substructures are not too thin but the local meshes are not quasi-uniform, the mesh size $h$ in the ratio $H / h$ must be replaced by the minimum of the diameters of the elements, thus giving a potentially large condition number if elements of very different size are employed. If in addition the local meshes are not shape-regular $h$ must be in general replaced by the width of the thinnest element, thus giving very large condition numbers for meshes that are highly anisotropic.

All these remarks apply to the meshes that are commonly used for singularity and boundary layer resolution of $h p$ approximations. Here we only consider two-dimensional meshes, which are described in detail in section 4. They are typically constructed from a shape-regular macro mesh $\mathcal{T}_{m}$, the elements of which are then geometrically refined towards the boundary with a grading factor $\sigma \in(0,1)$ and a refinement level $n$; see Figure 2. The diameter of the smallest element and the width of the thinnest element are proportional to $\sigma^{n}$ For singularity resolution only refinement towards the corners is necessary: the resulting mesh may not be in general quasi-uniform but it is still shape-regular (cf. Figure 2, right). For boundary layer resolution refinement towards the edges is also necessary, thus resulting in a highly anisotropic mesh (cf. Figure 2, left). According to our previous discussion, $H / h$ is thus of the order of $\sigma^{-n}$ in both cases. Since for exponential convergence $n$ is chosen of the same order of $k$ this would result in a condition number that grows at least as $\log (k H / h) \sim k \log k$ for a typical iterative substructuring method! Additional terms involving the aspect ratio of the fine mesh are also expected.

In this paper, we are able to derive efficient iterative substructuring methods for geometrically refined meshes, which still retain a polylogarithmic growth with $k$ in the condition number. Indeed our meshes are highly anisotropic, but of a particular type:

1. they are obtained by refining an initial shape-regular coarse mesh;
2. refinement is only carried towards the boundary of the computational domain.

The analysis of iterative substructuring methods relies basically on two tools:
a. stable decompositions of finite element functions into terms associated to geometrical objects (in two dimensions typically vertices and edges, see Eq. (29));
b. stable finite element extensions of traces on the boundary of the substructures into the interior.

In view of these observations, we define our iterative substructuring methods in the following way:
i. We choose the macromesh as a decomposition into substructures in such a way that subdomains are shape-regular.
ii. The decomposition (29) only involves vertices which are far from the boundary and consequently the corresponding stability estimates only involve local quantities close to the internal vertices and far from the region where anisotropic refinement takes place: $(H / h) \sim(1-\sigma)^{-1}$.
iii. Finding a stable finite element extension for local meshes that are not shape-regular or quasi-uniform is an open problem. However stable extensions are only employed in the analysis in order to compare the energy of functions on neighboring substructures with the same trace on the common boundary. This comparison can be carried out directly since our local meshes are of particular type; see section 7.3 and Figure 5 in particular.

We are then able to develop NN and FETI methods which provide a condition number that is independent on the refinement level $n$ (and thus the aspect ratio of the fine mesh) and of potentially large jumps on the coefficients. In addition, our condition number bounds only grow quadratically with $\log k$, as is the case of $p$ approximations on shape regular meshes. Such result should be compared with the condition number of the original stiffness matrix which is expected to grow exponentially with $k$ : it grows at least as $k^{3} /\left(h_{\text {min }}\right)^{2} \sim k^{3} \sigma^{-2 n} \sim k^{3} \sigma^{-2 k}$, as is shown in [27] for shape-regular meshes and nodal basis functions on Gauss-Lobatto nodes.

We stress the fact that this is only a preliminary work and some important issues remain to be addressed. Some of them are discussed in section 11. Here we only mention that our analysis is only valid for two-dimensional problems and if nodal basis functions on Gauss-Lobatto nodes are employed. In addition, we only consider meshes without hanging nodes and the local problems on the substructures (macroelements) may be potentially large.

In this paper we will not carry on the analysis for the singularly-perturbed problem (1) but only consider the simplified problem

$$
\begin{array}{ll}
-\nabla \cdot(\rho \nabla u)=f, & \text { in } \Omega, \\
u=0, & \text { on } \partial \Omega \tag{2}
\end{array}
$$

We note that this problem does not have boundary layers but only corner singularities. We will then present some numerical results that indicate that the theoretical bounds proven also appear to hold for (1). An extensive numerical study is presented in [40].

The remainder of this paper is organized as follows: in sections 2 and 3, we introduce our continuous and discrete problems, respectively. Geometric boundary layer meshes are introduced in section 4. A particular choice of basis functions is given in section 5 and our domain decomposition preconditioners are defined in section 6 . Section 7 is devoted to the proof of some important tools employed in our analysis. Theoretical bounds for NN and FETI methods are proved in sections 8 and 9 , respectively. Some numerical experiments and concluding remarks are presented in section 10 and 11, respectively.

## 2 Problem setting

We consider a linear, elliptic problem on a bounded domain $\Omega \subset \mathbb{R}^{2}$ formulated variationally as:
Find $u \in H_{0}^{1}(\Omega)$, such that

$$
\begin{equation*}
a(u, v)=\int_{\Omega} \rho(x) \nabla u \cdot \nabla v d x=f(v), \quad v \in H_{0}^{1}(\Omega) \tag{3}
\end{equation*}
$$

As usual, $H^{1}(\Omega)$ is the space of square summable functions with square summable first derivatives, and $H_{0}^{1}(\Omega)$ its subspace of functions that vanish on $\partial \Omega$. The functional $f(\cdot)$ belongs to the dual space $H^{-1}(\Omega)$.

The coefficient $\rho(x)>0$ can be discontinuous, with very different values for different subregions, but we allow it to vary only moderately within each subregion. We will in fact assume that the region is the union of elements (also called subdomains, substructures, or macroelements) $\left\{\Omega_{i}\right\}$. More precise assumptions will be made in the following. Without decreasing the generality of our results, we will only consider the piecewise constant case:

$$
\rho(x)=\rho_{i}, \quad x \in \Omega_{i} .
$$

In the case of a region of diameter $H_{i}$, such as the substructure $\Omega_{i}$, we use a norm with different relative weights obtained by a simple dilation argument:

$$
\begin{equation*}
\|u\|_{1, \Omega_{i}}^{2}=|u|_{1, \Omega_{i}}^{2}+\frac{1}{H_{i}^{2}}\|u\|_{0, \Omega_{i}}^{2} . \tag{4}
\end{equation*}
$$

Here, $\|\cdot\|_{0, \Omega_{i}}$ and $|\cdot|_{1, \Omega_{i}}$ denote the norm in $L^{2}\left(\Omega_{i}\right)$ and the seminorm in $H^{1}\left(\Omega_{i}\right)$, respectively. In the following we also employ the space $W^{1, \infty}\left(\Omega_{i}\right)$ of bounded functions with bounded derivatives; see, e.g., [29].

## $3 h p$ finite element approximations

We now specify a particular choice of finite element spaces. Given an affine quadrilateral mesh $\mathcal{T}$ of $\Omega$ and a polynomial degree $k \geq 1$, we consider the following finite element spaces:

$$
\begin{equation*}
X=X^{k}(\Omega ; \mathcal{T}):=\left\{u \in H_{0}^{1}(\Omega) \mid \quad u_{\left.\right|_{K}} \in \mathbb{Q}_{k}(K), K \in \mathcal{T}\right\} \tag{5}
\end{equation*}
$$

Here $\mathbb{Q}_{k}(K)$ is the space of polynomials of maximum degree $k$ in each variable on $K$. In the following, we may drop the reference to $k$, $\Omega$, and/or $\mathcal{T}$ whenever there is no confusion.

The mesh $\mathcal{T}$ is said to be regular or geometrically conforming if the intersection between neighboring elements is either a vertex or an entire edge of both elements. If hanging nodes are present it is called irregular; see, e.g., [35, 36]. We recall that conforming spaces can be defined on irregular meshes and, in order to do so, no degree of freedom is associated to a hanging node. In particular the degree of freedom of a basis function associated to such a node is constrained by the values of the basis functions on the other side; cf. Figure 2, right.

In this paper, we always assume that the meshes are regular. Irregular meshes with hanging nodes are commonly used in practice for $h p$ approximations. However, we are unaware of any analysis of iterative substructuring methods for meshes with hanging nodes. If hanging nodes lie all in the interior of the subdomains, then our algorithms can be defined in a straightforward way, but the analysis does not appear to be trivial. If hanging nodes lie on the interface between the subdomains, then the definition of our algorithms is not unique; see section 6 for more comments.

A finite element approximation of (3) consists of finding $u \in X$, such that

$$
\begin{equation*}
a(u, v)=f(v), \quad v \in X \tag{6}
\end{equation*}
$$

## 4 Construction of geometric boundary layer meshes

In order to resolve boundary layers and/or singularities, geometrically graded meshes can be employed. They are determined by a mesh grading factor $\sigma \in$ $(0,1)$ and by the refinement level $n$. The number of layers is $n+1$ and the thinnest layer has a width proportional to $\sigma^{n}$; see Figure 1. With an abuse of notation, we refer to $n$ as the number of layers in the following. Robust exponential convergence of $h p$ finite element approximations is achieved if $n$ is suitably chosen. For singularity resolution, $n$ is required to be proportional to the polynomial degree $k$; see $[2,4]$. In the presence of boundary layers, the width of the thinnest layer needs to be comparable to that of the boundary layer; see [28, 37, 38]. In practical applications, for boundary layers of fixed width, and corner (and edge, in three dimensions) singularities, $n$ is usually


Figure 1: Corner and edge patches for boundary layer meshes on $\hat{Q}$ with $\sigma=0.5$ and $n=4$.
chosen proportional to the polynomial degree $k$, with the assumption that $k$ is sufficiently large.

In this paper we only consider regular meshes. This means that we cannot treat meshes with hanging nodes which are often employed for singularity resolution when no boundary layer is present (geometrically refined corner meshes, cf. Figure 2, right). We note however that these meshes can also be employed for singularity resolution: they are regular, tensor product meshes which can be generated in a relatively simple and efficient way as opposed to irregular meshes with hanging nodes.

A two-dimensional geometric boundary layer mesh $\mathcal{T}_{b l}^{n, \sigma}$ is, roughly speaking, the tensor product of meshes that are geometrically refined towards the edges. Figure 2, left, shows an example of a boundary layer mesh.

The mesh $\mathcal{T}_{b l}^{n, \sigma}$ is built by first considering an initial shape-regular mac-ro-triangulation $\mathcal{T}_{m}$ which is successively refined. Every macroelement can be refined isotropically, or anisotropically in order to obtain edge or corner patches as in Figure 1. Here and in the following, we only consider patches obtained by triangulating the reference square $\hat{Q}:=I^{2}$, with $I:=(-1,1)$. A patch for an element $K_{m} \in \mathcal{T}_{m}$ is obtained by using an affine mapping $F_{K_{m}}: \hat{Q} \rightarrow K_{m}$.

An edge patch is given by an anisotropic triangulation of the form

$$
\begin{equation*}
\mathcal{T}_{e}:=\left\{I \times K_{y} \mid \quad K_{y} \in \mathcal{T}_{y}\right\}, \tag{7}
\end{equation*}
$$

where $\mathcal{T}_{y}$ is a mesh of $I$, geometrically refined towards, say $y=-1$, with grading factor $\sigma \in(0,1)$ and $n$ number of layers; see Figure 1, right, for a mesh with $\sigma=0.5$ and $n=4$.

A corner patch is given by an anisotropic triangulation of the form

$$
\begin{equation*}
\mathcal{T}_{c}:=\left\{K_{x} \times K_{y} \mid \quad K_{x} \in \mathcal{T}_{x}, K_{y} \in \mathcal{T}_{y}\right\}, \tag{8}
\end{equation*}
$$



Figure 2: Prototype boundary layer (left) and corner (right) meshes consisting of three types of patches. The macroelements are drawn with bold lines
where $\mathcal{T}_{x}$ and $\mathcal{T}_{y}$ are meshes of $I$, geometrically refined towards one vertex with a grading factor $\sigma \in(0,1)$ and number of layers $n$; see Figure 1, left.

The number of elements in an edge and corner patch with $n$ layers is $O(n)$ and $O\left(n^{2}\right)$, respectively. Consequently, if $n=O(k)$, as is required for exponential convergence, the corresponding FE spaces have $O\left(k^{3}\right)$ and $O\left(k^{4}\right)$ degrees of freedom, respectively.

In the following, elements of meshes on the reference square $\hat{Q}$ will be denoted by $\hat{K}$. We note that every element $\hat{K}$ of $\mathcal{T}_{e}$ and $\mathcal{T}_{c}$ is of the form $\left(0, h_{x}\right) \times\left(0, h_{y}\right)$ (after a possible translation and rotation) and is thus obtained from the reference element by an affine mapping $F_{\hat{K}}: \hat{Q} \rightarrow \hat{K}$ of the form

$$
\left[\begin{array}{ll}
x & y
\end{array}\right]^{T}=\left[\begin{array}{ll}
\left(h_{x} / 2\right)(\hat{x}+1) & \left(h_{y} / 2\right)(\hat{y}+1) \tag{9}
\end{array}\right]^{T} .
$$

The aspect ratio of $\hat{K}$ is the maximum of the ratios $h_{x} / h_{y}$ and $h_{y} / h_{x}$. Since the macromesh consists of affinely mapped elements $K_{m}$, every element $K$ of the global mesh $\mathcal{T}=\mathcal{T}_{b l}^{n, \sigma}$ is obtained from the reference element by combining two affine mappings

$$
\begin{equation*}
K=F_{K}(\hat{Q})=F_{K_{m}}\left(F_{\hat{K}}(\hat{Q})\right), \quad K \subset K_{m} \in \mathcal{T}_{m} \tag{10}
\end{equation*}
$$

Since $\mathcal{T}_{m}$ is shape-regular, the aspect ratio is determined by $F_{\hat{K}}$ only; cf. (9). Finally we note that the aspect ratio of the mesh is determined by $\sigma$ and $n$, and is proportional to $\sigma^{-n}$.

Our analysis will be made for a prototype mesh, obtained from a shaperegular (not necessarily quasi-uniform) macromesh, by refining elements that touch $\partial \Omega$ only, either as corner or edge patches. Such meshes only consist of three types of patches: unrefined, edge, and corner patches; see Figure 2, left, for an example. We also recall that in practical applications $\sigma$ is bounded away from one and zero.

## 5 Basis functions on Gauss-Lobatto nodes

We now introduce a particular nodal basis of $X^{k}(\Omega ; \mathcal{T})$, where $\mathcal{T}$ is a geometric boundary layer mesh. Basis functions will be defined on the reference element and then mapped into the current element using (10). There are indeed technically two spaces: the space of finite element functions $X^{k}(\Omega ; \mathcal{T})$ and the space of coefficients of these functions; we will make no distinction as far as notations are concerned.

We denote by $G L L(k)$ the set of Gauss-Lobatto points $\left\{\xi_{i} ; 0 \leq i \leq k\right\}$ on $I=(-1,1)$ in increasing order and by $\left\{w_{i}>0\right\}$ the corresponding weights; see [5, Sect. 4]. For the square $\hat{Q}=(-1,1)^{2}$ we set $G L L(k)^{2}=\left\{\xi_{i j}=\left(\xi_{i}, \xi_{j}\right) ; 0 \leq\right.$ $i, j \leq k\}$ and denote by $\left\{w_{i j}=w_{i} w_{j}>0\right\}$ the corresponding weights. We recall that $G L L(k)$ are the (distinct and real) zeros of $\left(1-x^{2}\right) L_{k-1}^{\prime}(x)$, with $L_{k-1}$ the Legendre polynomial of degree $k-1$ (cf. [5, Sect. 3]) and that the quadrature formula based on $G L L(k)$ has order $2 k-1$. In addition, we have

$$
\begin{equation*}
\|u\|_{L^{2}(I)}^{2} \leq \sum_{i=0}^{k} u\left(\xi_{i}\right)^{2} w_{i} \leq 3\|u\|_{L^{2}(I)}^{2}, \quad u \in \mathbb{Q}_{k}(I) \tag{11}
\end{equation*}
$$

see [5, Rem. 13.3]. In the following, we use the same notation for the mapped Gauss-Lobatto nodes and corresponding weights for an affinely mapped element $K \in \mathcal{T}$. Similar estimates as (11) hold in two dimensions and for mapped elements.

Given the nodes $G L L(k)^{2}$, our basis functions on $\mathbb{Q}_{k}(\hat{Q})$ are the tensor product of $k$-th order Lagrange interpolating polynomials on $G L L(k)$, defined by

$$
\begin{equation*}
\hat{l}_{i}\left(\xi_{j}\right)=\delta_{i j} \tag{12}
\end{equation*}
$$

On the reference element we can write

$$
\begin{equation*}
u(x, y)=\sum_{i=0}^{k} \sum_{j=0}^{k} u\left(\xi_{i}, \xi_{j}\right) \hat{l}_{i}(x) \hat{l}_{j}(y), \quad u \in \mathbb{Q}_{k}(\hat{Q}) \tag{13}
\end{equation*}
$$

For a general element in $\mathcal{T}$, basis functions are obtained by mapping those on the reference element. The local basis functions can be divided into interior (all local indices differ from 0 and $k$ ), side (only one of the indices is 0 or $k$ ), and nodal basis functions (all indices are 0 and/or $k$ ). We reserve the terms 'edge' and 'vertex' functions for subdomains; see below.

Equation (13) defines an interpolation operator $I^{k}$ on the reference element

$$
I^{k} u(x, y):=\sum_{i=0}^{k} \sum_{j=0}^{k} u\left(\xi_{i}, \xi_{j}\right) \hat{l}_{i}(x) \hat{l}_{j}(y)
$$

it is clear that $I^{k}$ can only be defined for continuous functions in general.

## 6 Iterative substructuring methods

Iterative substructuring methods
rely on a non-overlapping partition into substructures. We mention [39, Ch. 4] as a general reference to this section. In our algorithms the substructures are chosen as the macroelements in $\mathcal{T}_{m}=\left\{\Omega_{i} \mid 1 \leq i \leq N\right\}$. We recall that the macroelements are shape regular. This appears to be essential for the analysis and good performance. We refer to Figure 2, left, for an example. We also recall that we only consider regular meshes; see Remark 6.1 for some comments.

We define the boundaries $\Gamma_{i}=\partial \Omega_{i} \backslash \partial \Omega$ and the interface $\Gamma$ as their union. We remark that $\Gamma$ is the union of the interior subdomain edges, regarded as open sets, which are shared by two subregions, and subdomain vertices, which are shared by more than two subregions and can only be endpoints of edges. We will always assume that points on $\partial \Omega$ are excluded and denote the edges of $\Omega_{i}$ by $E^{i k}$ and its vertices by $V^{i l}$. Occasionally, we will also use edges and vertices with one or no superscript.

When restricted to the subdomain $\Omega_{i}$, the global triangulation $\mathcal{T}$ determines a local mesh $\mathcal{T}_{i}$. This mesh can be of three types: edge, corner, or consisting of just one element. We define the local spaces $X_{i}=X^{k}\left(\Omega_{i} ; \mathcal{T}_{i}\right)$, of local finite element functions that vanish on $\partial \Omega \cap \partial \Omega_{i}$, and the local bilinear forms

$$
a_{i}(u, v)=\int_{\Omega_{i}} \rho_{i} \nabla u \cdot \nabla v d x, \quad u, v \in X_{i} .
$$

We note that if $\Omega_{i}$ is a floating subdomain (i.e., its boundary does not touch $\partial \Omega), a_{i}(\cdot, \cdot)$ is only positive semi-definite and for $u \in X_{i}$ we have

$$
a_{i}(u, u)=0 \quad \text { iff } \quad u \text { constant in } \Omega_{i} .
$$

The sets of nodal points on $\Gamma_{i}, \Gamma$, and $E^{i k}$ are denoted by $\Gamma_{i, h}, \Gamma_{h}$, and $E_{h}^{i k}$ respectively. We will identify these sets with the corresponding sets of degrees of freedom. As for the corresponding regions, we will also use notations with one or no superscript. Recalling our terminology for local functions on single elements, we note that the subdomain vertices $V^{i l}$ are element nodes, while the nodal points in $E_{h}^{i k}$ may correspond both to side and nodal functions.

We define some spaces defined on the interfaces: $W_{i}$ is the space of restrictions to $\Gamma_{i}$ of functions in $X^{k}\left(\Omega_{i} ; \mathcal{T}_{i}\right)$ and $W$ of restrictions to $\Gamma$ of functions in $X^{k}(\Omega ; \mathcal{T})$. We note that functions in $W_{i}$ and $W$ are uniquely determined by the nodal values in $\Gamma_{i, h}$ and $\Gamma_{h}$, respectively. For every substructure $\Omega_{i}$, there is a natural interpolation operator

$$
R_{i}^{T}: W_{i} \longrightarrow W
$$

that extends a function on $\Gamma_{i}$ to a global function on $\Gamma$ with vanishing degrees of freedom in $\Gamma_{h} \backslash \Gamma_{i, h}$. Its transpose with respect to the Euclidean scalar product $R_{i}: W \rightarrow W_{i}$ extracts the degrees of freedom in $\Gamma_{i, h}$.

Once a vector $u \in X^{k}(\Omega ; \mathcal{T})$ is expanded using the basis functions introduced in section 5 , Problem (6) can be written as a linear system

$$
A u=f .
$$

We recall that the condition number of $A$ is expected to grow at least as $k^{3} /\left(h_{\text {min }}\right)^{2} \sim k^{3} \sigma^{-2 n} \sim k^{3} \sigma^{-2 k}$ (see [27]) and may thus be extremely large for large values of $k$.

The contributions to the stiffness matrix and the right hand side can be formed one subdomain at a time. The stiffness matrix is then obtained by subassembly of these parts. We will order the nodal points interior to the subdomains first, followed by those on the interface $\Gamma$. Similarly, for the stiffness matrix relative to a substructure $\Omega_{i}$, we have

$$
A^{(i)}=\left(\begin{array}{cc}
A_{I I}^{(i)} & A_{I \Gamma}^{(i)} \\
A_{\Gamma I}^{(i)} & A_{\Gamma \Gamma}^{(i)}
\end{array}\right)
$$

In a first step of many iterative substructuring algorithms, the unknowns in the interior of the subdomains are eliminated by block gaussian elimination. In this step, the Schur complements, with respect to the variables associated with the boundaries of the individual substructures, are calculated. The resulting linear system can be written as

$$
\begin{equation*}
S u_{\Gamma}=g_{\Gamma} . \tag{14}
\end{equation*}
$$

Given the local Schur complements

$$
S_{i}=A_{\Gamma \Gamma}^{(i)}-A_{I \Gamma}^{(i)^{T}} A_{I I}^{(i)^{-1}} A_{I \Gamma}^{(i)}: W_{i} \longrightarrow W_{i}
$$

we have

$$
S=\sum_{i=1}^{N} R_{i}^{T} S_{i} R_{i}: W \longrightarrow W
$$

and an analogous formula can be found for $g_{\Gamma}$; see [39, Ch. 4].
A function $u^{(i)}$ defined on $\Omega_{i}$ is said to be discrete harmonic on $\Omega_{i}$ if

$$
A_{I I}^{(i)} u_{I}^{(i)}+A_{I \Gamma}^{(i)} u_{\Gamma}^{(i)}=0 .
$$

In this case, it is easy to see that $\mathcal{H}_{i}\left(u_{\Gamma}^{(i)}\right):=u^{(i)}$ is completely defined by its value on $\Gamma_{i}$. The space of piecewise discrete harmonic functions $u$ consists of functions in $X$ that are discrete harmonic on each substructure. In this case, $u=: \mathcal{H}\left(u_{\Gamma}\right)$ is completely defined by its value on $\Gamma$.

Our preconditioners will be defined with respect to the inner product

$$
s(u, v)=u^{T} S v, \quad u, v \in W
$$

It follows immediately from the definition of $S$ that $s(\cdot, \cdot)$ is symmetric and coercive.

The following lemma results from elementary variational arguments.

Lemma 6.1 Let $u_{\Gamma}^{(i)}$ be the restriction of a finite element function to $\Gamma_{i}$. Then the discrete harmonic extension $u^{(i)}=\mathcal{H}_{i}\left(u_{\Gamma}^{(i)}\right)$ of $u_{\Gamma}^{(i)}$ into $\Omega_{i}$ satisfies

$$
a_{i}\left(u^{(i)}, u^{(i)}\right)=\min _{v^{(i)} \mid \partial \Omega_{i}=u_{\Gamma}^{(i)}} a_{i}\left(v^{(i)}, v^{(i)}\right)=u_{\Gamma}^{(i)^{T}} S^{(i)} u_{\Gamma}^{(i)}
$$

Analogously, if $u_{\Gamma}$ is the restriction of a finite element function to $\Gamma$, the piecewise discrete harmonic extension $u=\mathcal{H}\left(u_{\Gamma}\right)$ of $u_{\Gamma}$ into the interior of the subdomains satisfies

$$
a(u, u)=\min _{\left.v\right|_{\Gamma=u_{\Gamma}}} a(v, v)=s(u, u)=u_{\Gamma}^{T} S u_{\Gamma} .
$$

This lemma ensures that instead of working with functions defined on the interface $\Gamma$, we can equivalently work with the corresponding discrete harmonic extensions. For this reason, in the following we will identify spaces of traces on the interfaces, $W_{i}$ and $W$, with spaces of discrete harmonic extensions. We point out however that due to the particular meshes considered, we cannot equivalently work with norms of local discrete harmonic extensions and traces on the subdomain boundaries since our local meshes are not in general quasi-uniform or shape-regular, and stable discrete harmonic extensions cannot be found in general.

### 6.1 Neumann-Neumann methods

Neumann-Neumann methods provide
preconditioners for the Schur complement system: instead of solving (14) using, e.g., the conjugate gradient method, they employ an equivalent system involving a preconditioned operator of the form

$$
\hat{S}^{-1} S=P_{N N}=P_{0}+\left(I-P_{0}\right)\left(\sum_{i=1}^{N} P_{i}\right)\left(I-P_{0}\right) .
$$

We refer to $[11,23,31,19]$ for some NN methods for the $h$ and $p$ finite elements. We are unaware on any such method for $h p$ approximations.

The operators $P_{i}$ are projection-like operators associated to a family of subspaces $W_{i}$ and determined by a set of local bilinear forms defined on them

$$
\tilde{s}_{i}(u, v), \quad u, v \in W_{i} .
$$

Given interpolation operators $R_{i}^{T}: W_{i} \rightarrow W$, we have

$$
\begin{equation*}
P_{i}=R_{i}^{T} \tilde{P}_{i}, \quad \tilde{P}_{i}: W \longrightarrow W_{i} \tag{15}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{s}_{i}\left(\tilde{P}_{i} u, v_{i}\right)=s\left(u, R_{i}^{T} v_{i}\right), \quad v_{i} \in W_{i} . \tag{16}
\end{equation*}
$$

While $P_{0}$ is associated to a low-dimensional global problem, the others are associated to the single substructures. The remainder of this section is devoted to the definition of the various components of $P_{N N}$.

An important role is played by a family of weighted counting functions $\delta_{i}$, which are associated with and defined on the individual $\Gamma_{i}(c f .[9,11,23,34,31])$ and are defined for $\gamma \in[1 / 2, \infty)$. Given $\Omega_{i}$ and $x \in \Gamma_{i, h}, \delta_{i}(x)$ is determined by a sum of contributions from $\Omega_{i}$ and its relevant next neighbors,

$$
\begin{equation*}
\delta_{i}(x)=\sum_{j \in \mathcal{N}_{x}} \rho_{j}^{\gamma}(x) / \rho_{i}^{\gamma}(x), \quad x \in \Gamma_{i, h} . \tag{17}
\end{equation*}
$$

Here $\mathcal{N}_{x}, x \in \Gamma_{h}$, is the set of indices $j$ of the subregions such that $x \in \Gamma_{j, h}$. The function $\delta_{i}$ is discrete harmonic and thus belongs to $W_{i}$. The pseudoinverses $\delta_{i}^{\dagger} \in W_{i}$ are defined, for $x \in \Gamma_{i, h}$, by

$$
\begin{equation*}
\delta_{i}^{\dagger}(x)=\delta_{i}^{-1}(x), \quad x \in \Gamma_{i, h} . \tag{18}
\end{equation*}
$$

We note that these functions provide a partition of unity:

$$
\begin{equation*}
\sum_{i=1}^{N} R_{i}^{T} \delta_{i}^{\dagger}(x) \equiv 1 \tag{19}
\end{equation*}
$$

In particular, for $u \in W$ we can use the formula

$$
\begin{equation*}
u=\sum_{i=1}^{N} R_{i}^{T} u_{i}, \quad \text { with } u_{i}=\mathcal{H}_{i}\left(\delta_{i}^{\dagger} u\right) \tag{20}
\end{equation*}
$$

Here and from now on, we will tacitly assume that whenever we write $\mathcal{H}_{i}(u v)$ or $\mathcal{H}(u v)$ we first form $I^{k}(u v)$, i.e., map the product of the two functions $u$ and $v$ into the finite element space by interpolation, and then extend the result as a discrete harmonic function.

Our coarse space $W_{0}$ is defined as

$$
W_{0}=\operatorname{span}\left\{R_{i}^{T} \delta_{i}^{\dagger}\right\} \subset W
$$

where the span is taken over the floating subdomains. We note that $W_{0}$ consists of piecewise discrete harmonic functions and $R_{0}^{T}$ is the natural injection $W_{0} \subset$ $W$. We consider an exact solver on $W_{0}$

$$
\tilde{s}_{0}(u, v):=a(\mathcal{H} u, \mathcal{H} v)=a(u, v) .
$$

For every substructure $\Omega_{i}$ the local bilinear form is

$$
\tilde{s}_{i}(u, v):=a_{i}\left(\mathcal{H}_{i}\left(\delta_{i} u\right), \mathcal{H}_{i}\left(\delta_{i} v\right)\right), \quad u, v \in W_{i} .
$$

For a floating subdomain $\tilde{P}_{i}$ is defined only for those $u \in W$ for which $s(u, v)=0$ for all $v=R_{i}^{T} v_{i}$ such that $\mathcal{H}_{i}\left(\delta_{i} v_{i}\right)$ is constant on $\Omega_{i}$. This condition is satisfied
if $a\left(u, R_{i}^{T} \delta_{i}^{\dagger}\right)=0$; we note that this test function is a basis function for $W_{0}$. For such subdomains, we make the solution $\tilde{P}_{i} u$ of (16) unique by imposing the constraint

$$
\begin{equation*}
\int_{\Omega_{i}} \mathcal{H}_{i}\left(\delta_{i} \tilde{P}_{i} u\right) d x=0 \tag{21}
\end{equation*}
$$

which just means that we select the solution orthogonal to the null space of the Neumann operator. Thus, Range $\left(\tilde{P}_{i}\right)$ has codimension 1 with respect to the space $W_{i}$.

We can equally well use matrix notations. Let $D_{i}$ be the diagonal matrix with the elements $\delta_{i}^{\dagger}(x)$ corresponding to the point $x \in \Gamma_{i, h}$. Then

$$
\tilde{s}_{i}(u, v)=u^{T} D_{i}^{-1} S_{i} D_{i}^{-1} v .
$$

We also have,

$$
P_{i}=R_{i}^{T} D_{i} S_{i}^{\dagger} D_{i} R_{i} S
$$

where $S_{i}^{\dagger}$ is a pseudoinverse of $S_{i}$. Analogously for the coarse projection

$$
P_{0}=R_{0}^{T} S_{0}^{-1} R_{0} S
$$

where $S_{0}=R_{0} S R_{0}^{T}$ the restriction of $S$ to $W_{0}$
One of the main results of this paper is a bound for the condition number of $P_{N N}$. Such bound can be found using the abstract Schwarz theory; see, e.g., [39, Ch. 6]. We refer to [23, 11, 31, 39, 19] for similar proofs.

A uniform bound for the smallest eigenvalue can be found using the decomposition (20) and the fact that $P_{0}$ is an orthogonal projection.

Lemma 6.2 We have

$$
s\left(P_{N N} u, u\right) \geq s(u, u), \quad u \in W
$$

In order to find a bound for the largest eigenvalue, we need a stability property for the local bilinear forms; see, e.g., [39].

## Assumption 6.1 We have

$$
s\left(R_{i}^{T} u_{i}, R_{i}^{T} u_{i}\right) \leq \omega \tilde{s}_{i}\left(u_{i}, u_{i}\right), \quad u_{i} \in \operatorname{Range}\left(\tilde{P}_{i}\right), \quad i=1, \cdots, N
$$

with

$$
\omega=C(1-\sigma)^{-4}\left(1+\log \left(\frac{k}{1-\sigma}\right)\right)^{2}
$$

and $C$ independent of $k, n, \sigma, \gamma$, the coefficients $\rho_{i}$, and the diameters $H_{i}$.
The proof of Assumption 6.1 is given in section 8. Assumption 6.1 and a coloring argument provide a bound for the largest eigenvalue; see, e.g., [32, Sect. 8].

Lemma 6.3 Let Assumption 6.1 be satisfied. Then

$$
s\left(P_{N N} u, u\right) \leq C \omega s(u, u), \quad u \in W .
$$

Consequently the condition number of $P_{N N}$ satisfies

$$
\kappa\left(P_{N N}\right) \leq C \omega=C(1-\sigma)^{-4}\left(1+\log \left(\frac{k}{1-\sigma}\right)\right)^{2} .
$$

Remark 6.1 We note that our Neumann-Neumann algorithm can still be defined for irregular meshes with hanging nodes that lie in the interior of the substructures. The analysis however does not appear to be trivial; in particular we cannot exploit the equivalence of polynomials and bilinear functions on Gauss-Lobatto meshes as in section 7.1. Other iterative substructuring methods for $h p$ approximations also seem to require regular meshes; see [3, 24, 22, 1, 15, 6, 30, 16, 17]. If hanging nodes are present on the interface $\Gamma$, then there is no straightforward way of defining a Neumann-Neumann algorithm. For the definition of $W_{i}$, we can choose for instance the restriction of functions in $W$ to $\Gamma_{i}$ (and thus no local degree of freedom is associated to a hanging node), or we can associate local degrees of freedom to hanging nodes (the definition of the extension $R_{i}^{t}$ is thus not straightforward). Whatever the choice, it does not appear to be trivial to define the weighting counting functions $\delta_{i}$ in such a way that, for instance, the decomposition (20) still holds. For these reasons we leave the important case of irregular meshes to a future work.

### 6.2 One-level FETI methods

FETI methods were first introduced in [14]. Since then, considerable work has been done on FETI methods and many variants and improvements have been proposed. We refer to [13] for a detailed introduction and to [25, 19] for the analysis of one-level FETI methods

Instead of solving the Schur complement system (14) directly, we work with a space of discontinuous functions across the interface $\Gamma$

$$
\tilde{W}=\prod_{i=1}^{N} W_{i}
$$

For $u \in \tilde{W}$, let $u_{i}$ be its component associated to $W_{i}$. We consider the equivalent constrained problem: find $u \in \tilde{W}$, such that

$$
\left.\begin{array}{r}
J(u):=\frac{1}{2} u^{T} \tilde{S} u-\tilde{f}^{T} u \rightarrow \min  \tag{22}\\
B u=0
\end{array}\right\} .
$$

Here, the matrix $B=\left[B_{1}, B_{2}, \ldots, B_{N}\right]$ is constructed from $\{0,1,-1\}$ such that the values of the solution $u$ associated with more than one subdomain coincide
when $B u=0$. We note that the choice of $B$ is far from unique. The matrix $\tilde{S}$ is a block diagonal matrix constructed with the local Schur complements $S_{i}$. We recall that $S_{i}$ is singular if and only if $\Omega_{i}$ is a floating subdomain. By introducing a vector of Lagrange multipliers $\lambda$ to enforce the constraints $B u=0$, we obtain a saddle point formulation of $(22)$ : find $(u, \lambda) \in W \times U$ such that

$$
\left.\begin{array}{rl}
\tilde{S} u+B^{T} \lambda & =\tilde{f}  \tag{23}\\
B u & =0
\end{array}\right\}
$$

with $U=$ Range $(B)$. In this work we only consider the case of non-redundant Lagrange multipliers, i.e., when no redundant condition is imposed by $B u=0$, and thus $B$ has full rank. We refer to, e.g., [19] for other variants and additional comments; here we only note that the case of redundant Lagrange multipliers can also be employed and analyzed for our problem.

In the next step we eliminate the primal variable $u$. Since $\tilde{S}$ is singular, we need to employ a pseudoinverse $\tilde{S}^{\dagger}$, constructed with pseudoinverses of local Neumann problems $S_{i}^{\dagger}$. In addition we introduce the full-column rank matrix $R$ built from all the null space elements of $\tilde{S}$

$$
R=\left[\begin{array}{cccc}
r_{1} & O & \cdots & O \\
O & r_{2} & \ddots & \vdots \\
\vdots & \ddots & \ddots & O \\
O & \cdots & O & r_{N}
\end{array}\right]
$$

We have $\operatorname{Range}(R)=\operatorname{Kernel}(\tilde{S})$. In fact, the subdomains that intersect $\partial \Omega$ do not contribute to $\operatorname{Kernel}(\tilde{S})$, and therefore those columns of $R$ are void, while for a floating substructure we can choose a vector of all ones. We find

$$
u=\tilde{S}^{\dagger}\left(\tilde{f}-B^{T} \lambda\right)+R \alpha, \quad\left(\tilde{f}-B^{T} \lambda\right) \perp \operatorname{Kernel}(\tilde{S})
$$

We thus obtain

$$
\left.\begin{array}{rl}
F \lambda-G \alpha & =d  \tag{24}\\
G^{T} \lambda & =e
\end{array}\right\}
$$

with $F:=B \tilde{S}^{\dagger} B^{T}, G:=B R, d:=B \tilde{S}^{\dagger} \tilde{f}$, and $e:=R^{T} \tilde{f}$.
We now introduce a symmetric, positive definite matrix $Q$ and define an inner product $\langle\lambda, \mu\rangle_{Q}:=\langle\lambda, Q \mu\rangle$ on $U=\operatorname{Range}(B)$. Here $\langle\cdot, \cdot\rangle$ stands for the Euclidean inner product. Let $P^{T}:=I-G\left(G^{T} Q G\right)^{-1} G^{T} Q$. We find that

$$
\left.\begin{array}{r}
P^{T} F \lambda=P^{T} d  \tag{25}\\
G^{T} \lambda=e
\end{array}\right\}
$$

We note that $P$ is an orthogonal projection from $U$ onto $\operatorname{Kernel}\left(G^{T}\right)$; this projection is orthogonal in the $Q^{-1}$ inner product, i.e., the inner product defined
by $\left\langle\lambda, Q^{-1} \mu\right\rangle$. We introduce the subspace

$$
\begin{equation*}
V:=\{\lambda \in U:\langle\lambda, B z\rangle=0, \quad z \in \operatorname{Kernel}(S)\}=\operatorname{Kernel}\left(G^{T}\right)=\operatorname{Range}(P) . \tag{26}
\end{equation*}
$$

The one-level FETI method is a preconditioned conjugate gradient method, in the space $V$, applied to the first one of (25) with an initial approximation $\lambda_{0}$ chosen such that $G^{T} \lambda_{0}=e$ :

$$
\begin{equation*}
P M^{-1} P^{T} F \lambda=P M^{-1} P^{T} d, \quad \lambda \in \lambda_{0}+V . \tag{27}
\end{equation*}
$$

Many choices have been proposed for the preconditioner $M^{-1}$ and the matrix $Q$. The choice

$$
M^{-1}:=\left(B D^{-1} B^{T}\right)^{-1} B D^{-1} S D^{-1} B^{T}\left(B D^{-1} B^{T}\right)^{-1}, \quad Q:=M^{-1}
$$

provides a condition number that is independent of the $\rho_{i}$; see [19]. Here $D: \tilde{W} \rightarrow \tilde{W}$ is a block diagonal matrix: each block, corresponding to one substructure, is equal to $D_{i}$, the local scaling matrix introduced in the previous section. We note that $\left(B D^{-1} B^{T}\right)$ is block diagonal and each block corresponds to one node in $\Gamma_{i, h}$, the size of which equals the number of conditions associated to that node in $B u=0$. We note that $M^{-1}$ does not have an inverse but that $P M^{-1}$ is a one-to-one mapping from $\operatorname{Range}\left(P^{T}\right)$ to $V=\operatorname{Range}(P)$.

A uniform bound for the smallest eigenvalue of the preconditioned operator can be found using simple linear algebra arguments; see, e.g, [25].

Lemma 6.4 We have

$$
\langle F \lambda, \lambda\rangle \geq\langle M \lambda, \lambda\rangle, \quad \lambda \in V .
$$

In order to find a bound for the largest eigenvalue, it is convenient to introduce the jump operator

$$
\begin{equation*}
P_{D}:=D^{-1} B^{T}\left(B D^{-1} B^{T}\right)^{-1} B \tag{28}
\end{equation*}
$$

which maps $\tilde{W}$ into itself.
We require a stability property for $P_{D}$; see, e.g., [19].
Assumption 6.2 We have

$$
\left|P_{D} u\right|_{\tilde{S}}^{2} \leq \omega|u|_{\tilde{S}}^{2}, \quad u \in \operatorname{Range}(\tilde{S})
$$

where

$$
|u|_{\tilde{S}}^{2}:=\langle u, \tilde{S} u\rangle=\sum_{i=1}^{N}\left\langle u_{i}, S_{i} u_{i}\right\rangle=\sum_{i=1}^{N} a_{i}\left(\mathcal{H}_{i} u_{i}, \mathcal{H}_{i} u_{i}\right)=\sum_{i=1}^{N} a_{i}\left(u_{i}, u_{i}\right), \quad u \in \tilde{W}
$$

and $\omega$ is the same as in Assumption 6.1.

The proof of Assumption 6.2 is given in section 9. Assumption 6.2 and simple linear algebra arguments provide a bound for the largest eigenvalue; see [19, Th. 1].

Lemma 6.5 Let Assumption 6.2 be satisfied. Then

$$
\langle F \lambda, \lambda\rangle \leq \omega\langle M \lambda, \lambda\rangle, \quad \lambda \in V .
$$

Consequently the condition number of the preconditioned FETI operator satisfies

$$
\kappa\left(P M^{-1} P^{T} F\right) \leq \omega=C(1-\sigma)^{-4}\left(1+\log \left(\frac{k}{1-\sigma}\right)\right)^{2}
$$

Remark 6.2 A new class of FETI methods has recently been introduced, the so-called dual-primal FETI methods; see [12]. In two dimensions variables associated to the vertices of the substructures are eliminated together with the internal degrees of freedom. The constrained problem in (22) only involves degrees of freedom in the interior of the edges of the subdomains and the resulting Schur complement $\tilde{S}$ is invertible. An equation for the Lagrange multiplier $\lambda$ is then obtained: $F \lambda=d$, cf. (24). The same preconditioner $M^{-1}$ is employed and the preconditioned operator $M^{-1} F$ has the same condition number bound as for one-level FETI methods. We refer to [26, 20] for the analysis of certain dual primal FETI methods. These methods can be defined for our approximations as well and the proof can be carried out as in [26, 20].

## 7 Technical Tools

### 7.1 Gauss-Lobatto meshes

We now introduce an additional refined mesh based on the Gauss-Lobatto points on each element of $\mathcal{T}$. It will be a useful tool for the proof of certain properties. These results are well known and can be found in $[5,7,8]$.

The points $G L L(k)^{2}$ define a triangulation $\mathcal{T}_{k}=\mathcal{T}_{k}(\hat{Q})$ of $\hat{Q}$ in a natural way, consisting of $k^{2}$ rectangles. Let $Y^{h}=Y^{h}(\hat{Q})=X^{1}\left(\hat{Q} ; \mathcal{T}_{k}\right)$ be the space of piecewise bilinear functions on this mesh. We also denote $Y^{k}=Y^{k}(\hat{Q})=$ $\mathbb{Q}_{k}(\hat{Q})$. The aspect ratio of $\mathcal{T}_{k}$ is of the order of $k$; see [8, Pg. 27] for details. In a similar way we can consider a Gauss-Lobatto mesh on an affinely mapped element $K$ by simply mapping the mesh on $\hat{Q}$. In the following, we will use the notations $\mathcal{T}_{k}=\mathcal{T}_{k}(K), Y^{h}=Y^{h}(K)$, and $Y^{k}=Y^{k}(K)$, to denote the GL mesh, the piecewise bilinear finite element space, and $\mathbb{Q}_{k}$, respectively, for a mapped element. If the aspect ratio of $K$ is, e.g., $h_{x} / h_{y}$ (cf. (9) and (10)), then that of the corresponding $\mathcal{T}_{k}$ is $\left(h_{x} / h_{y}\right) k$. We refer to Figure 3 for an example.

There is a one-to-one correspondence between $Y^{h}$ and $Y^{k}$ given by

$$
I^{k}: Y^{h} \rightarrow Y^{k}, \quad I^{h}: Y^{k} \rightarrow Y^{h}
$$



Figure 3: Gauss-Lobatto meshes on a reference and a stretched element
where $I^{h}$ is the nodal interpolation operator on $Y^{h}$. We use the notation $u_{h} \in$ $Y^{h}$ and $u_{k} \in Y^{k}$ in order to denote two corresponding functions.

Lemma 7.1 Let $\hat{K}=\left(0, h_{x}\right) \times\left(0, h_{y}\right)$. Then there exist positive constants $c$ and $C$, such that, for $u_{h} \in Y^{h}(\hat{K})$,

$$
\begin{aligned}
& c\left\|u_{h}\right\|_{0, \hat{K}} \leq\left\|u_{k}\right\|_{0, \hat{K}} \leq C\left\|u_{h}\right\|_{0, \hat{K}} \\
& c\left\|\partial_{x}\left(u_{h}\right)\right\|_{0, \hat{K}} \leq\left\|\partial_{x}\left(u_{k}\right)\right\|_{0, \hat{K}} \leq C\left\|\partial_{x}\left(u_{h}\right)\right\|_{0, \hat{K}} \\
& c\left\|\partial_{y}\left(u_{h}\right)\right\|_{0, \hat{K}} \leq\left\|\partial_{y}\left(u_{k}\right)\right\|_{0, \hat{K}} \leq C\left\|\partial_{y}\left(u_{h}\right)\right\|_{0, \hat{K}}
\end{aligned}
$$

with, in particular, $c$ and $C$ independent of $h_{x}, h_{y}$, and $k$. If $K \in \mathcal{T}$ is given by (10), then, for $u_{h} \in Y^{h}(K)$,

$$
\begin{aligned}
& c\left\|u_{h}\right\|_{0, K} \leq\left\|u_{k}\right\|_{0, K} \leq C\left\|u_{h}\right\|_{0, K} \\
& c\left|u_{h}\right|_{1, K} \leq\left|u_{k}\right|_{1, K} \leq C\left|u_{h}\right|_{1, K}
\end{aligned}
$$

where the constants are independent of the diameter and the aspect ratio of $K$, and $k$.

The proof of the result above can be found in [7, Sect. 2] for $K=\hat{Q}$. For an affinely mapped element a scaling argument can be then used. We note that thanks to Lemma 7.1 we can equivalently work with functions in $Y^{k}$ or $Y^{h}$.

The following result can be found in [8, Lem. 3.3.2].
Lemma 7.2 Let $\hat{K}=\left(0, h_{x}\right) \times\left(0, h_{y}\right)$ and $u_{h} \in Y^{h}(\hat{K})$. Given $\theta \in W^{1, \infty}(\hat{K})$, with

$$
\|\theta\|_{\infty, \hat{K}} \leq C, \quad\|\nabla \theta\|_{\infty, \hat{K}} \leq C / r
$$

then

$$
\begin{aligned}
& \left\|I^{h}\left(\theta u_{h}\right)\right\|_{0, \hat{K}}^{2} \leq C\left\|u_{h}\right\|_{0, \hat{K}}^{2} \\
& \left\|\partial_{x} I^{h}\left(\theta u_{h}\right)\right\|_{0, \hat{K}}^{2} \leq C\left(\left|u_{h}\right|_{1, \hat{K}}^{2}+r^{-2}\left\|u_{h}\right\|_{0, \hat{K}}^{2}\right),
\end{aligned}
$$

where $C$ is independent of $h_{x}, h_{y}$, and $k$. A similar bound holds for the $y$ derivative. If $K \in \mathcal{T}$ is given by (10), then, for $u_{h} \in Y^{h}(K)$,

$$
\begin{aligned}
& \left\|I^{h}\left(\theta u_{h}\right)\right\|_{0, K}^{2} \leq C\left\|u_{h}\right\|_{0, K}^{2} \\
& \left|I^{h}\left(\theta u_{h}\right)\right|_{1, K}^{2} \leq C\left(\left|u_{h}\right|_{1, K}^{2}+r^{-2}\left\|u_{h}\right\|_{0, K}^{2}\right)
\end{aligned}
$$

where $C$ is independent of the diameter and the aspect ratio of $K$, and $k$.
Given an element $\hat{K}=\left(0, h_{x}\right) \times\left(0, h_{y}\right)$, let $a=(0,0)$ and $b=\left(h_{x}, 0\right)$ and $a^{\prime}$ and $b^{\prime}$ be the corresponding vertices on the parallel edge. In addition, if $d=(0,0)$ and $e=\left(0, h_{y}\right)$, let $d^{\prime}$ and $e^{\prime}$ be the corresponding vertices on the parallel edge. The following lemma relies on trivial properties of bilinear functions; cf. [8, Lem. 3.3.1].

Lemma 7.3 Let $\hat{K}=\left(0, h_{x}\right) \times\left(0, h_{y}\right)$. Then there are constants independent of $h_{x}$ and $h_{y}$, such that, if $u$ is bilinear on $\hat{K}$,

$$
\begin{aligned}
& c\|u\|_{0, \hat{K}}^{2} \leq h_{x} h_{y} \sum_{x=a, b}\left(u(x)^{2}+u\left(x^{\prime}\right)^{2}\right) \leq C\|u\|_{0, \hat{K}}^{2} \\
& c\left\|\partial_{x} u\right\|_{0, \hat{K}}^{2} \leq\left(h_{y} / h_{x}\right) \sum_{x=a, b}\left(u(x)-u\left(x^{\prime}\right)\right)^{2} \leq C\left\|\partial_{x} u\right\|_{0, \hat{K}}^{2} \\
& c\left\|\partial_{y} u\right\|_{0, \hat{K}}^{2} \leq\left(h_{x} / h_{y}\right) \sum_{x=d, e}\left(u(x)-u\left(x^{\prime}\right)\right)^{2} \leq C\left\|\partial_{y} u\right\|_{0, \hat{K}}^{2} \\
& c\left\|\partial_{x} u\right\|_{\infty, \hat{K}}^{2} \leq h_{x}^{-2} \sum_{x=a, b}\left(u(x)-u\left(x^{\prime}\right)\right)^{2} \leq C\left\|\partial_{x} u\right\|_{\infty, \hat{K}}^{2} \\
& c\left\|\partial_{y} u\right\|_{\infty, \hat{K}}^{2} \leq h_{y}^{-2} \sum_{x=d, e}\left(u(x)-u\left(x^{\prime}\right)\right)^{2} \leq C\left\|\partial_{y} u\right\|_{\infty, \hat{K}}^{2}
\end{aligned}
$$

### 7.2 Decomposition results

One of the key ingredients for the proof of Assumptions 6.1 and 6.2, and for the analysis of many iterative substructuring methods is a decomposition result for local functions in $W_{i}$ into edge and vertex components:

$$
\begin{equation*}
u=\sum_{k} u_{E^{i k}}+\sum_{l} u_{V^{i l}}, \quad u \in W_{i} . \tag{29}
\end{equation*}
$$

The edge component $u_{E^{i k}}$ vanishes on $\partial \Omega_{i} \backslash E^{i k}$ and is discrete harmonic. It is uniquely determined by the nodal values in $E_{h}^{i k}$. The vertex component $u_{V^{i l}}$ is also discrete harmonic and vanishes at all points of $\Gamma_{i, h}$ except $V^{i l}$; the value of the function at $V^{i l}$ uniquely determines it:

$$
u_{V^{i l}}(x)=u\left(V^{i l}\right) \phi_{V^{i l}}(x)
$$

where $\phi_{V^{i l}} \in W_{i}$ is one at $V^{i l}$ and zero at the remaining points of $\Gamma_{i, h}$.
Here and in the following section we only carry out proofs for the reference square $\hat{Q}$ : since elements in the macromesh $\mathcal{T}_{m}$ are shape-regular and affinely
mapped, the corresponding bounds for a generic substructure $\Omega_{i} \in \mathcal{T}_{m}$, of diameter $H_{i}$, can be obtained by a standard scaling argument and involve the scaled norm (4).

We first consider the vertex components. We recall that we only need to consider three types of patches: edge, corner, and unrefined ones, together with the corresponding triangulations $\mathcal{T}_{e}, \mathcal{T}_{c}$, and $\hat{Q}$, respectively; cf. Figures 1 and 2. A generic patch is denoted by $\Omega_{i}$ and its triangulation by $\mathcal{T}_{i}$. Let $V$ be a vertex of $\Omega_{i}$ that does not lie on $\partial \Omega$. There is a unique element $K_{V} \in \mathcal{T}_{i}$ to which this vertex belongs. We note that the aspect ratio of $K_{V}$ is independent of the refinement level $n$ : it is bounded by a constant $C$ for the case of a corner and unrefined patch, while it is bounded by $C(1-\sigma)^{-1}$ for an edge patch; see Figure 1.

We next consider the Gauss-Lobatto mesh $\mathcal{T}_{k}\left(K_{V}\right)$ on $K_{V}$ and assume that $V$ belongs to $k_{V} \in \mathcal{T}_{k}\left(K_{V}\right)$. We note that the aspect ratio of $k_{V}$ satisfies a similar bound as for $K_{V}$; see Figure 3.

Lemma 7.4 Let $u_{V} \in W_{i}$ be discrete harmonic and vanish at all nodal points $\Gamma_{i, h}$ except at the vertex $V$. Then there is a constant independent of $u_{V}, H_{i}, \sigma$, and $n$, such that

$$
\left|u_{V}\right|_{1, \Omega_{i}}^{2} \leq C(1-\sigma)^{-1}\left|u_{V}(V)\right|^{2} \leq C(1-\sigma)^{-1}\left\|u_{V}\right\|_{\infty, K_{V}}^{2} .
$$

Proof. We only consider the worst possible case, i.e., that of an edge patch, for which, after a possible translation and rotation,

$$
k_{V}=\left(0, C k^{-2}(1-\sigma)\right) \times\left(0, C k^{-2}\right) ;
$$

cf. Figure 1, right. The result follows by estimating the energy norm of the zero extension of the boundary values and by noting that the harmonic extension has a smaller energy (cf. Lemma 6.1). More precisely, let $u_{k}$ be the function that vanishes at all nodal points in $\Omega_{i, h} \cup \Gamma_{i, h}$ except at $V$ and $u_{h}=I^{h} u_{k}$ the corresponding piecewise bilinear function defined on the Gauss-Lobatto mesh. Using Lemma 7.3, we find

$$
\left\|\nabla u_{h}\right\|_{\infty, k_{V}} \leq C\left|u_{V}(V)\right| k^{2}(1-\sigma)^{-1} .
$$

Since the area of $k_{V}$ is bounded by $C k^{-4}(1-\sigma)$, we find

$$
\left|u_{h}\right|_{1, \Omega_{i}}^{2}=\left|u_{h}\right|_{1, k_{V}}^{2} \leq C\left\|\nabla u_{h}\right\|_{\infty, k_{V}}^{2} \cdot k^{-4}(1-\sigma)=C(1-\sigma)^{-1}\left|u_{V}(V)\right|^{2} .
$$

A bound for $u_{k}$ is then obtained using Lemma 7.1. $\square$
We now have a bound for vertex components.
Theorem 7.1 Let $u \in W_{i}$ and $u_{V}$ its component relative to a vertex $V$. Then there is a constant independent of $u, H_{i}, \sigma$, and $n$, such that

$$
\left|u_{V}\right|_{1, \Omega_{i}}^{2} \leq C(1-\sigma)^{-1}|u(V)|^{2} \leq C(1-\sigma)^{-1}\|u\|_{\infty, K_{V}}^{2} .
$$

A complementary result is given by the inverse estimate in the following lemma.

Lemma 7.5 Let $u \in X_{i}$. Then there is a constant independent of $u, H_{i}, \sigma$, and $n$, such that

$$
|u(V)|^{2} \leq\|u\|_{\infty, K_{V}}^{2} \leq C(1-\sigma)^{-2}(1+\log k)\|u\|_{1, K_{V}}^{2}
$$

Proof. Due to the presence of the full $H^{1}$-norm, the worst case is here for the corner patch, for which, after a possible translation, we have

$$
K_{V}=(0, C(1-\sigma)) \times(0, C(1-\sigma))
$$

cf. Figure 1, left. Let $K_{V}=F_{K_{V}}(\hat{Q})$ with $F_{K_{V}}$, an affine mapping. On the reference element $\hat{Q}$, [37, Th. 4.76] gives

$$
\|u\|_{\infty, \hat{Q}}^{2} \leq C(1+\log k)\|u\|_{1, \hat{Q}}^{2} .
$$

The proof is then concluded by using the mapping $K_{V}=F_{K_{V}}(\hat{Q}) . \quad \square$
We next consider the edge contributions of the decomposition (29). Bounds for the unrefined patch follow from standard results for spectral elements. For the edge and corner patch, we employ a cut-off function $\theta_{E}$ and Lemma 7.2. We note that we need to consider one possible case for the corner patch and two for the edge patch; cf. Figure 1. Here we only consider the edge patch: the corner patch can be treated in a similar way.

Lemma 7.6 Given an edge $E^{j}$ of $\Omega_{i}$, there exists a continuous function $\theta_{E^{j}}$, defined on $\overline{\Omega_{i}}$, that is equal to one at the nodal points of $E_{h}^{j}$ and zero on $\Gamma_{i, h} \backslash E_{h}^{j}$, such that

$$
\begin{align*}
& 0 \leq \theta_{E^{j}} \leq 1 \\
& \left|\nabla \theta_{E^{j}}\right| \leq C / r \tag{30}
\end{align*}
$$

where $r=r(x, y)$ is the distance to the closest vertex of $\Omega_{i}$ that does not lie on $\partial \Omega$.

Proof. We only consider the case of an edge patch on $\hat{Q}$ in full detail. The bounds for a generic substructures are obtained by a scaling argument.

We consider the configuration in Figure 4 and assume that the edge $E^{4}$ $(y=-1)$ lies on $\partial \Omega$. We only need to construct three functions. We start by constructing functions $\vartheta_{E^{j}}$ which we will then interpolate. We divide $\hat{Q}$ into eight triangles by connecting the center $C=(0,0)$ to all the vertices and to the four centers $C^{j}$ of the edges.

We first assign values in the upper rectangle $y \geq 0$ : The function $\vartheta_{E^{j}}$ is equal to $1 / 3$ at the center $C$ and at the centers of the edges $\vartheta_{E^{j}}\left(C^{l}\right)=\delta_{j l}$. They are then linear functions along each segment $C C^{j}$. The value inside a triangle determined by $C C^{j}$ and a vertex of $E^{j}$ is constant along


Figure 4: Construction of the functions $\vartheta_{E^{j}}, j=1,2,3$, on an edge patch. The lines inside the triangles are lines where the $\vartheta_{E^{j}}$ are constant
any straight line through that vertex and is given by the value, already known, on the segment $C C^{j}$. We note that this procedure determines the $\vartheta_{E^{j}}$ at all points with $y \geq 0$, except at the two vertices $V^{2}$ and $V^{3}$; cf. Figure 4. For $y \leq 0$ we assign values at the two lower vertices $V^{1}$ and $V^{4}$ and the center $C^{4}$. We then interpolate linearly on the four lower triangles. We set

$$
\begin{aligned}
& \vartheta_{E^{1}}\left(V^{1}\right)=1, \quad \vartheta_{E^{1}}\left(V^{4}\right)=0, \quad \vartheta_{E^{1}}\left(C^{4}\right)=1 / 2, \\
& \vartheta_{E^{3}}\left(V^{1}\right)=0, \quad \vartheta_{E^{3}}\left(V^{4}\right)=1, \quad \vartheta_{E^{3}}\left(C^{4}\right)=1 / 2, \\
& \vartheta_{E^{2}}\left(V^{1}\right)=0, \quad \vartheta_{E^{1}}\left(V^{4}\right)=0, \quad \vartheta_{E^{2}}\left(C^{4}\right)=0 .
\end{aligned}
$$

We next consider the triangulation $\mathcal{T}_{k}\left(\Omega_{i}\right)$ determined by the Gauss-Lobatto meshes on the single elements of $\mathcal{T}_{i}$ and interpolate $\vartheta_{E^{j}}$ at the GLL nodes: $\theta_{E^{j}}=I^{h} \vartheta_{E^{j}}$. The value of each $\theta_{E^{j}}$ at the vertices $V^{2}$ and $V^{3}$ is set equal to zero.

The functions $\theta_{E j}$ are non negative and bounded by one: this proves the first of (30). By proceeding as for the proof of [8, Lem. 3.3.6] and using elementary properties of bilinear functions, we find

$$
\begin{array}{ll}
\left|\nabla \theta_{E^{j}}\right| \leq C / r, & y \geq 0, \\
\left|\nabla \theta_{E^{j}}\right| \leq C / H_{i}, & y \leq 0
\end{array}
$$

This concludes the proof for an edge patch. For an unrefined patch the result can be found in [8, Lem. 3.3.6]. For a corner patch we note that we need consider only the two edges that do not lie on $\partial \Omega$ and the proof can be carried out in a similar way.
Lemma 7.7 Let $\theta_{E^{j}}$ be the functions in Lemma 7.6, where $E^{j}$ is an edge of the substructure $\Omega_{i}$. Then, for every $x \in \Omega_{i, h} \cup \Gamma_{i, h}$ that is not a vertex of $\Omega_{i}$,

$$
\sum_{j} I^{k}\left(\theta_{E^{j}} u\right)(x)=\sum_{j} I^{h}\left(\theta_{E^{j}} u\right)(x)=u(x), \quad u \in X_{i}
$$

and

$$
\left|I^{k}\left(\theta_{E^{j}} u\right)\right|_{1, \Omega_{i}}^{2} \leq C(1-\sigma)^{-3}\left(1+\log \left(\frac{k}{1-\sigma}\right)\right)^{2}\|u\|_{1, \Omega_{i}}^{2}
$$

Proof. The proof is the same as that in [8, Lem. 3.3.7]. The only difference is that we do not work with just one spectral elements but on the whole patch $\Omega_{i}$. As usual let $\mathcal{T}_{k}\left(\Omega_{i}\right)$ be the mesh obtained by considering the Gauss-Lobatto meshes on each element $K \in \mathcal{T}_{i}$. We only consider an edge patch which coincides with the reference element in full detail; see Figures 1 and 4 . Let $K_{V} \in \mathcal{T}_{i}$ be the element that contains the vertices $V^{2}$ and $V^{3}$ and $k_{V^{l}}, l=2,3$, the elements on the Gauss-Lobatto mesh $\mathcal{T}_{k}\left(\Omega_{i}\right)$, to which $V^{l}$ belongs. We note that, after a possible translation and rotation, we have

$$
k_{V^{l}}=\left(0, h_{x}\right) \times\left(0, h_{y}\right)=\left(0, C k^{-2}(1-\sigma)\right) \times\left(0, C k^{-2}\right) .
$$

and that $k_{V^{l}} \subset K_{V}$. We first consider the energy of $I^{h}\left(\theta_{E^{j}} u\right)$ on $\hat{k}=k_{V^{l}}, l=$ 2,3. We first note that the nodal values of $I^{h}\left(\theta_{E^{j}} u\right)$ on $\hat{k}$ are $0,0, \theta_{E^{j}}\left(c^{\prime}\right) u(c)=$ $u\left(c^{\prime}\right)$, and $\theta_{E^{j}}\left(d^{\prime}\right) u\left(d^{\prime}\right)$. Using Lemma 7.3 and the first of (30), we find

$$
\left|I^{h}\left(\theta_{E^{j}} u\right)\right|_{1, \hat{k}}^{2} \leq \max \left\{\frac{h_{x}}{h_{y}}, \frac{h_{y}}{h_{x}}\right\}\left(u\left(c^{\prime}\right)^{2}+u\left(d^{\prime}\right)^{2}\right) \leq C(1-\sigma)^{-1}\|u\|_{\infty, K_{V}}^{2}
$$

Lemma 7.5 thus yields

$$
\begin{equation*}
\left|I^{h}\left(\theta_{E^{j}} u\right)\right|_{1, k_{V l}}^{2} \leq C(1-\sigma)^{-3}(1+\log k)\|u\|_{1, K_{V}}^{2}, \quad l=2,3 . \tag{31}
\end{equation*}
$$

We now consider the elements $\hat{k} \in \mathcal{T}_{k}\left(\Omega_{i}\right)$ different from $k_{V^{1}}$ or $k_{V^{2}}$. Using Lemma 7.2 and the second of (30), we have

$$
\sum_{\hat{k} \subset \Omega_{i}}\left|I^{h}\left(\theta_{E^{j}} u\right)\right|_{1, \hat{k}}^{2} \leq C \sum_{\hat{k} \subset \Omega_{i}}\left(|u|_{1, \hat{k}}^{2}+r_{\hat{k}}^{-2}\|u\|_{0, \hat{k}}^{2}\right),
$$

where $r_{\hat{k}}$ is the distance of the baricenter of $\hat{k}$ from the closest vertex of $\Omega_{i}$ that does not lie on $\partial \Omega$ and the sum is taken over elements in $\mathcal{T}_{k}\left(\Omega_{i}\right), k_{V^{2}}$ and $k_{V^{2}}$ excluded. Using polar coordinates around $V^{2}$ and $V^{3}$, the last contribution can be bounded by

$$
\sum_{\hat{k} \subset \Omega_{i}} r_{\hat{k}}^{-2}\|u\|_{0, \hat{k}}^{2} \leq C \int_{k^{-2}(1-\sigma)}^{C} \int_{0}^{2 \pi} u^{2} \frac{r}{r^{2}} d \phi d r
$$

Using 7.5, we find

$$
\begin{equation*}
\sum_{\hat{k} \subset \Omega_{i}}\left|I^{h}\left(\theta_{E^{j}} u\right)\right|_{1, \hat{k}}^{2} \leq C|u|_{1, \Omega_{i}}^{2}+C(1-\sigma)^{-2}\left(1+\log \left(\frac{k}{1-\sigma}\right)\right)^{2}\|u\|_{1, \Omega_{i}}^{2} \tag{32}
\end{equation*}
$$

The proof is concluded by combining (31), (32), and Lemma 7.1.
For an unrefined patch the result can be found in [8, Lem. 3.3.7]. For a corner patch the proof can be carried out in a similar way.


Figure 5: A corner and an edge patch which share an edge $E$. The edge patch $\Omega_{j}$ coincides with $\Omega_{E}$ after a stretching along the horizontal direction.

### 7.3 Comparison results

In the analysis of many iterative substructuring methods, it is necessary to compare the energy of discrete harmonic functions on different substructures that have the same trace on a common edge or the same value at a common vertex.

Lemmas 7.5 and 7.4 allow us to do so for vertex functions. Indeed they provide a trace and an extension theorem, respectively, for $u$ and the boundary value $u(V)$.

If the local meshes are shape-regular and quasi-uniform, the comparison for edge functions on adjacent substructures, can also be made using a trace theorem (which is valid for general functions in $H^{1}$ ) and a stable extension. However, the existence of a stable extension for meshes that are not quasiuniform or shape-regular is far from trivial. For this reason we will adopt a different strategy here, since the meshes considered are highly anisotropic but of a particular type.

We note that we only need to consider two cases: that of an edge shared by an unrefined and an edge patch, and by an edge and a corner patch. We only consider the latter case in full detail, since the former can be treated in exactly the same way. We consider the two substructures $\Omega_{i}$ and $\Omega_{j}$ in Figure 5, which share the edge $E$. We first consider $\Omega_{i}$ and suppose that it coincides with the reference square $\hat{Q}$. The edge $E$ corresponds to $x=1$. Let $\Omega_{E}$ be the layer of points in $\Omega_{i}$ within a distance $2(1-\sigma)$ from $E$.

Lemma 7.8 Let $u_{E} \in W_{i}$ be an edge function on $\Omega_{i}$, i.e, a discrete harmonic function that vanishes on $\partial \Omega \backslash E$, and $\tilde{u}_{E} \in X_{i}$, such that

1. $\tilde{u}_{E}$ is equal to $u_{E}$ on $E$ and vanishes on $\partial \Omega_{E} \backslash E$;
2. $\tilde{u}_{E}$ is discrete harmonic in $\Omega_{E}$;
3. $\tilde{u}_{E}$ vanishes in $\Omega_{i} \backslash \Omega_{E}$.

Then

$$
\left|u_{E}\right|_{1, \Omega_{i}}^{2} \leq\left|\tilde{u}_{E}\right|_{1, \Omega_{i}}^{2} \leq\left\|\nabla \theta_{\sigma, E}\right\|_{\infty}^{2}\left|u_{E}\right|_{1, \Omega_{i}}^{2}
$$

where $\theta_{\sigma, E} \in W^{1, \infty}\left(\Omega_{i}\right)$ is any function that is equal to one on $E$, vanishes in $\Omega_{i} \backslash \Omega_{E}$, and has values in $(0,1)$ in the rest of $\Omega_{i}$. In particular we can find $a$ function such that

$$
\left\|\nabla \theta_{\sigma, E}\right\|_{\infty} \leq C(1-\sigma)^{-1}
$$

Proof. The first inequality is trivial and comes from the minimizing property of the harmonic extension in Lemma 6.1. For the second, we consider any function $\theta_{\sigma, E}$ that satisfies the given assumptions. Since $\tilde{u}_{E}$ is discrete harmonic in $\Omega_{E}$, Lemma 6.1 ensures that

$$
\left|\tilde{u}_{E}\right|_{1, \Omega_{i}}^{2}=\left|\tilde{u}_{E}\right|_{1, \Omega_{E}}^{2} \leq\left|I^{k}\left(\theta_{\sigma, E} u_{E}\right)\right|_{1, \Omega_{E}}^{2} .
$$

It is then enough to find a bound for the piecewise bilinear function on the Gauss-Lobatto mesh $\mathcal{T}_{k}\left(\Omega_{E}\right), I^{h}\left(\theta_{\sigma, E} u_{E}\right)$. This can be found using Lemma 7.2

$$
\left|I^{h}\left(\theta_{\sigma, E} u_{E}\right)\right|_{1, \Omega_{E}}^{2} \leq C\left(|u|_{1, \Omega_{E}}^{2}+\left\|\nabla \theta_{\sigma, E}\right\|_{\infty}^{2}\|u\|_{0, \Omega_{E}}^{2}\right) \leq C\left\|\nabla \theta_{\sigma, E}\right\|_{\infty}^{2}\|u\|_{1, \Omega_{i}}^{2} .
$$

Since $u$ vanishes on $\partial \Omega_{i} \backslash E$, a Friedrichs inequality allows us to replace the $H^{1}$-norm with the seminorm.

A particular $\theta_{\sigma, E}$ can be chosen as a function that varies linearly in $\Omega_{E}$ along the horizontal direction, which decreases from one to zero in a layer of width $2(1-\sigma)$.

The comparison result for edge functions can be then found by noting that we can map $\Omega_{j}$ and its mesh into $\Omega_{E}$ and the corresponding local mesh, by a simple dilation in the horizontal direction.

Theorem 7.2 Let $E$ be an edge that is common to $\Omega_{i}$ and $\Omega_{j}$ and $u_{E} \in W$ be a piecewise discrete harmonic function that is identically zero at all nodal points in $\Gamma_{h} \backslash E_{h}$. Then,

$$
c(1-\sigma)\left|u_{E}\right|_{1, \Omega_{i}}^{2} \leq\left|u_{E}\right|_{1, \Omega_{j}}^{2} \leq C(1-\sigma)^{-1}\left|u_{E}\right|_{1, \Omega_{i}}^{2} .
$$

## 8 Proof of Assumption 6.1

We are now ready to give an upper bound for $\omega$ in Assumption 6.1. We note that functions in $W_{i}$ vanish on $\Gamma_{h}$ except at the nodal points in $\Gamma_{i, h}$ and their support is thus contained in the union of $\Omega_{i}$ and its neighboring substructures. In order to estimate $\omega$ we thus have to estimate the energy of $u \in W_{i}$ on these substructures in terms of the energy of $\mathcal{H}_{i}\left(\delta_{i} u\right)$ in $\Omega_{i}$ alone.

We first note that, by simple calculation, we have

$$
\begin{equation*}
\rho_{j}\left(\delta_{i}^{\dagger}(x)\right)^{2}=\rho_{j} \delta_{i}(x)^{-2} \leq \min \left\{\rho_{i}, \rho_{j}\right\}, \quad x \in \Gamma_{i, h}, \quad j \in \mathcal{N}_{x} \tag{33}
\end{equation*}
$$

Let $u \in \operatorname{Range}\left(\tilde{P}_{i}\right)$. We start with a substructure $\Omega_{j}$ that only has a vertex $V$ in common with $\Omega_{i}$. We note that $u$ has only a vertex component on $\Omega_{j}$, according to the decomposition (29). Using Lemma 7.4, we find

$$
a_{j}(u, u)=\rho_{j}|u|_{1, \Omega_{j}}^{2} \leq C \rho_{j}(1-\sigma)^{-1}|u(V)|^{2} \leq C \rho_{j} \delta_{i}(V)^{-2}(1-\sigma)^{-1}\left|\delta_{i}(V) u(V)\right|^{2} .
$$

We next apply Lemma 7.5 to the vertex component of $\mathcal{H}_{i}\left(\delta_{i} u\right)$ :

$$
\begin{aligned}
& \rho_{i}\left|\delta_{i}(V) u(V)\right|^{2} \leq C(1-\sigma)^{-2}(1+\log k) \rho_{i}\left\|\mathcal{H}_{i}\left(\delta_{i} u\right)\right\|_{1, \Omega_{i}}^{2} \\
& \quad=C(1-\sigma)^{-2}(1+\log k)\left(a_{i}\left(\mathcal{H}_{i}\left(\delta_{i} u\right), \mathcal{H}_{i}\left(\delta_{i} u\right)\right)+\rho_{i} H_{i}^{-2}\left\|\mathcal{H}_{i}\left(\delta_{i} u\right)\right\|_{0, \Omega_{i}}^{2}\right)
\end{aligned}
$$

We note that the $L^{2}$ component in the last term can be bounded by the local bilinear form $a_{i}(\cdot, \cdot)$, thanks to a Poincaré inequality for floating subdomains (cf. (21)), or thanks to a Friedrichs inequality for substructures that touch $\partial \Omega$. Combining these two estimates and using (33), we find

$$
\begin{equation*}
a_{j}(u, u) \leq C(1-\sigma)^{-3}(1+\log k) a_{i}\left(\mathcal{H}_{i}\left(\delta_{i} u\right), \mathcal{H}_{i}\left(\delta_{i} u\right)\right) \tag{34}
\end{equation*}
$$

We next consider a substructure $\Omega_{j}$ that shares an edge $E$ with vertices $V^{1}$ and $V^{2}$. We note that on $\Omega_{j}, u$ can be decomposed as

$$
u=u_{V^{1}}+u_{V^{2}}+u_{E}
$$

We have

$$
a_{j}(u, u)=\rho_{j}|u|_{1, \Omega_{j}}^{2} \leq 3 \rho_{j}\left(\left|u_{V^{1}}\right|_{1, \Omega_{j}}^{2}+\left|u_{V^{2}}\right|_{1, \Omega_{j}}^{2}+\left|u_{E}\right|_{1, \Omega_{j}}^{2}\right)
$$

The vertex components can be bounded as before; cf. (34). For the edge component we first note that the function $\delta_{i}$ is constant at all nodal points inside $E$ and is equal to $\left(\rho_{i}^{\gamma}+\rho_{j}^{\gamma}\right) / \rho_{i}^{\gamma}$. Using (33), we can then write

$$
\rho_{j}\left|u_{E}\right|_{1, \Omega_{j}}^{2}=\frac{\rho_{j} \rho_{i}^{2 \gamma}}{\rho_{i}\left(\rho_{i}^{\gamma}+\rho_{j}^{\gamma}\right)^{2}} \rho_{i}\left|\mathcal{H}_{j}\left(\delta_{i} u_{E}\right)\right|_{1, \Omega_{j}}^{2} \leq \rho_{i}\left|\mathcal{H}_{j}\left(\delta_{i} u_{E}\right)\right|_{1, \Omega_{j}}^{2}
$$

Using Corollary 7.2 and Lemma 7.7 yields
$\left|\mathcal{H}_{j}\left(\delta_{i} u_{E}\right)\right|_{1, \Omega_{j}}^{2} \leq C(1-\sigma)^{-1}\left|\mathcal{H}_{i}\left(\delta_{i} u_{E}\right)\right|_{1, \Omega_{i}}^{2} \leq C(1-\sigma)^{-4}\left(1+\log \left(\frac{k}{1-\sigma}\right)\right)^{2}\|u\|_{1, \Omega_{i}}^{2}$.
Combining the last two estimates and using a Poincaré or a Friedrichs inequality, we find

$$
\begin{equation*}
\rho_{j}\left|u_{E}\right|_{1, \Omega_{j}}^{2} \leq C(1-\sigma)^{-4}\left(1+\log \left(\frac{k}{1-\sigma}\right)\right)^{2} a_{i}\left(\mathcal{H}_{i}\left(\delta_{i} u\right), \mathcal{H}_{i}\left(\delta_{i} u\right)\right) \tag{35}
\end{equation*}
$$

We finally need to consider the energy of $u$ in $\Omega_{i}, a_{i}(u, u)$. We note that we can decompose $u$ on $\Omega_{i}$ according to (29). Each vertex and edge component can be bounded as before. Summing over $i$ and the neighboring subdomains, we find
$a(u, u) \leq C(1-\sigma)^{-4}\left(1+\log \left(\frac{k}{1-\sigma}\right)\right)^{2}\left(\sum_{E^{i j}} 1+\sum_{V^{i k}} 1\right) a_{i}\left(\mathcal{H}_{i}\left(\delta_{i} u\right), \mathcal{H}_{i}\left(\delta_{i} u\right)\right)$.
Since the partition $\mathcal{T}_{m}$ is shape-regular, the number of subdomains to which a vertex may belong is bounded. We finally obtain

$$
\omega \leq C(1-\sigma)^{-4}\left(1+\log \left(\frac{k}{1-\sigma}\right)\right)^{2}
$$

Since in practice $\sigma$ is bounded away from one, we obtain the same bound as for Neumann-Neumann methods for $p$ finite element approximations on shaperegular meshes

$$
\kappa\left(P_{N N}\right) \leq C(1+\log k)^{2} ;
$$

see, e.g., [31]. We stress the fact that the constants in the last two estimates are independent of the coefficients $\rho_{i}$ and the refinement level $n$ (and thus of the aspect ratio of the mesh $\mathcal{T}_{b l}^{n, \sigma}$ ).

## 9 Proof of Assumption 6.2

The proof is very similar to that of Assumption 6.1. Before proceeding however we need an additional result which was not needed for Neumann-Neumann methods. A key step in the proof of the previous section is that the $L^{2}$-norm of functions in Range $\left(\tilde{P}_{i}\right) \subset W_{i}$ can be bounded by the $H^{1}$-seminorm (see, e.g., (34)), by using a Poincaré inequality (cf. (21)) for floating subdomains. Here however we work with functions in $\operatorname{Range}(\tilde{S})$ and we need a similar property.

Lemma 9.1 Let $u \in \operatorname{Range}(\tilde{S})$. Then there is a constant independent of $H_{i}$ and the local meshes such that

$$
\left\|u_{i}\right\|_{0, \Omega_{i}}^{2} \leq C H_{i}^{2}\left|u_{i}\right|_{1, \Omega_{i}}^{2}, \quad i=1, \ldots, N
$$

Proof. The property is a consequence of Friedrichs inequality if $\Omega_{i}$ is not a floating subdomain. Since the columns of $R$ span the null space of $\tilde{S}$, it is immediate to see that $u \in \operatorname{Range}(\tilde{S})$ if and only if, for all floating subdomains $\Omega_{i}, l_{i}\left(u_{i}\right):=k^{-1} r_{i}^{T} u_{i}=0$. We recall that $r_{i}$ is a vector consisting of ones. We also note that in our geometries corner and edge patches cannot be floating subdomains. The mesh on a floating substructure is thus shape-regular and quasi-uniform. In particular, for our prototype meshes floating subdomains can only be shape-regular spectral elements, possibly affinely mapped; cf. Figure 2.

Recalling the expression for the Gauss-Lobatto weights (see [5, Th. 4.5]) and using (11), we find, for $u_{i} \in W_{i}$,

$$
\left|l_{i}\left(u_{i}\right)\right|=\left|k^{-1} r_{i}^{T} u_{i}\right| \leq C_{i}^{\prime}\left\|u_{i}\right\|_{0, \partial \Omega_{i}}
$$

The functional $l_{i}(\cdot)$ can thus be extended as a continuous linear functional, still denoted by $l_{i}(\cdot)$, to the whole of $L^{2}\left(\partial \Omega_{i}\right)$. Since, if $u_{i}$ is constant on $\partial \Omega_{i}$, then $l_{i}\left(u_{i}\right)=0$ if and only if $u_{i}=0,[29$, Th. 7.1] ensures that

$$
\left\|u_{i}\right\|_{0, \Omega_{i}}^{2} \leq C H_{i}^{2}\left|u_{i}\right|_{1, \Omega_{i}}^{2}+C_{i} l_{i}\left(u_{i}\right)^{2}, \quad u_{i} \in H^{1}\left(\Omega_{i}\right)
$$

where $C_{i}$ only depends on the shape and size of $\Omega_{i}$, and $C$ only on its shape. This concludes the proof.

Let now $u \in \operatorname{Range}(\tilde{S})$. An expression for $P_{D} u$ can be found in [19]:

$$
\begin{equation*}
\left(P_{D} u(x)\right)_{i}=v_{i}(x)=\sum_{j \in \mathcal{N}_{x}} \delta_{j}^{\dagger}(x)\left(u_{i}(x)-u_{j}(x)\right), \quad x \in \Gamma_{i, h}, \quad u \in \tilde{W} \tag{36}
\end{equation*}
$$

Here $\mathcal{N}_{x}$ is again the set of indices of the subregions that have $x$ on their boundaries. We recall that $\delta_{j}^{\dagger}$ is constant on each edge of $\Gamma_{i}$. It is therefore natural to decompose $v_{i}$ according to (29). However, since we need to consider traces from different subdomains and then extend them into one substructure, we introduce a different notation for (29):

$$
\begin{equation*}
v_{i}=\sum_{k} P_{E^{i k}}\left(v_{i}\right)+\sum_{l} P_{V^{i l}}\left(v_{i}\right) . \tag{37}
\end{equation*}
$$

We assume that the edge $E^{i k}$ is shared by $\Omega_{i}$ and $\Omega_{k}$. In order to construct $P_{E^{i k}}\left(w_{j}\right)$, for $w_{j} \in W_{j}$ and $j=i, k$, we first restrict $w_{j}$ to $E^{i k}$ and then extend it harmonically in $\Omega_{i}$. Similarly, in order to construct $P_{V^{i l}}\left(w_{j}\right)$, for $w_{j} \in W_{j}$ and $j \in \mathcal{N}_{V^{i l}}$, we take the value $w_{j}\left(V^{i l}\right)$ and then extend it harmonically in $\Omega_{i}$ as a vertex function.

We now bound each term in (37) separately. We start by an edge component $P_{E^{i k}}\left(v_{i}\right)$ and note that in the sum in (36) there is only one non-vanishing term, corresponding to $j=k$. For every $x \in E_{h}^{i k}$, we have $\delta_{j}^{\dagger}(x)=\rho_{j}^{\gamma} /\left(\rho_{j}^{\gamma}+\rho_{i}^{\gamma}\right)$, and thus

$$
\left|P_{E^{i k}}\left(v_{i}\right)\right|_{S_{i}}^{2}=\rho_{i}\left|P_{E^{i k}}\left(v_{i}\right)\right|_{1, \Omega_{i}}^{2} \leq 2\left(\frac{\rho_{j}^{\gamma}}{\rho_{j}^{\gamma}+\rho_{i}^{\gamma}}\right)^{2}\left(\rho_{i}\left|P_{E^{i k}}\left(u_{i}\right)\right|_{1, \Omega_{i}}^{2}+\rho_{i}\left|P_{E^{i k}}\left(u_{k}\right)\right|_{1, \Omega_{i}}^{2}\right) .
$$

Using Corollary 7.2 and (33), we find

$$
\left|P_{E^{i k}}\left(v_{i}\right)\right|_{S_{i}}^{2} \leq\left(\rho_{i}\left|P_{E^{i k}}\left(u_{i}\right)\right|_{1, \Omega_{i}}^{2}+\rho_{k}(1-\sigma)^{-1}\left|P_{E^{k i}}\left(u_{k}\right)\right|_{1, \Omega_{k}}^{2}\right)
$$

The stability result in Lemma 7.7 and the bound in Lemma 9.1 yield

$$
\begin{equation*}
\left|P_{E^{i k}}\left(v_{i}\right)\right|_{S_{i}}^{2} \leq C(1-\sigma)^{-4}\left(1+\log \left(\frac{k}{1-\sigma}\right)\right)^{2}\left(a_{i}\left(u_{i}, u_{i}\right)+a_{k}\left(u_{k}, u_{k}\right)\right) \tag{38}
\end{equation*}
$$

We now consider a vertex component $P_{V^{i l}}\left(v_{i}\right)$ and note that there are $\left(\mathcal{N}_{V^{i l}}-\right.$ 1) non-vanishing terms in the sum in (36). We can thus write

$$
P_{V^{i l}}\left(v_{i}\right)=P_{V^{i l}}\left(\sum_{\substack{j \in \mathcal{N}_{V i l} \\ j \neq i}} \delta_{j}^{\dagger}\left(u_{i}-u_{j}\right)\right)=\sum_{\substack{j \in \mathcal{N}_{V i l} \\ j \neq i}} \delta_{j}^{\dagger}\left(V^{i l}\right) P_{V^{i l}}\left(u_{i}-u_{j}\right) .
$$

Each component can be bounded using Corollary 7.1. Noting that the number of substructures in $\mathcal{N}_{V^{i l}}$ is uniformly bounded since the macromesh $\mathcal{T}_{m}$ is shaperegular, we find

$$
\rho_{i}\left|P_{V^{i l}}\left(v_{i}\right)\right|_{1, \Omega_{i}}^{2} \leq C(1-\sigma)^{-1} \sum_{\substack{j \in \mathcal{N}_{V} i l \\ j \neq i}} \delta_{j}\left(V^{i l}\right)^{-2}\left(\rho_{i}\left|u_{i}\left(V^{i l}\right)\right|^{2}+\rho_{i}\left|u_{j}\left(V^{i l}\right)\right|^{2}\right)
$$

Using then (33) and Lemma 7.5, we obtain

$$
\rho_{i}\left|P_{V^{i l}}\left(v_{i}\right)\right|_{1, \Omega_{i}}^{2} \leq C(1-\sigma)^{-1}(1+\log k) \sum_{j \in \mathcal{N}_{V^{i l}}}\left(a_{j}\left(u_{j}, u_{j}\right)+\rho_{j} H_{j}^{-2}\left\|u_{j}\right\|_{0, \Omega_{j}}^{2}\right)
$$

where we have used again the property that the number of terms in the sum is uniformly bounded. Applying Lemma 9.1 yields

$$
\begin{equation*}
\left|P_{V^{i l}}\left(v_{i}\right)\right|_{S_{i}}^{2} \leq C(1-\sigma)^{-1}(1+\log k) \sum_{j \in \mathcal{N}_{V^{i l}}} a_{j}\left(u_{j}, u_{j}\right) \tag{39}
\end{equation*}
$$

We next combine (37), (38), and (39) and obtain

$$
\left|v_{i}\right|_{S_{i}}^{2} \leq C(1-\sigma)^{-4}\left(1+\log \left(\frac{k}{1-\sigma}\right)\right)^{2} \sum_{V^{i l}} \sum_{j \in \mathcal{N}_{V^{i} l}} a_{j}\left(u_{j}, u_{j}\right)
$$

where we have used the fact that if two substructures share an edge they also share its end points, which must be vertices of the two substructures. Summing then over the substructures $\left\{\Omega_{i}\right\}$ and using the property that the number of substructures in each $\mathcal{N}_{V^{i l}}$ is uniformly bounded, we find

$$
|v|_{\tilde{S}}^{2} \leq \omega|u|_{\tilde{S}}^{2}
$$

with

$$
\omega \leq C(1-\sigma)^{-4}\left(1+\log \left(\frac{k}{1-\sigma}\right)\right)^{2}
$$

We remark that we find the same bound as for the Neumann-Neumann operator:

$$
\kappa\left(P M^{-1} P^{T} F\right) \leq C(1+\log k)^{2}
$$

if $\sigma$ is bounded away from one, as it is always the case in practical applications. As before the constants in the last two estimates are independent of the coefficients $\rho_{i}$ and the refinement level $n$ (and thus of the aspect ratio of the mesh $\left.\mathcal{T}_{b l}^{n, \sigma}\right)$.


Figure 6: Boundary layer mesh with refinement near two edges with mesh grading factors $\sigma_{x}=0.5$ and $\sigma_{y}=0.5$. The unrefined grid is a cartesian grid of size $N_{x} \times N_{y}=5 \times 5$.

## 10 Numerical results

The purpose of this section is to present two sets of numerical experiments in order to show that the theoretical bounds for the condition number for the model problem (2) derived in this paper appear to hold for the singularly-perturbed problem (1). An extensive numerical study is presented elsewhere; see [40].

We only consider a Balancing Neumann-Neumann method for approximations on the unit square $\Omega=(0,1)^{2}$. We choose $\rho \equiv 1$ and the right-hand side $f \equiv 1$. The macromesh $\mathcal{T}_{m}$ consists of $5 \times 5$ substructures. Geometric refinement is performed towards the two edges $x=0$ and $y=0$, with $\sigma=0.5$; see Figure 6.

We first consider the model problem (2). Given a polynomial degree $k$, we choose $n=k$ as is required for robust exponential convergence; see, e.g., $[2,4]$. The conjugate gradient iteration is stopped after a reduction of the Euclidean norm of the initial residual of $10^{-14}$. Table 1 shows the iteration count, the estimated maximum and minimum eigenvalues, and the condition number for different values of $k$. We note that the minimum eigenvalue is equal to one; see Lemma 6.2. In addition a moderate growth of the maximum eigenvalue is observed with $k$; such growth is consistent with the quadratic bound in Lemma 6.3.

We next consider the singularly-perturbed problem (1). We note that the right-hand side $f$ is not consistent with homogeneous Dirichlet conditions. For a given $\epsilon$, we choose

$$
n=\left\lfloor\frac{\log (\sqrt{\epsilon} / H)}{\log \sigma}\right\rfloor+1, \quad k=n
$$

| $\mathbf{N N}$ |  |  |  |  |
| :---: | :--- | :--- | :--- | :--- |
| $N_{x} \times N_{y}=5 \times 5$ |  | substructures |  |  |
| $k$ | $I t$ | $\lambda_{\max }$ | $\lambda_{\min }$ | $\kappa$ |
| 2 | 12 | 1.5953 | 1 | 1.5953 |
| 3 | 16 | 2.2623 | 1 | 2.2623 |
| 4 | 19 | 2.9932 | 1 | 2.9932 |
| 5 | 22 | 3.7629 | 1 | 3.7629 |
| 6 | 23 | 4.5352 | 1 | 4.5352 |
| 7 | 25 | 5.2641 | 1 | 5.2641 |
| 8 | 25 | 5.9242 | 1 | 5.9242 |
| 9 | 26 | 6.5088 | 1 | 6.5088 |
| 10 | 27 | 7.0275 | 1 | 7.0275 |
| 11 | 27 | 7.4915 | 1 | 7.4915 |
| 12 | 27 | 7.9135 | 1 | 7.9135 |

Table 1: Laplace problem in the unit square. Conjugate Gradient method with Neumann-Neumann preconditioner: iteration count, maximum and minimum eigenvalues, and condition number.
where $\lfloor x\rfloor$ denotes the integer part of $x$. These conditions ensure that the width of the thinnest layer, $H \sigma^{n}$, is comparable to the size of the boundary layer, $\sqrt{\epsilon}$, as is required for boundary layer resolution (see $[28,37,38]$ ) and that $n$ is comparable to $k$, as is required for singularities. Table 2 shows the polynomial degree, the iteration count, the maximum and minimum eigenvalues, and the condition number for different values of $\epsilon$. We note that the minimum eigenvalue is equal to one; see Lemma 6.2. In addition the maximum eigenvalue and the condition number is bounded independently of $\epsilon$. We also show results for Conjugate Gradient applied to the original Schur complement system. We note that for $\epsilon=0$ the stiffness matrix $A$ reduces to the mass matrix but that mass matrices arising from spectral elements are not necessarily uniformly well-conditioned even for shape-regular meshes, as can be seen using the first property in Lemma 7.3 and the equivalence in Lemma 7.1. This is consistent with the bounds found for the eigenvalues of $S$.

## 11 Concluding remarks

As mentioned earlier, this is only a first, preliminary work and many important issues still need to be addressed.

Our analysis is restricted to approximations that employ nodal basis functions on the Gauss-Lobatto nodes. While for three-dimensional shape-regular meshes good performance of iterative substructuring methods is ensured only if these basis functions are employed, for two dimensional problems other choices

| $N_{x} \times N_{y}=5 \times 5$ substructures |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | No preconditioning |  |  |  |  |  |  |  |
| $\varepsilon$ | $k$ | $I t$ | $\lambda_{\max }$ | $\lambda_{\min }$ | $\kappa$ | NN |  |  |  |
| 1 | 2 | 27 | $5.55 \mathrm{E}+00$ | $2.67 \mathrm{E}-01$ | $2.08 \mathrm{E}+01$ | 9 | 1.197 | 1 | 1.197 |
| $10^{-1}$ | 2 | 26 | $5.62 \mathrm{E}-01$ | $3.77 \mathrm{E}-02$ | $1.49 \mathrm{E}+01$ | 9 | 1.189 | 1 | 1.189 |
| $10^{-2}$ | 2 | 40 | $1.33 \mathrm{E}-01$ | $9.13 \mathrm{E}-03$ | $1.46 \mathrm{E}+01$ | 9 | 1.255 | 1 | 1.255 |
| $10^{-3}$ | 3 | 42 | $2.39 \mathrm{E}-02$ | $9.44 \mathrm{E}-04$ | $2.53 \mathrm{E}+01$ | 8 | 1.179 | 1 | 1.179 |
| $10^{-4}$ | 5 | 81 | $8.26 \mathrm{E}-03$ | $5.53 \mathrm{E}-05$ | $1.49 \mathrm{E}+02$ | 6 | 1.112 | 1 | 1.112 |
| $10^{-5}$ | 6 | 82 | $1.61 \mathrm{E}-03$ | $8.37 \mathrm{E}-06$ | $1.92 \mathrm{E}+02$ | 4 | 1.021 | 1 | 1.021 |
| $10^{-6}$ | 8 | 128 | $6.26 \mathrm{E}-04$ | $9.54 \mathrm{E}-07$ | $6.56 \mathrm{E}+02$ | 3 | 1.003 | 1 | 1.003 |
| $10^{-7}$ | 10 | 183 | $2.48 \mathrm{E}-04$ | $1.43 \mathrm{E}-07$ | $1.74 \mathrm{E}+03$ | 2 | 1.000 | 1 | 1.000 |
| $10^{-8}$ | 11 | 213 | $8.24 \mathrm{E}-05$ | $3.85 \mathrm{E}-08$ | $2.14 \mathrm{E}+03$ | 1 | 1 | 1 | 1 |

Table 2: Singularly-perturbed problem in the unit square. Conjugate Gradient method for the Schur complement system without preconditioning and with Neumann-Neumann preconditioner: polynomial degree, iteration count, maximum and minimum eigenvalues, and condition number.
are possible. In particular, piecewise linear nodal basis functions and tensor products of integrated Legendre polynomials can be employed (see, e.g, [36, Sect. 3.1.6 and 4.4.2]): they are widely used in $h p$ codes since they have the advantage, for instance, that they provide hierarchic basis functions and that different polynomial degrees can be employed for internal and side functions. For such approximations, a stability result for edge components, as in Lemma 7.7, is proven using an inverse estimate for the trace on an edge and a stable extension into the substructures; cf., e.g., [3, Th. 6.6]. However, since we are lacking such extension on our anisotropic meshes, we cannot in general work with trace spaces and we are forced to work with the partition of unity functions $\left\{\theta_{E}\right\}$ and interpolation on the Gauss-Lobatto mesh.

The Dirichlet and Neumann problems that we need to solve (cf. $S_{i}$ and $S_{i}^{\dagger}$ ) can be potentially very large if a truly $h p$ version is employed. On the other hand, our algorithms appear to require shape-regular substructures. Approximate local solvers can be employed for iterative substructuring methods (see, e.g., $[10,18])$ and some have been proposed in [21] for $h p$ approximations. In our case, we believe that the tensor product structure of corner and edge patches can be exploited, but this is left to a future work.

We believe that the analysis and/or the development of iterative substruc-
turing methods for general meshes with hanging nodes still need to be fully addressed. The algorithms in [30] for instance can certainly be employed when hanging nodes are present on the interface $\Gamma$ and the analysis can be carried out using stable extensions for meshes with hanging nodes (see, e.g., [36, Sect. 4.6.3]). However there is no straightforward way of defining Neumann-Neumann or FETI algorithms in this case; see Remark 6.1.

The development and analysis of Neumann-Neumann and FETI methods for three dimensional approximations on geometrically refined meshes remain an open problem.
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