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exponentially. The micro-shape functions obtained from the representation formula are

solutions to suitable unit-cell problems. In the gFEM, they are obtained in the start-up
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the gFEM and we also analyze gFEM based on micro shape functions obtained from

the theory of Bloch waves. Numerical results for one-dimensional and two-dimensional
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1 Introduction

We consider the Finite Element approximation of the classical elliptic ho-
mogenization problem:

Lε(x, ∂x)u
ε := −∇ · (aε(x)∇uε) + aε0(x)u

ε = f in Ωε, (1)

Buε = 0 on ∂Ωε. (2)

Here, the set Ωε = Ωε
∞ ∩ Ω is defined as the intersection of a bounded

Lipschitz domain Ω and the infinite periodic lattice of width ε given by

Ωε
∞ := εΩ∞, Ω∞ :=

⋃

k∈Zn

(2πk + Q̂),

and Q̂ ⊂ Ŷ := [−π,π]n, ∂Q̂ Lipschitz, is the unit-cell. We assume that Ωε
∞

is connected. The case when Q̂ %= [−π,π]n and the interior boundary of Q̂
is merely piecewise smooth models problems where the material has holes or
rigid inclusions. If Q̂ = [−π,π]n, then Ωε = Ω. Under these assumptions,
the domain Ωε is a bounded, connected subset of Rn with boundary ∂Ωε

and associated boundary operator B which may be either the trace operator
or the conormal derivative operator. In electrostatics, for example, uε is the
electrostatic potential, aε represents the dielectric permittivity matrix and
the parameter ε describes the size of the material heterogeneities. Since ε is
small compared to the size of Ω, we have a problem with multiple scales: a
macroscopic one (the size of the sample Ω) and a microscopic one (the size of
the heterogeneities, given by ε). The heterogeneities are assumed to be peri-
odically distributed, i.e., aε(x) = a(x/ε), aε0(x) = a0(x/ε) and the coefficients
a(·) := (apq(·))pq ∈ L∞(Rn)n×n

sym , a0(·) ∈ L∞(Rn) are 2π-periodic functions in
each variable. It is also assumed that there exist positive constants γ0, γ1 > 0
such that

γ0 η
$η ≤

n∑

p,q=1

apq(ξ)ηpηq ≤ γ1 η$η, ∀ η ∈ R
n, for a.e. ξ ∈ R

n, (3)

γ0 ≤ a0(ξ) ≤ γ1, for a.e. ξ ∈ R
n. (4)

Under these assumptions, problem (1), (2) admits a unique solution.

In this work, we consider numerical solution of (1), (2) by the Finite Element
Method (FEM). After discussing the scale-resolution requirement for stan-
dard FEM, we design in Section 2 generalized FEM which allow to resolve
the ε scale of the solution without mesh refinement down to scale ε. These
generalized FEM are built from a macroscopic mesh together with a ‘micro-
scopic’ FE-space Mµ

ε of ε-periodic functions attached to each macroscopic
degree of freedom. Several possible choices of Mµ

ε are conceivable and the
performance of the generalized FEM strongly depends on the choice of the
micro-space. The specific choice of Mµ

ε will be determined by the regularity
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of the exact solution uε. From classical homogenization theory, rather com-
plete asymptotic expansions as ε → 0 of the exact solution uε are available.
The profiles in these expansions could, in principle, be used in the construc-
tion of Mµ

ε . Here, we shall use a representation of the solution in terms of
a (generalized) Fourier integral. This is presented in Section 3 together with
a methodology for deriving ε-dependent FE-spaces which allow robust (i.e.
uniform in the scale ε) exponential convergence to the exact solution. The
Fourier representation allows for new two-scale regularity estimates for the
solution uε which are robust and explicit in ε (see [28]) and which, in turn,
lead to the design of generalized FEM which allow for robust and optimal
(in terms of the regularity of the data) convergence rates. We present here
theoretical results only in an expository fashion, and refer to [31,32,26,28,29]
for a detailed analysis.

2 Generalized FEM

In this section we present the abstract formulation of the two-scale FEM with
generic micro space Mµ

ε ⊂ H1
per(εQ̂) and discuss implementational aspects

of the two-scale FEM. In particular, for macroscopic FE triangulations that
are aligned with the periodic structure for which the computation of the
element stiffnes matrices can be done with work independent of ε. Specific
microspaces Mµ

ε will be discussed below.

2.1 The homogenization problem on bounded domains

We present the ideas for a Dirichlet problem, but emphasize that other bound-
ary conditions may be considered as well. As before, Ω is a bounded, Lip-
schitz subdomain of Rn. Let f(x) ∈ L2(Ω) and let ε > 0 fixed. Denote by
uε(x) ∈ H1

0 (Ω) the solution of the following boundary value problem

Lε(x, ∂/∂x)u
ε(x) := −∇ ·

(
a
(x
ε

)
∇uε(x)

)
+ a0

(x
ε

)
uε(x) = f(x) in Ω

uε|∂Ω = 0,
(5)

with coefficients a(·) ∈ L∞(Rn)n×n
sym , a0(·) ∈ L∞(Rn) being 2π-periodic func-

tions and satisfying the strong ellipticity conditions (3)–(4). The finite ele-
ment method is based on the usual variational formulation of (5):

Find uε(x) ∈ H1
0 (Ω) such that Bε(uε, v) = (f, v)L2(Ω) ∀ v ∈ H1

0 (Ω), (6)

where the bilinear form Bε(·, ·) : H1
0 (Ω)×H1

0 (Ω) → R is given by

Bε(u, v) :=

∫

Ω

a
(x
ε

)
∇u(x) ·∇v(x) + a0

(x
ε

)
u(x)v(x) dx ∀u, v ∈ H1

0 (Ω).
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The finite element method [12,10] is then defined as follows: for a subspace
VN ⊂ H1

0 (Ω) of finite dimension N = dim(VN ), find uε
N ∈ VN such that

Bε(uε
N , v) = (f, v)L2(Ω) ∀ v ∈ VN . (7)

(7) is a linear system of N equations. Selecting a basis {ϕN
j : j = 1, . . . , N}

for VN , we can expand uε
N and v ∈ VN in terms of the shape functions {ϕN

j }
as

uε
N =

N∑

i=1

uε
i,NϕN

i , v =
N∑

j=1

vj,NϕN
j ,

with coefficients uε
i,N , vj,N ∈ R. Inserting this into (7) we obtain the linear

system for the coefficient vector uε
N =

{
uε
i,N

}N

i=1

Aεuε
N = f, (8)

in which the stiffness matrix Aε and the load vector f are given by

Aε
ij
= Bε(ϕN

j ,ϕN
i ), f

i
= (f,ϕN

i )L2(Ω), ∀ i, j = 1, . . . , N. (9)

By the Lax-Milgram Theorem, there exists a unique weak solution of (7) and
the error eεN := uε − uε

N is quasioptimal in the sense that for some C > 0
independent of ε it holds [11]

‖eεN‖H1(Ω) ≤ C inf
v∈VN

‖uε − v‖H1(Ω). (10)

Thus, the error is completely determined by the approximation properties of
the space VN .

In view of (10) we design the generalized FEM to satisfy the following two
criteria: a) the spaces VN should have robust (i.e. independent of ε) approxi-
mation properties, and b) the linear system (8) can be set up efficiently.
For standard FE spaces, scale resolution, i.e., the discretization of the small-
scale problem features with finite elements, is not feasible, even with ad-
vanced computing hardware. Even if the right-hand side f , the unit-cell
Q̂, the domain Ω and the coefficients a and a0 are smooth (i.e., C∞), for
ε/diam(Ω) , 1 the solution uε exhibits oscillations on the ε-scale which spoil
the FE-convergence. To see this assume that Q̂ = [−π,π]n. Then, Ωε = Ω
and there exist positive constants C = C(Ω) and C(α) = C(α,Ω), α ∈ Nn,
such that

‖uε‖L2(Ω) ≤ C, ‖Dαuε‖L2(Ω) ≤ C(α)ε1−|α|, ∀α ∈ N
n, |α| > 0.

Then, denoting by VN
ε = VN = Sp,1(Ω, TH) ⊂ H1(Ω) the FE space of piece-

wise polynomials of degree p ≥ 1 on a quasiuniform mesh TH of meshwidth
H , it holds that

min
v∈Sp,1(Ω,TH)

‖uε − v‖E ≤ CHp‖Dp+1u‖L2(Ω) ≤ C(H/ε)p.
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Since the energy projection is bounded, we also have

min
v∈Sp,1(Ω,TH)

‖uε − v‖E ≤ ‖uε‖E ≤ C‖f‖L2(Ω).

It follows therefore that the FE error with respect to the FE space VN =
Sp,1(Ω, TH) satisfies the following a-priori bounds

‖uε − uε
N‖E

‖uε‖E
≤ min(1, C(H/ε)p),

with C = C(p,Ω, f, a, a0) > 0 being a constant independent of ε and H .
Standard FEM such as piecewise linears on a quasiuniform mesh TH of size
H converge only if H < ε, i.e., if N = dimVN

ε = O(ε−n) so that the ε-scale
is resolved. Moreover, high order FEM (p > 1) will essentially not improve
the scale resolution.
To overcome this nonrobustness of the standard FEM, we have developed
generalized FEM where the size H of the element is larger than the scale ε
of the oscillatory coefficient. The main idea is to replace the polynomials by
function spaces that are, in a sense, adapted to the coefficients of the elliptic
operator, i.e., information at scale ε is built into the shape functions.

2.2 Generalized two-scale FEM

We consider (1) with homogeneous Dirichlet boundary conditions on Γ ε
D :=

∂Ωε ∩ ∂Ω and homogeneous Neumann boundary conditions on the (if non-
empty) interior cavity’ boundaries Γ ε

N := ∂Ωε\Γ ε
D

uε|Γ ε
D
= 0

n ·
(
a

(
x

ε

)
∇uε

)
|Γ ε

N
= 0.

(11)

The solution uε of (1), (11) is an element of the space H1
Γ ε
D
(Ωε) defined as

H1
Γ ε
D
(Ωε) :=

{
u ∈ H1(Ωε) | γ0u|Γ ε

D
= 0

}
,

where γ0 here denotes the Dirichlet trace operator. Two-scale FEMs are built
from a macro and a micro FE-space. Let T be a regular mesh in Ω. The macro

FE-space S
p,1
0 (Ω, T ) ⊂ H1

0 (Ω) is the usual FE space given by

S
p,1
0 (Ω, T ) :=

{
u ∈ H1

0 (Ω) : u|K ∈ SpK (K), ∀K ∈ T
}
. (12)

Here p = {pK}K∈T is a degree vector and SpK (K) denotes the elemental
polynomial space in each element. We will refer to p as the macro degree and
to T as the macro mesh of the two-scale FEM.
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The micro FE-space Mµ
ε , µ ≥ 0, is a generic finite dimensional subspace of

H1
per(εQ̂) of ε-periodic, oscillatory shape functions

H1
per(εQ̂) ⊃ Mµ

ε := Span

{
φj

(x
ε

)
: j = 1, . . . , µ+ 1

}
, Mµ := Mµ

1 , (13)

with φj(y) ∈ H1
per(Q̂), ∀ j. A basic assumption on the space Mµ

ε is that
M0

ε = M0 = Span {1}. As in the degree vector p, we associate with each
macroelement K ∈ T a micro degree µK and we denote by µ the micro
degree vector µ := {µK}K∈T . We define the generalized two-scale FE space

S
p
0 (Ω, T ;Mµ

ε ) ⊂ H1
Γ ε
D
(Ωε) as

S
p
0 (Ω, T ;Mµ

ε ) = S
p,1
0 (Ω, T )⊗T Mµ

ε

:=
{
u ∈ H1

Γ ε
D
(Ωε) | u|K ∈ SpK (K)⊗MµK

ε ∀K ∈ T
}
.
(14)

IfMµ
ε itself is a standard FE-space, we will use the notation Sp,µ(Ω, T ; εQ̂, εT̂ )

for the two grid FE space corresponding to

Mµ = S
µ
per(Q̂, T̂ ),

the polynomial FE space on the unit-cell of degree µ on the unit-cell mesh

T̂ .

Due to the assumption that Span {1} ⊂ Mµ
ε for all µ ≥ 0, the macro-

scopic polynomial space is always a subspace of S
p
0 (Ω, T ;Mµ

ε ). We can refer
to S

p
0 (Ω, T ;Mµ

ε ) as the generalized FE space and to the FEM based on
S
p
0 (Ω, T ;Mµ

ε ) as generalized two-scale FEM.
We emphasize the flexibility provided by the tensor product construction
of (14). Using a macro-mesh T allows us to represent the geometry as is
customary in standard FEM. If we use elementsK ∈ T of size O(ε) in a small
neighborhood of ∂Ω and choose there the micro degree µ = 0, then the gFEM
space reduces to a standard FEM with scale resolution at the boundary. This
allows us to enforce boundary conditions directly, i.e. without recourse to
the homogenized equation. In the interior of the domain, we choose large
elements K and choose there µ > 0, i.e. we couple in effect the generalized
FEM in the interior to a standard FEM near the boundary.

Remark 1. For domains Ω with corners, we could also refine the macro mesh
T geometrically toward the corners as is done in the hp-FEM for problems
with piecewise analytic input data, [37,23]. However, for macro meshes T
with strong local refinements, care has to be taken in the selection of µ: once
for K ∈ T diam(K) = O(ε), the macro mesh locally resolves the fine scale of
uε and in such elements the micro degree µ may be reduced (even to µ = 0)
in order to avoid linear dependence.
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It might be of interest to use a macro mesh T with anisotropic elements at the
boundary: boundary macro elements abutting at a corner or singularity with
size < ε where the micro shape functions are omitted (µK = 0) or elongated
elements abutting at the boundary where µK > 0 are necessary to resolve the
tangential fine structure of the solution. In that case, the micro space Mµ

ε

should be chosen so as to reflect highly oscillatory character of the solution
in the tangential direction. These micro shape functions would have to be
derived from appropriate problems on the unit-cell. The interior elements are
of size 0 ε and µK > 0 there, i.e., the micro scales are accounted by the
oscillatory shape functions φj(x/ε), 0 < j ≤ µk.

2.3 Implementation of two-scale FEM

In order to obtain an efficient algorithm it is essential that the element stiff-
ness and mass matrices can be computed in a complexity independent of
ε and to an accuracy which will not compromise the asymptotic conver-
gence rates. Due to the rapid oscillations of the coefficients and of the micro-
shapefunctions, the elemental stiffness matrices on the macro mesh can not
be evaluated robustly, i.e., with work independent of ε, by standard quadra-
tures. A remedy is either to resort to massively parallel computation as in
[20,21], or to exploit periodicity. It turns out that the macro stiffness and
mass matrices can be developed from moments, i.e., integrals with respect to
monomial weighted coefficients in the fast variable of the micro scale shape
functions on the unit-cell combined with certain lattice summation formulas.

Proposition 2. Let ε > 0 and let Mµ(Q̂) = Span {φi}µi=0 be any conforming

FE discretization of H1
per(Q̂) of dimension µ+1 independent of ε, and assume

that the macro mesh TH is aligned with the periodic microstructure. Then the
FEM with respect to the two-scale discretization is

Sp(Ω, TH ;Mµ
ε (εQ̂)),

where Mµ
ε (εQ̂) = Span {φi(x/ε)}µi=0, can be implemented with computational

work independent of ε.

The ε-independence is achieved by judiciously exploiting the periodicity in
the fast variable. The stiffness matrix of the generalized FEM can be com-
puted with a fixed number of operations (independent of ε) by exploiting the
periodicity of the coefficients a(·), a0(·) and that of the special shape functions
φj(y). We must compute only once integrals of φj(y) and their derivatives
multiplied by monomials on the unit cell. In order to see this we state the
following lemma:

Lemma 3. Assume that j ∈ N, F (·) is 1-periodic and ε = 1/M with M ∈ N.
Then

1∫

0

xjF
(x
ε

)
dx =

j∑

k=0

εj−k

(
j

k

)
S(M,k)

1∫

0

yj−kF (y)dy, (15)
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where

S(M,k) =
1

Mk+1

M−1∑

l=0

lk.

Remark 4. The sum of powers of natural numbers can be expressed in terms
of Bernoulli numbers Bn and can be easily tabulated [36,17]

∑m
l=1 l

k =
mk+1

k + 1
+

mk

2
+

1

2

(
k

1

)
B2m

k−1 +
1

4

(
k

3

)
B4m

k−3

+
1

6

(
k

5

)
B6m

k−5 + . . .

the last term containing either m or m2. It should be remarked that

1

mk+1

m∑

l=1

lk = O

(
1

k + 1

)
, as m → ∞.

In this way, computing integrals of monomials xj multiplying F (x/ε) over the
reference domain (0, 1) reduces to computing the integrals of all monomials
of degree k, with 0 ≤ k ≤ j, multiplying F (y) over the main period of F (·)
and insert this in (15).

We comment on the development of the macroelement stiffness matrix for the
case when the macro mesh TH is aligned with the periodic lattice. If the shape
functions of the micro space Mµ are piecewise polynomials with respect to
some unit-cell triangulation T̂ , then the elemental stiffness matrices on the
macro mesh can be evaluated exactly. For convenience, we consider only the
1-d case. For the calculation of the two-scale element stiffness matrices, the
basic integrals

K̂
γδτ

µ
=

(∫

Q̂

a(ŷ)φ(γ)
i (ŷ)φ(δ)

j (ŷ)ŷτ dŷ

)

i,j=0,...,µ

(16)

are needed. For the case when Mµ = S
µ
per(Q̂, T̂ ), i.e., the space of micro

shape functions is the FE space corresponding to the FE discretization of
the unit-cell, the macro stiffness and mass matrices can be developed from
moments, i.e., integrals in the fast variable corresponding to discretization
of the unit-cell problem with monomial weighted coefficients, combined with
certain lattice summation formulas.
Let K ∈ T be a macro element of sizeH with ‘macroscopic’ polynomial space

Sp(K) = Span{ν[K]
I }I . The entries Aε,[K]

(Ii) (Jj)
of the element stiffness matrix

corresponding to K are of the form

Aε,[K]
(Ii) (Jj)

=
∑

γ,δ≤1

∑

α=α(p)

∑

τ≤α

(
K̂

γδτ

µ

)

ij

M−1∑

m=0

SIJ
γδατ (m,H, ε),
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with M := H/ε and with
∑M−1

m=0 SIJ
γδατ (m,H, ε) being directly computable.

The idea (see Lemma 3) is to compute sums of powers of natural numbers
appearing in

∑M
m=0 S

IJ
γδατ (m,H, ε) in terms of Bernoulli numbers Bi. Thus,

such sums can be computed with work independent of M = H/ε. More

precisely, one exploits the fact that for N ∈ N,
∑N

k=1 k
q is given by

∑N
k=1 k

q =
N q+1

q + 1
+

N q

2
+

1

2

(
q

1

)
B2N

q−1 +
1

4

(
q

3

)
B4N

q−3

+
1

6

(
q

5

)
B6N

q−5 + . . . ,
(17)

the last term containing either N or N2. It should be remarked that

1

N q+1

N∑

k=1

kq = O

(
1

q + 1

)
, as N → ∞,

so that (17) could also be used as asymptotic expansion for small ε = H/M .
The amount of work for computing the element stiffness matrix in the two-
scale FEM is therefore independent of ε. If n > 1, the same arguments apply
if all indices are changed to suitable multi-indices.

In the remainder of this paper, we investigate the performance of the gen-
eralized FEM for homogenization problems. We start by investigating the
regularity of the solutions uε of (1) in dependence on ε in the following
section. Rather than using the classical asymptotic expansion technique (e.g.
[7,8,14]), we use Fourier representations of the solution on the unbounded do-
main Ωε

∞ which are valid uniformly for all ε > 0 to deduce uniform two-scale
regularity of uε. Moreover, we will give finite dimensional approximations of
uε together with robust error estimates for the approximation error which
are based on the Fourier representation. The finite dimensional approxima-
tions of uε allow directly to deduce proper choices of Mµ

ε in (14) so that
corresponding error bounds are also valid for the two scale FEM.

3 Regularity and Approximation of uε

In this section we address problem (1) on unbounded domains, i.e., when Ω =
Rn. Based on a mixed variational formulation we show existence and unique-
ness of the solution uε in exponentially weighted Sobolev spaces H1

−ν(Ω
ε
∞),

ν ∈ (0, ν0), for general right hand sides f in the dual space ofH1
ν (Ω

ε
∞) [31,26].

We also represent uε as a Fourier-Bochner integral with respect to the Banach
spaces H1

−ν(Ω
ε
∞). The starting point is the analysis of the Fourier-Bochner

integral kernel introduced as the inverse Fourier symbol of the elliptic op-
erator (1). In this symbol, scale separation occurs: it is the product of the
standard Fourier waves eit·x and periodic functions φ(x/ε, ε, t) which encode
the fast scale of the solution. More importantly, the functions φ(y, ε, t) arise
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as solutions of parameter dependent problems on the unit-cell Q̂ and are
therefore amenable to FE-approximations. Next, we present the regularity
properties of the integral kernel eit·xφ(x/ε, ε, t) in dependence on the param-
eters ε > 0, t ∈ Rn. It turns out that the dependence on these parameters is
analytic, even if the unit-cell problem admits only very low elliptic regularity.
This analyticity is exploited in the construction of various finite-dimensional
approximations of the solution as well as in proving robust error estimates
for these approximations.

3.1 Variational setting

Let ε > 0 be a length scale and let Q̂ ⊂ Ŷ := [−π,π]n be a unit cell
with Lipschitz boundary. We consider the homogenization problem on the
unbounded domain

Lε
(x
ε
, ∂x

)
uε(x) = f(x) in Ωε

∞ (18)

n ·
(
a

(
x

ε

)
∇uε

)
= 0 on ∂Ωε

∞ (19)

in which the second order elliptic operator Lε(x/ε, ∂x) is given by

Lε
(x
ε
, ∂x

)
u(x) := −∇ ·

(
a

(
x

ε

)
∇u

)
+ a0

(
x

ε

)
u,

where n is the unit outward normal to ∂Ωε
∞, ε > 0 and f ∈ L2(Ωε

∞).
We considered homogenous Neumann boundary conditions on the interior
cell boundaries, but emphasize that the case when Q̂ = Ŷ or the case when
homogeneous Dirichlet boundary conditions on the interior boundary ∂Q̂\∂Ŷ
are prescribed can be treated completely analogously.
Then, by the Lax-Milgram Theorem [25], for every f ∈ L2(Ωε

∞) and for every
ε > 0, (18)–(19) admits a unique weak solution uε ∈ H1(Ωε

∞), i.e.,

Bε(uε, v) = (f, v)L2(Ωε
∞

) ∀v ∈ H1(Ωε
∞), (20)

where the bilinear form Bε(·, ·) is given by

Bε(u, v) :=
(
∇v, a

(x
ε

)
∇u

)

L2(Ωε
∞

)
+
(
v, a0

(x
ε

)
u
)

L2(Ωε
∞

)
, ∀u, v ∈ H1(Ωε

∞).

3.2 Fourier representation of the solution

Let f = f(x) be independent of ε and f ∈ L2(Rn) (in particular, f has to
be defined everywhere on Rn, not just on Ωε

∞). Then, the following Fourier
inversion formula in L2(Rn) holds

f(x) =
1

(2π)n/2

∫

Rn

f̂(t)eit·xdt,
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where

f̂(t) :=
1

(2π)n/2

∫

Rn

e−it·xf(x)dx ∈ L2(Rn)

denotes the standard Fourier transform of f .
We might therefore think of uε(x) as a superposition of elementary solu-
tions f̂(t)ψε(x, t) of (18)–(19) with right hand side f̂(t)eit·x, where the kernel
ψε(x, t) satisfies

Lε(x/ε, ∂x)ψ
ε(x, t) = eit·x in Ωε

∞,

n · a
(x
ε

)
∇xψ

ε(x, t) = 0 on ∂Ωε
∞.

(21)

To this end, we have to give a rigorous mathematical meaning to the integral
∫

Rn

f̂(t)ψε(x, t) dt.

Since f(x) = eit·x in (21) is not in L2(Ωε
∞), (21) has no solution in H1(Ωε

∞)
in the sense of (20). We have therefore to weaken the notion of solution of
(18)–(19) and to allow for input data such as f(x) = eit·x.
To characterize precisely this notion of solution of (18)–(19) in Ωε

∞, we intro-
duce weighted Sobolev spaces Hj

ν(Ω
ε
∞) of complexed-valued functions with

exponential weights depending on a real parameter ν.

Definition 5. For j = 0, 1 and for any ν ∈ R the weighted Sobolev spaces
Hj

ν(Ω
ε
∞) equipped with the norm ‖ · ‖j,ν are defined to be

Hj
ν(Ω

ε
∞) = C∞

0 (Rn;C)|Ωε
∞

‖·‖j,ν
, (22)

where

‖u‖2j,ν =

∫

Ωε
∞

( ∑

|α|≤j

|Dα
xu|

2
)
e2ν‖x‖ dx (Dα

xu = ∂α1
x1

. . . ∂αn
xn

u, ∀α ∈ N
n
0 ). (23)

Note that for ν > 0 holds H1
ν ⊂ H1

0 = H1 ⊂ H1
−ν . The variational solution

uε ∈ H1(Ωε
∞) of (20) can also be viewed as an element of the exponentially

weighted Sobolev spaces H1
−ν(Ω

ε
∞) for some ν > 0. Moreover, it has the

following representation: for x ∈ Ωε
∞, there holds

uε(x) =
1

(2π)n/2

(B)∫

Rn

f̂(t)ψε(x, t)dt. (24)

Remark 6. Here and in the following we write
∫ (B)

to designate a Bochner
integral of H1

−ν-valued functions.
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To render (21), (24) meaningful, we must generalize (20) for right hand sides
f(x) which are not decaying at ∞. To do so, we extend Bε(., .) to a sesquilin-
ear form Ψ(ε)[·, ·] : H1

−ν(Ω
ε
∞)×H1

ν (Ω
ε
∞) → C:

Ψ(ε)[u, v] =
∫

Ωε
∞

{
n∑

p,q=1

apq
(x
ε

) ∂u

∂xp
(x)

∂v

∂xq
(x) + a0

(x
ε

)
u(x)v(x)

}

dx.
(25)

For all ε > 0 and for ν > 0 sufficiently small, Ψ(ε) is bounded and ‘coercive’
with respect to H1

−ν(Ω
ε
∞) ×H1

ν (Ω
ε
∞), in the sense that the inf-sup stability

condition holds (note that for ν = 0, Ψ(ε) coincides with Bε in (20)). More
precisely, there holds [31,32,26]:

Proposition 7. There exist positive constants ν0, C and γ such that for all
ν ∈ (0, ν0) and all ε > 0

1. |Ψ(ε)[u, v]| ≤ C‖u‖1,−ν‖v‖1,ν,

2. inf
‖u‖1,−ν=1

sup
‖v‖1,ν=1

|Ψ(ε)[u, v]| ≥ γ > 0

3. sup
u∈H1

−ν(Ω
ε
∞

)
|Ψ(ε)[u, v]| > 0 for all v ∈ H1

ν (Ω
ε
∞) and v %= 0.

The continuity of the sesquilinear form Ψ(ε) stated in 1. is obvious. The
inf-sup condition 2. and the injectivity property 3. can be verified in the
following way: based on the coercivity of the bilinear form Bε for the case
ν = 0 a perturbation argument can be employed to prove the existence of a
positive ν0 > 0 such that 2. and 3. hold. We emphasize that ν0 is independent
of ε and depends only on the upper and lower bounds of the matrix a and of
the zero order coefficient a0. Proposition 7 implies immediately the existence
of ψε(x, t):

Proposition 8. The properties 1, 2 and 3 of Ψ(ε) imply that the variational
problem

Given f ∈
(
H1

ν (Ω
ε
∞)

)∗
, find

u ∈ H1
−ν(Ω

ε
∞) : Ψ(ε)[u, v] = 〈f, v〉(H1

ν(Ω
ε
∞

))∗×H1
ν(Ω

ε
∞

), ∀ v ∈ H1
ν (Ω

ε
∞),

(26)

admits a unique weak solution u ∈ H1
−ν(Ω

ε
∞) and the a-priori estimate

‖u‖H1
−ν(Ω

ε
∞

) ≤ (1/γ)‖f‖(H1
ν (Ω

ε
∞

))∗

holds.

Since eit·x ∈
(
H1

ν (Ω
ε
∞)

)∗
, this result implies the existence of a solution

ψε(x, t) of (21). The representation (24), however, is yet of limited use for
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applications since the kernel ψε(x, t) requires the solution of an unbounded
domain problem and is not explicitly available. However, in the problem (18),
(19) holds scale-separation which is reflected in the structure of the kernel
ψε(x, t), as will now be explained.

Let φ(·, ε, t) be the 2π-periodic weak solution of the so-called unit-cell problem

L(ε, t; y, ∂y)φ := e−iεt3·yLε(y, ε−1∂y) eiεt·yφ

= −e−iεt·y
n∑

p,q=1

ε−2 ∂

∂yp

(
apq(y)

∂

∂yq

(
φ(y, ε, t)eit·εy

))

+ a0(y)φ(y, ε, t) = 1, in Q̂,

(27)

n · a(y)(itε+∇y)φ = 0 on Γ̂N .

We denoted here by Γ̂N the Neumann boundary Γ̂N := ∂Q̂\Γ̂per, where

Γ̂per = ∂Q̂ ∩ ∂[−π,π]n.
We will refer to x ∈ Rn as the slow variable and y = x/ε will denote the fast
variable of the problem.
The Sobolev spaces of periodic functions onΩ∞ for which Ŷ is the fundamen-
tal period will be denoted by Hj

per(Q̂), and are defined to be the completion
with respect to the standard Sobolev norm ‖ · ‖j of the complex-valued, C∞

functions on Ω∞ that are 2π-periodic in each coordinate. Next, we define

ψ(y, ε, t) := φ(y, ε, t)eit·εy , y ∈ Ω∞. (28)

The function ψ is the generalized fundamental solution of Lε (resp. the two-
scale Fourier symbol of (Lε)−1 on Ωε

∞). The basic tool for the proof of
the Fourier-Bochner integral representation in (24) is given in the following
proposition:

Proposition 9. For each ε > 0, t ∈ Rn and ν ∈ (0, ν0), the kernel ψ defined
in (28) is the unique weak solution in H1

−ν(Ω
ε
∞) of

Ψ(ε)
[
ψ
( ·
ε
, ε, t

)
, v
]
= 〈eit·x, v〉(H1

ν)
∗×H1

ν
, ∀ v ∈ H1

ν (Ω
ε
∞). (29)

In particular therefore ψε(x, t) = ψ(x/ε, ε, t) in H1
−ν(R

n) and
∥∥∥∥ψ

(x
ε
, ε, t

)∥∥∥∥
1,−ν

≤ 1

γνn/2
.

We state now the Fourier-Bochner integral respresentation formula (24) in
weighted Sobolev spaces for the solution uε(x) of (18) on Ωε

∞. The proof can
be found in [31].

Theorem 10. Let f(x) ∈ L2(Rn), ν ∈ (0, ν0) and ε > 0. Further let uε(x) ∈
H1(Ωε

∞) be the solution of (18) on Ωε
∞. Then, as an element of the weighted

Sobolev space H1
−ν(Ω

ε
∞), uε admits the Bochner integral representation (24).
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We will show how the kernels φ(y, ε, t),ψ(y, ε, t) can be used to design FE
subspaces of (1), (2) which encode the microstructure and coefficient regular-
ity. A crucial role for obtaining error estimates will be played by the kernels’
analyticity with respect to t. As a byproduct of the analysis, we obtain specific
choices of the micro-subspace Mµ

ε in the generalized FE-space (14).

3.3 Regularity of the kernels ψ, φ

The kernel φ(·, ε, t) can be continued analytically with respect to (ε, t) in a
complex neighborhood Ĝ ⊂ Cn+1 of Rn+1, with values in H1

per(Q̂). More
precisely, for every fixed ε > 0, the mappings

R
n 4 t → φ

( ·
ε
, ε, t

)
, ψ

( ·
ε
, ε, t

)
∈ H1

−ν(Ω
ε
∞)

can be continued analytically with respect to t in a strip neighbourhood of
Rn, and the width of the strip is independent of ε.
Let ν ∈ (0, ν0), νn = ν/(2

√
n) and denote by Dνn the strip region of width

νn
Dνn := {t ∈ C

n : max
j=1,...,n

|Im tj | < νn}. (30)

It can be verified that the mapping

Dνn 4 t → G(t) := eit·x ∈
(
H1

ν (Ω
ε
∞)

)∗
(31)

is holomorphic inDνn with values in the Banach space
(
H1

ν (Ω
ε
∞)

)∗
. Moreover,

Gk(t) := (ix)keit·x ∈
(
H1

ν (Ω
ε
∞)

)∗
is the k ∈ Nn−th partial derivative with

respect to t of the
(
H1

ν (Ω
ε
∞)

)∗
-valued mapping G(t) and its norm has the

following bound

∀ t ∈ Dνn : ‖Gk(t)‖(H1
ν(Ω

ε
∞

))∗ ≤ Cν,n
2|k|k!

ν|k|
n|k|/2, k ∈ N

n, (32)

where k! := k1! . . . kn!. For fixed t ∈ Dνn and k ∈ Nn, let ψε
k(t) be the weak

solution in H1
−ν(Ω

ε
∞) of the following variational problem:

ψε
k ∈ H1

−ν(Ω
ε
∞) : Ψ(ε)[ψε

k(t), v] =

〈Gk(t), v〉(H1
ν(Ω

ε
∞

))∗×H1
ν(Ω

ε
∞

), ∀ v ∈ H1
ν (Ω

ε
∞).

(33)

By Proposition 8, ψε
k exists and is unique. It has the following properties (see

[26] for a proof):

1) The mapping Dνn 4 t → ψ (·/ε, ε, t) ∈ H1
−ν(Ω

ε
∞) is holomorphic in Dνn

with values in the Banach space H1
−ν(Ω

ε
∞). Moreover, ψε

k(t) defined by
(33) is given by

ψε
k(t) = Dk

t ψ
( ·
ε
, ε, t

)
= ∂k1

t1 . . . ∂kn
tn ψ

( ·
ε
, ε, t

)
(34)
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and the ‖ · ‖1,−ν-norm of ψε
k(t) is uniformly bounded with respect to

t ∈ Dνn by

‖ψε
k(t)‖1,−ν ≤ Cν,n

2|k|k!

γν|k|
n|k|/2. (35)

2) For a given ν ∈ (0, ν0) the mapping Dνn 4 t → φ (·/ε, ε, t) ∈ H1
−2ν(Ω

ε
∞)

is a holomorphic function of t ∈ Dνn with values in the Banach space
H1

−2ν(Ω
ε
∞). Moreover,

∥∥∥Dk
t φ

( ·
ε
, ε, t

)∥∥∥
H1

−2ν (Ω
ε
∞

)
≤ Cν,n,γ(1 + ‖t‖) (k + 1)!

(ν/2)|k|
n|k|/2, ∀t ∈ Dd, (36)

where 1 := (1, 1, . . . , 1)$ ∈ Rn.

3.4 Approximation of uε

The analyticity of the kernel ψ(y, ε, t) with respect to ε can be used to obtain
from (24) asymptotic expansions with respect to ε which essentially reproduce
the classical asymptotic homogenizations of (1), (2). Here, we derive local
approximation spaces VN

ε from approximations of uε based on a Poisson
summation formula applied to the Bochner representation (24). This spectral
approach gives robust, exponentially convergent approximations of uε under
certain analyticity properties of the data.

Sets of analytic data

Assume that X is a Banach space and let Dd denote the strip region of width
d given by

Dd = {z ∈ C
n : |Im (z)| ≤ d}.

Then we define

Hp(Dd;X) =

{g : Dd → X | g is analytic in Dd and Np(g,Dd;X) < ∞},
(37)

where

Np(g,Dd;X) =






lim
δ→0+

( ∫

∂Dd(δ)

‖g(z)‖pX |dz|
)1/p

, if 1 ≤ p < ∞

lim
δ→0+

sup
z∈Dd(δ)

‖g(z)‖X , if p = ∞,

and for 0 < δ < 1, Dd(δ) is defined by

Dd(δ) = {z ∈ C
n : |Re (z)| < 1/δ, |Im (z)| < d(1− δ)}.
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Definition 11. We say, a function f fulfils the ‘usual assumptions’, if f ∈
L2(Rn), and its Fourier transformation can be extended to a holomorphic
function f̂ in the strip Dd, with d = νn as in (30), that satisfies the following
growth condition:

|f̂(z)| ≤ C(f)e−α‖z‖, ∀ z ∈ Dd, (38)

for some positive constants C(f),α > 0.

Remark 12. A typical example of functions that satisfy the ‘usual assump-
tions’ is that of functions arising through convolution with a Gauss kernel.
Let f ∈ L2(Rn) be compactly supported. Without loss of generality we may
assume that supp f ⊂ {x : ‖x‖ ≤ 1}. Further let δ > 0 and denote by ρδ
the following Dirac sequence

ρδ(y) := δ−n/2e−‖y‖2/δ, y ∈ R
n.

Define fδ := f ∗ ρδ, i.e.,

fδ(x) = δ−n/2

∫

Rn

f(y)e−‖x−y‖2/δdy, x ∈ R
n. (39)

Then, fδ defined by (39) is an analytic, exponentially decaying function that
satisfies the ‘usual assumptions’. Indeed, the Fourier transform of fδ is given
by the product of the Fourier transforms of f and ρδ

f̂δ(ξ) = f̂(ξ)ρ̂δ(ξ) = e−δ‖ξ‖2/4f̂(ξ)

which is an analytic function that decays exponentially in a complex strip
neighborhood of Rn.

Under the ‘usual assumptions’ on f the mapping

Dd 4 t → g(t, ·) = gε(t, ·) :=
1

(2π)n/2
f̂(t)φ

( ·
ε
, ε, t

)
∈ H1

−2ν(Ω
ε
∞) (40)

is in Hp(Dd;H1
−2ν(Ω

ε
∞)). Moreover, there exists a C(γ, ν, n) such that gε(t, ·)

satisfies the growth condition:

‖gε(t, ·)‖1,−2ν ≤ C(γ, ν, n)C(f)

(
1 +

1

α

)
e−

α
2 ‖t‖, ∀ t ∈ Dd, (41)

where α and C(f) are as in (38).

Trapezoidal approximation of (24)
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We shall now derive finite dimensional approximations by truncating a gen-
eralized Poisson summation formula applied to the Bochner representation

uε(x) =
1

(2π)n/2

(B)∫

Rn

f̂(t)ψ(x/ε, ε, t) dt

=
1

(2π)n/2

(B)∫

Rn

f̂(t)eit·xφ
(x
ε
, ε, t

)
dt.

(42)

Let L ≥ 1 and assume in what follows that π/h ≥ 2L, i.e., h ≤ π/(2L). We
define

Z
n
(N) := {k ∈ Z

n : |kp| ≤ N, ∀ p = 1, · · · , n}
and the trapezoidal sum approximations of the Bochner integral (42) is

uε
N,h(x) = 1[−π

h ,πh ]
n(x)

1

(2π)n/2
hn

∑

k∈Zn
(N)

φ
(x
ε
, ε, kh

)
f̂(kh)eikh·x

= 1[−π
h ,πh ]

n(x)
1

(2π)n/2
hn

∑

k∈Zn
(N)

ψ
(x
ε
, ε, kh

)
f̂(kh). (43)

Then, uε in the integral (24) can be split as

uε(·) = uε
N,h(·) + δN(f, h)(·).

Remark 13. Since we have real-valued input data we have a real valued so-
lution uε. The same holds for the finite approximation uε

N,h. Indeed, since

f̂(−ξ) = f̂(ξ), ψ
( ·
ε
, ε,−ξ

)
= ψ

( ·
ε
, ε, ξ

)
,

it follows that

uε
N,h(x) =

1[−π
h ,πh ]

n(x)
1

(2π)n/2
hnψ

(x
ε
, ε, 0

)
f̂(0) + 2 1[−π

h ,πh ]
n(x)

1

(2π)n/2
hn

×
∑

k∈Zn
(N)\{0}, k1≥0

{
Reψ

(x
ε
, ε, kh

)
Re f̂(kh)− Imψ

(x
ε
, ε, kh

)
Im f̂(kh)

}
,

which is real valued.

We next present two types of robust (in ε) convergence estimates which are
based on different assumptions on the data f .

Exponential convergence

Under the ‘usual assumptions’ on the data f , the sum (43) approximates uε

in (24) at a robust exponential rate, i.e., independent of ε, (see [26,29]).
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Proposition 14. Let f satisfy the ‘usual assumptions’ in Definition 11 with
some α, d > 0 and let L > 0 be arbitrary. Define

h =

(
πd

αN

)1/2

(44)

and assume N ≥ 4dL2/(απ), i.e., π/h ≥ 2L. Then, the error δN (f, h)(·) =
uε(·) − uε

N,h(·), with uε
N,h(·) as in (43), decays exponentially with respect to

N and uniformly with respect to ε in the ‖ · ‖0,−2ν , ‖ · ‖H1
−2ν((−L,L)n)-norms:

‖δN(f, h)(·)‖0,−2ν + ‖δN (f, h)(·)‖H1
−2ν((−L,L)n)

≤ C(γ, ν, n)C(f)

(
1 +

1

α

)2 1

αn
e−(παdN/n)1/2.

(45)

The constants C(γ, ν, n), C(f) are independent of ε, N, L.

As a corollary, the following approximation result holds

Corollary 15. Assume that f satisfies the ‘usual assumptions’ and that

h =

(
πd

αN

)1/2

, N ≥ 4dL2

απ
. (46)

Define the finite-dimensional subspace

VN
ε := Span

{
Reψ

( ·
ε
, ε, kh

)
, Imψ

( ·
ε
, ε, kh

)
: k ∈ Z

n
(N)

}
. (47)

Then
inf

v∈VN
ε

‖uε − v‖H1
−2ν((−L,L)n) + inf

v∈VN
ε

‖uε − v‖0,−2ν

≤ C(γ, ν, n)C(f)

(
1 +

1

α

)2 1

αn
e−(παdN/n)1/2,

(48)

where C(f) and α = α(f) are those from Definition 11, in particular inde-
pendent of ε, N .

Spectral convergence

The usual assumptions on the data f entail essentially boundedness of all
derivatives. Now we assume that f(x) ∈ Hs(Rn) in (18) has finite regularity
(s > n/2) and is compactly supported, i.e., f ∈ Hs

comp(R
n). Then for any

ε > 0 the solution uε(x) of (24) can be approximated by

uε
N ∈ VN

ε = Span {Reψ(·/ε, ε, kh), Imψ(·/ε, ε, kh)}k∈Zn
(N)

with respect to ‖ · ‖1,−ν at a robust algebraic convergence rate.
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Proposition 16. Assume that f in (18) isHs(Rn) with s > n/2 and supp f ⊂
ΩM := (−M,M)n, with M > 0. Let d := min{1/M, νn}, νn = 1/(2

√
n), and

N ≥ 1. Then, for any ε > 0 and for all N

inf
v∈VN

ε

‖uε − v‖1,−ν ≤ Cν,s,nN
−(s−n/2)/2‖f‖Hs(Rn), (49)

where Cν,s,n > 0 is independent of ε, N , and M .

4 Approximation Properties on the Bounded Domain

On the unbounded domain, the spaces (47) have robust (with respect to
ε) approximation properties. Thus we obtained rates of convergence that
were independent of the regularity of the coefficients and of the unit-cell
problem (Proposition 14, Corollary 15). We base a generalized FEM in Ωε

on the spaces VN
ε from the unbounded domain. However, the spaces VN

ε are
not H1

Γ ε
D
(Ωε)-conforming, i.e., VN

ε %⊂ H1
Γ ε
D
(Ωε) in general. Thus, VN

ε cannot
be used as FE-spaces directly and have to be modified. Our approch for
enforcing H1

Γ ε
D
(Ωε)-conformity is to use a standard FEM in a neighborhood

of the boundary and the spaces VN
ε in the interior of the domain.

4.1 Density of the approximation spaces

A minimal requirement for the generalized FEM (7) is that ∪NVN be dense
(in the H1(Ωε)-norm) in the set of all solutions. Since we will base our spaces
VN on the spaces VN

ε in (47), we first ascertain in Proposition 17 that ∪NVN
ε

is dense in the set of solutions of (1), (2) with boundary conditions as in (11).

Proposition 17. Let f ∈ L2(Ω) and let uε ∈ H1
Γ ε
D
(Ωε) be the solution of

(1), (11). Then, for all bounded Lipschitz domains Ω0 ⊂⊂ Ω, with Ωε
0 :=

Ω0 ∩Ωε
∞

lim
N→∞

inf
v∈ ∪N

µ=1Vµ
ε

‖uε − v‖H1(Ωε
0)

= 0,

i.e., ∪N>0VN
ε |Ω is dense with respect to the H1(Ωε

0)-topology in the space of
solutions to (5) corresponding to right-hand sides f ∈ L2(Ω).

The proof of this result for the case when the domain has no holes, i.e.,
Ωε = Ω can be found in [26]. In the general case the proof follows analogously.

4.2 Conforming approximation spaces via scale resolution at the
boundary

The approximation spaces VN
ε defined in (47) are, when restricted to Ωε, in

general not H1
Γ ε
D
(Ωε)-conforming. We propose scale resolution at the bound-

ary with standard FEM and use VN
ε in the interior only. In Proposition 18,
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we show that such composite FE-spaces VN are still dense in the set of
all H1

Γ ε
D
(Ωε) solutions. Enforcement of the essential boundary conditions is

only one reason for using scale resolution near the boundary. For problems
posed on the unbounded domain the solution uε(x) has a two-scale behav-
ior and these scales are separated, but the situation is different for problems
on bounded domains, since near the boundary, scale separation occurs only
for special situations. For example, if the boundary is flat and aligned with
the periodicity as in the case of an infinite, perforated layer, then two-scale
separation occurs in the tangential direction at the boundary. In general,
however, scale separation does not take place at curved or nonaligned parts
of the boundary (see, e.g., [34]).
Different approaches to enforcing Dirichlet boundary conditions are possi-
ble. In the asymptotic homogenization approach (ε → 0) one constructs so-
called correctors. The explicit construction of so-called “boundary correctors”
(which compensate for boundary conditions violated by outer asymptotic ex-
pansions, but which are, generally, of boundary layer type) is tedious and
limited to special cases, in which some geometry simplifications are assumed,
as in the case when the periodic structure is aligned with the boundaries. For
the general case (e.g., when the boundaries are curved and intersect the cavi-
ties of the microscopic periodic lattice) only little is known about the detailed
structure of the boundary correctors (see also [34]). Such situations can be
dealt with by scale resolution at the boundary. The geometry approximation
comes as an additional argument for scale resolution at the boundary.
Let ṼN ⊂ H1(Ωε) be any finite dimensional subspace (it need not satisfy the
homogeneous Dirichlet boundary conditions) such that

inf
v∈ṼN

‖uε − v‖H1(Ωε
(ε))

≤ δ,

where Ωε
(ε) := {x ∈ Ωε | dist(x, ∂Ω) > ε}. Let χ ∈ H1

0 (Ω) ∩ W 1,∞(Ω) be a
cut-off function such that

χ ≡ 1 on Ω(2ε) := {x ∈ Ω | dist(x, ∂Ω) > 2ε},
χ ≡ 0 on Ω\Ω(ε) = {x ∈ Ω | dist(x, ∂Ω) ≤ ε}.

Assume further that V0,Γ ε
D
(Ωε\Ω(2ε)) ⊂ H1

0,Γ ε
D
(Ωε\Ω(2ε)) is a finite dimen-

sional subspace of H1
0,Γ ε

D
(Ωε\Ω(2ε)) := {v ∈ H1(Ωε\Ω(2ε)) : v|Γ ε

D
= 0}.

Then we define the H1
Γ ε
D
(Ω)-conforming FE-space VN as

VN := χṼN + (1− χ)V0,Γ ε
D
(Ωε\Ω(2ε)).

Proposition 18. Assume that the cut-off function χ introduced above satis-
fies:

‖χ‖W 1,∞(Ω) ≤ Cχε
−1.
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Then, for each s ∈ [0, 1/2) there exist C(s) = C(s,Ω, Cχ) > 0 and C > 0
such that there holds

inf
v∈VN

‖uε − v‖H1(Ωε) ≤ C(s)ε−(1−s)δ

+ C inf
w∈V0,Γε

D
(Ωε\Ω(2ε))

(
‖∇(uε − w)‖L2(Ωε\Ω(2ε))

+ ε−1‖(uε − w)‖L2(Ωε\Ω(2ε))

)
.

(50)

The proof of this result for domains without holes (Q̂ = (−π,π)n) can be
found in [26], in the general case the result can be proved analogously.

Remark 19. Let V0,Γ ε
D
(Ωε\Ω(2ε)) = S1,1

0,Γ ε
D
(Ωε\Ω(2ε), Th) be the space of piece-

wise linears with respect to a quasiuniform triangulation Th of Ωε\Ω(2ε) that

are zero on the boundary Γ ε
D. Note that ∪h>0S

1,1
0,Γ ε

D
(Ωε\Ω(2ε), Th) is dense

in H1
0,Γ ε

D
(Ωε\Ω(2ε)) so that the infimum in the right hand side of the error

estimate (50) tends to zero as h → 0. If uε is piecewise regular then the size
of this infimum can be quantified. Assuming that uε(x)|K ∈ H2(K) for all
K ∈ Th we have the standard estimate [12] for the piecewise linear interpolant
uε
Int of u

ε on Th
h‖∇(uε − uε

Int)‖L2(Ωε\Ω(2ε)) + ‖uε − uε
Int‖L2(Ωε\Ω(2ε)) ≤

Ch2
{∑

K∈Th
|uε|2H2(K)

}1/2
.

For smooth coefficients a(y), a0(y) in (5) we have
{∑

K∈Th
|uε|2H2(K)

}1/2
≤

Cε−1. Hence, we obtain with w = uε
Int in (50) the following error estimate

with respect to the subspace VN = χṼN + (1− χ)S1,1
0,Γ ε

D
(Ωε\Ω(2ε), Th)

inf
v∈VN

‖uε − v‖H1(Ωε) ≤ C1(s)ε
−(1−s)δ + C2h/ε,

with Ci, i = 1, 2 independent of h and ε. Note that here h < ε. The space VN

is essentially one in which scale resolution is achieved at the boundary and
in which the functions from ṼN are used in the interior.

5 Numerical experiments

We turn now to the computational investigation of the generalized FEM
on bounded domains. To this end, we consider homogenization problems in
one and two dimensions. The goal of the experiments is twofold. First, we
would like to confirm the theoretical asymptotic convergence estimates which
were presented in the previous sections, in particular the robustness of the
methods with respect to ε. Second, we will investigate the performance of
several possible choices of micro spaces Mµ

ε . We consider in particular the
microspaces based on oversampling, on the asymptotic theory, and on Bloch-
wave eigenfunctions.
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5.1 Microscale shape functions space Mµ

ε
(εQ̂) based on

oversampling

We have seen so far that collocation of the Fourier-Bochner integral kernel
ψ(x/ε, ε, t) at various sets of collocation pointsN = {tj}j gives dense systems
of shape functions with very favorable approximation properties for ellip-
tic homogenization problems. These shape functions are products of smooth
functions in x and periodic, oscillatory micro shape functions that arise as
solutions of parameter dependent unit-cell problems. We present a FEM for
the solution of the unit cell problem and a methodology to derive a well
conditioned set of shape functions from the collocated kernels ψ(x/ε, ε, tj),
tj ∈ N . This will be based on the SVD of the matrix of coefficient vectors of
the Finite Element approximations to the φ(y, ε, tj), tj ∈ N .
To cast (27) in weak form, we define for each ε > 0 and t ∈ Cn the sesquilinear
form Φ(ε, t)[·, ·] : H1

per(Q̂)×H1
per(Q̂) → C by

Φ(ε, t)[φ, v] :=
∫

Q̂

a(y)∇y

(
φ(y)eit·εy

)
·∇y (v(y)eit·εy) + ε2a0(y)φ(y)v(y) dy.

(51)

With this notation, the integral kernel φ(·, ε, t) ∈ H1
per(Q̂) in the representa-

tion (24) is the weak solution of the following variational problem

Find φ(·) ∈ H1
per(Q̂) such that

Φ(ε, t)[φ, v] = ε2
∫

Q̂

v(y) dy ∀ v ∈ H1
per(Q̂).

(52)

Let N = {tj : j = 1, . . . , µ̂} be any set of collocation points in Cn. Given

a partition T̂ of the unit cell Q̂ into intervals K, for an arbitrary tj ∈ N ,
compute the FE approximations

φFE(y, ε, tj) ∈ Sp̂,1
per(Q̂, T̂ ) :

Φ(ε, tj)[φFE , v] = ε2
∫

Q̂

v(y) dy, ∀ v ∈ Sp̂,1
per(Q̂, T̂ ),

(53)

where Φ(ε, t)[·, ·] is as in (51) and the FE space Sp̂, 1
per (Q̂, T̂ ) is defined by

Sp̂,1
per(Q̂, T̂ ) :=

{
u ∈ H1

per(Q̂) : u

∣∣∣∣
K

∈ S p̂(K), ∀K ∈ T̂
}
, (54)

and S p̂(K) is a space of polynomials of degree at most p̂ on K. The design
of T̂ , p̂ must take into account regularity of the solution. For example, if
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the unit cell problem has a crack, then the solution φ(y, ε, t) ∈ B2
β(Q̂), the

countably normed space [5], and hp-FEM [37,23] with a geometrical mesh
refinement towards the crack-tips must be employed for the solution of the
unit-cell problem.

Remark 20. In the proof of the error estimate (45) the oscillating functions
ψ(x/ε, ε, t) = eit·xφ(x/ε, ε, t) are exact, i.e., the unit-cell solutions φ(y, ε, t)
are assumed exact. The micro-scale shape functions in the definition of Mµ

ε

are derived from the FE approximations φFE(y, ε, t) obtained by energy pro-
jection through a FE discretization of the unit-cell problem. The stiffness ma-
trix computations based on the generalized FE spaces Sp(Ω, T ;Mµ

ε ) require
only moments, i.e., weighted integrals (16) of the finite element solutions
φFE(y, ε, t) over the unit-cell. Careful inspection of these moments reveals
that they converge quasioptimally and at the same rate as the energy norm.

Since the sesquilinear form Φ(ε, t)[·, ·] is coercive (in the sense that a G̊arding
inequality holds and the unit cell solution operator is injective), there ex-
ists a unique solution φFE(y, ε, tj) ∈ Sp̂,1

per(Q̂, T̂ ) of (53). In agreement with
Proposition 14, we choose tj(µ) = jh where h = 1/

√
µ with j ∈ Zn

(µ). Notice

that the values of d and α in (38) are generally not available. Therefore, the
choice of tj is to some extent heuristic. By Section 3.3, φ(y, ε, t) is analytic
in t. As µ increases, the collocation points tj will cluster, resulting in almost
linear dependence of the shape functions φFE(y, ε, tj); these functions are
hence not well-suited as basis for a generalized p-FEM. Some orthogonal-
ization is needed to obtain a well-conditioned basis. In addition, the points
tj(µ) depend on µ meaning that the shape functions φFE(y, ε, tj(µ)) are not
hierarchical.

We propose an oversampling, i.e., to select µ̂ 0 µ sufficiently large and

N = {tj(µ̂) : j = 1, . . . , µ̂},

and to perform an orthogonalization as follows:

Algorithm 21. Let N(y) be a basis of Sp̂,1
per(Q̂, T̂ ). Then

φFE(y, ε, tj) = Φj(ε)
$N(y), j = 1, . . . , µ̂.

Compute the SVD

[Φ1(ε), . . . ,Φµ̂(ε)] = U diag(σ1, . . . ,σµ̂)V
$

with σ1 ≥ σ2 ≥ σ3 ≥ · · · ≥ σµ̂ ≥ 0 and set

Mµ
ε = Span

{
φj

(x
ε
, ε
)
:= U$

j N
(x
ε

)
: j = 1, . . . , µ+ 1

}
, (55)

with Uj being the j-th column of U .
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It is clear that this orthogonalization changes only the basis, but not the span
of the shape functions if µ = µ̂. If µ < µ̂, however, the definition (55) will
change the span. Nevertheless, if σj < eps for µ < j ≤ µ̂ with eps of the order
of machine precision, this change will be negligible. The list of significant
singular values for a one dimensional model problem with a0 ≡ 1, a(·) as
in (56) and different ε scales is presented in Table 1. The largest singular
values appear to be proportional to some powers of ε. Span {ψ(·/ε, ε, tj)} is

ε = 1.0e − 01 ε = 1.0e − 02 ε = 1.0e− 03
σ1 = 1.017400157e + 01 σ1 = 8.708065522e + 00 σ1 = 9.651065322e + 00
σ2 = 3.602041416e + 00 σ2 = 1.716876891e + 00 σ2 = 4.686737612e − 01
σ3 = 3.499684680e + 00 σ3 = 1.517277336e + 00 σ3 = 3.516838658e − 02
σ4 = 1.653439563e + 00 σ4 = 3.158726721e − 01 σ4 = 4.904764017e − 05
σ5 = 1.118879591e + 00 σ5 = 1.890039200e − 02 σ5 = 8.322681798e − 08
σ6 = 2.052151441e − 01 σ6 = 2.906576569e − 05 σ6 = 1.003629032e − 11
σ7 = 4.486387147e − 04 σ7 = 2.709646458e − 09 σ7 = 7.670974077e − 15
σ8 = 7.805541440e − 07 σ8 = 2.782052676e − 13 σ8 = 7.669801103e − 18
σ9 = 2.429807212e − 11 σ9 = 1.612941949e − 17 σ9 = 5.661242396e − 18

ε = 1.0e − 04 ε = 1.0e − 05 ε = 1.0e− 06
σ1 = 9.651024285e + 00 σ1 = 9.650620918e + 00 σ1 = 9.856848581e + 00
σ2 = 4.641386272e − 02 σ2 = 4.640937839e − 03 σ2 = 4.641062782e − 04
σ3 = 3.481845540e − 04 σ3 = 3.481393137e − 06 σ3 = 3.533916622e − 08
σ4 = 4.898472869e − 08 σ4 = 4.898386017e − 11 σ4 = 4.907798256e − 14
σ5 = 8.316984046e − 12 σ5 = 4.464187517e − 14 σ5 = 2.457293272e − 14

Table 1. The largest singular values σj of the coefficient matrix with respect to
the shape functions {φFE(·, ε, tj), j = 0, 1, . . . , µ̂}

tj=j/
√

µ̂
, µ̂ = 64

practically independent on the choice of the collocation points. Therefore the
precise choice of tj will not matter much, as long as with increasing µ they
cover the interval [−√

µ,
√
µ]n and are spaced as 1/

√
µ by Proposition 14.

Figure 2 presents the shape functions {φj(y, ε)}µj=1 obtained with Algo-

rithm 21 for the one-dimensional problem with Q̂ = (−π,π), a0 ≡ 1, a(·)
as in (56), ε = 0.001 and, based on Proposition 14, the set of collocation
points N = {tj(µ̂) = j/

√
µ̂ : j = 0, . . . , µ̂, µ̂ = 64}. In this case the number

of j such that the corresponding singular values σj > eps = 10−10 is µ = 5.
Hence the orthogonalization has also reduced the number of micro shape
functions substantially. We clearly see the substantial reduction of degrees of
freedom due to the almost linear dependence of the φFE(y, ε, tj) and the low
regularity of these shape functions at the jumps of a(·) at y = ±π/2. Note
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also that, unlike the kernels φ(y, ε, tj), φj(y, ε) are piecewise polynomials.

a(y) =






10 if |y| ≤ π

2
,

1 else ,

(56)
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Fig. 1. The coefficient a(·).
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Fig. 2. φj(·, ε), j = 1, . . . , µ.

Remark 22. In numerical experiments we found that Algorithm 21 is very
robust with respect to the choice of collocation points. After the SVD the
first shape functions associated with the largest singular values are practically
independent of the number and the choice of tj . The shape functions φj(·, ε)
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resulting from Algorithm 21 are therefore, at least numerically, hierarchical,
and enable hierarchic modeling of problems with microstructure.

5.2 gFEM based on oversampling in the one-dimensional case

We consider the following model problem in Ω := (−1, 1): let f(·) ∈ L2(Ω)
and ε > 0 fixed. Denote by uε(·) ∈ H1

0 (Ω) the weak solution of the following
boundary value problem

− d

dx

(
a
(x
ε

) duε

dx
(x)

)
+ a0

(x
ε

)
uε(x) = f(x) in Ω,

uε(±1) = 0,
(57)

with

a(y) =






10 if |y| ≤ π

2
,

1 else ,

(58)

and a0(y) ≡ 1. We implemented the generalized p-FEM described in the
previous section for (57) with a(·) as in (56) and absolute terms a0 ≡ 1,
a0 ≡ 0, respectively. The exact solution uε(x) is in general piecewise analytic
but non-polynomial on the microscale. We used in all our computations the
orthonormalized micro shape functions φj(y, ε) in (55) from the unit cell
problem with absolute term a0 ≡ 1.
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Fig. 3. Exponential rate of convergence for the FE energy with Mµ
ε based on

oversampling. f(x) = exp(x).
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Figure 3 shows the convergence of the generalized p-FEM for a0 ≡ 1, f(x) =
exp(x) and ε ∼= 10−2 when p is increased on a fixed mesh T = T0∪Tb with Tb
covering 4 periods of length 2πε at each boundary point for various values of
µ. The curves corresponding to µ = 0 show the error when only macroscopic
shape functions, i.e. global polynomials, are used.
We see that for fixed µ > 0 and increasing p, first exponential convergence
is apparent, however a saturation occurs at a p-level which depends on the
micro degree µ. Exponential convergence requires therefore the joint increase
of the micro degree µ with the macro degree p.
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Fig. 4. Convergence rate for fixed micro degree µ and increasing macro polynomial
degree p. The system of micro shape functions Mµ

ε is based on the oversampling
procedure in Algorithm 21 and f(x) = exp(x).

In Figure 4 we show analogous results for a0 ≡ 0, f(x) = exp(x) (with respect
to the same mesh) and different microscales ε, varying from ∼= 10−1 down to
∼= 10−6. We note that for µ = 1 and for ε ∼= 10−1 a very slow convergence
is apparent - here the scales are resolved, but the low solution regularity
stalls the spectral convergence. As before, one can see from the results in
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Figure 5 that keeping p fixed and increasing µ does not lead to exponential
convergence. Rather, Figures 3, 4, 5 show again that µ must be increased
together with p.

5.3 Quasi 1-D Case

The generalized FEM with micro scale shape functions Mµ
ε derived by over-

sampling the Fourier-Bochner integral kernel has been implemented for two
dimensional problems. Our gFEM implementation is based on Concepts-1.4,
an object oriented programming framework for general elliptic problems in
C++ [24]. We illustrate here the performance of the gFEM considering first
the (quasi 1-d) model problem

−∇ ·
(
a
(x
ε

)
∇uε(x)

)
= f(x) in Ω := (0, 1)2

uε|ΓD = 0 on ΓD := {x1 = 0} ∪ {x1 = 1}

n · a
(x
ε

)
uε(x)|ΓN = 0 on ΓN := ∂Ω\ΓD,

where a(y) = cos(y1) + 2, y = (y1, y2) ∈ Q̂ := (0, 2π)2 and f(x) ≡ 1. The
implementation is completely general, but since we know for this problem
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the exact solution

uε(x) = −
x1∫

0

t

a(t/ε)
dt+

1∫

0

τ/a(τ/ε)dτ

1∫

0

1/a(τ/ε)dτ

x1∫

0

1

a(t/ε)
dt

it is reasonable to investigate the numerical performance for such solutions.

The macro mesh T used in all our experiments is shown in Figure 6. It consists
of four interior elements of size (1− 4πε)/ε and two layers of elements in a
tubular neighborhood of ∂Ω covering two periods in the normal direction
to ∂Ω. The boundary elements are either elements near corners of the size
of one micro cell or elongated elements along edges that are of size O(ε) in
the normal direction to the boundary. We recall that the macro polynomial
degree has to be increased together with the number of micro shape functions
in order to achieve convergence, thus we have successively and simultaneously
increased p and the micro degree µ in all elements K ∈ T such that p = µ+1.

The relative error in the energy for increasing macro polynomial degree p and
micro degree µ such that p = µ+1, µ = 0, 1, 2, 3, and for different ε scales is
presented in Table 2.

ε

Fig. 6. The macro mesh T (not at scale) for 2-D calculations.
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p ε ∼= 10−2 ε ∼= 10−3 ε ∼= 10−4 ε ∼= 10−5 ε ∼= 10−6

1 0.150836 0.309959 0.346179 0.350048 0.350437
2 0.079917 0.133956 0.133974 1.714673e-05 2.229294e-06
3 1.202447e-05 2.320999e-06 7.504589e-07 5.895692e-07 5.734377e-07
4 1.874951e-07 4.898619e-07 5.629935e-07 5.710097e-07 5.715827e-07

Table 2. Relative error in the energy for gFEM with p = µ+ 1.

5.4 2-D Problem

In this section we analyse the performance of the gFEM for a genuinely two-
dimensional model problem

−∇ ·
(
a
(x
ε

)
∇uε(x)

)
+ a0

(x
ε

)
uε(x) = f(x) in Ω := (0, 1)2

uε|∂Ω = 0 on ∂Ω,

with

f(x) = 10x1 + 10x2, a(y) = 6 + cos(y1) + cos(y2), and a0(y) ≡ 1.

Since the exact solution is not available, we compare our numerical results
with the results obtained by doing scale resolution via standard FE discretiza-
tions. The unit-cell problem has been solved numerically by standard FEM.
The unit-cell triangulation T̂ was obtained by a three level uniform refine-
ment of the unit-cell domain and the polynomial degree in each element was
p̂ = 2. The collocation set in our computations here was N = {(10i, 10j) :
−4 ≤ i, j ≤ 2}. After the SVD of the matrix of coefficient vectors of the dis-
crete unit-cell solutions we select Mµ

ε := Span{φi(x/ε; ε) : i = 0, 1, . . . , µ}
as the space of resulting shape functions corresponding to the first µ largest
singular values. The unit-cell computations represent an independent subrou-
tine of our gFEM implementation. For the setting of the elemental stiffness
matrices only the monomial weighted integrals of the form

∫

Q̂

a(y)yr1y
s
2D

α
y φm(y; ε)Dβ

yφn(y; ε)dy, |α|, |β| ≤ 1

are needed, thus the gFEM can handle other choices of micro scale spacesMµ
ε

as well. The micro length scale ε in our computations here is ε = 1/(40π),
that means that there are 20 periods of length 2πε along one side of ∂Ω. The
relatively coarse macro mesh T for the gFEM is as illustrated in Figure 6. We
used a constant macro polynomial degree pK = 4 for all K ∈ T and the micro
degree was also constant µK = 4 in all elements. The number of degrees of
freedom for the gFEM computations was #DOF ∼= 1000, whereas for the
standard FEM the number of degrees of freedom was #DOF ∼= 40000.
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We emphasize that the number of degrees of freedom and the CPU time
by the gFEM is independent of the micro length scale ε. Computation for
ε ∼= 10−6, for example, costs the same work as ε = 10−2.
We present at the top of Figure 7 the first component of the energy flux
a(x/ε)∇uε obtained by the generalized FEM based on oversampling and
compare it with the results obtained by the standard FEM (bottom). Figure 8
displays the second component of a(x/ε)∇uε obtained with gFEM and the
standard FEM and finally, in Figure 9 we compare the solution plots. We see
that the gFEM is able to accurately capture all the solution characteristics
with significantly less degrees of freedom than the standard FEM.

5.5 Microscale space based on Bloch Wave eigenmodes

Bloch waves

One possible way to generalize the ideas of Fourier analysis to the study
of non-homogeneous periodic media is the Bloch transform. The generalized
eigenfunctions are known as classical Bloch waves and were introduced in
solid state physics in the context of propagation of electrons in a crystal, [9].
The starting point is the spectral analysis of the operator

L(∂y) := −∇y · (a(y)∇y).

We define the shifted operator L (∂y; η) associated with L(∂y) by

L (∂y; η) := − (∇y + iη) · [a(y) (∇y + iη)] . (59)

Note that L(∂y; η) represents the principal part of the unit cell operator (27).
We attach to the shifted operator a family of spectral problems parametrized
by η ∈ Rn : Find λ(η) ∈ R and φ(·; η) ∈ H1

per(Q̂) not identically zero such
that

L (∂y; η)φ(·; η) = λ(η)φ(·; η). (60)

With these notations, the unit-cell operator in (27) can be written as L(∂y; εt)+
ε2a0(·). Then ψ(·; η) := eiη·yφ(·; η) solve the parameter dependent spectral
problems

L(∂y)ψ(y; η) = λ(η)ψ(y; η) in Rn

ψ(y + 2πk; η) = e2πik·ηψ(y), ∀ k ∈ Zn, y ∈ Rn.

The eigenfunctions ψ(y; η) are the so called Bloch waves and represent the
natural generalization of the Fourier waves, the eigenfunctions in the case
of constant coefficient, to the case of periodic media. It is also easy to see
that the Bloch eigenvalues in (60) are Zn-periodic and the eigenmodes are
shifted-periodic in the second variable in the sense that for all k ∈ Zn there
holds holds φ(·; η + k) = e−ik·yφ(·; η). It is therefore enough to study them
for η ∈ [0, 1)n, the first Brillouin zone.
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The property of the shifted operator to depend polynomially on η does not
imply regularity of the Bloch eigenvalues and eigenvectors with respect to
this parameter. In fact, it can be shown [15] that the eigenvalues are Lips-
chitz functions of η, and in general exhibit singularities. The first eigenvalue
λ1(·) is analytic and geometrically simple near η = 0. In addition, the first
eigenfunction can be chosen so that it depends analytically on η in a small
neighborhood of the origin. More detailed regularity properties of the first
Bloch eigenvalue and eigenmode are listed below:

Proposition 23. The first Bloch eigenvalue is stationary at η = 0

∇ηλ1(0) = 0. (61)

Further, the second derivative (or in higher dimensions the Hessian matrix)
of λ1(·) at η = 0 is the homogenized coefficient (matrix) [13]

1

2

∂2λ1

∂ηi∂ηj
(0) =

1

(2π)n
Φ0(χ1;i + yi,χ1;j + yj) (62)

whereas the first order derivatives of the first Bloch mode at η = 0 give the
correction terms χ1;j(·)

∂φ1

∂yj
(·; 0) = i

1

(2π)n/2
χ1;j(·), (63)

where χ1;j(·) ∈ H1
per(Q̂) are solutions to

χ1;j(·) ∈ H1
per(Q̂),

∫

Q̂

χ1;j(y)dy = 0 : L(∂y)(χ1;j + yj) = 0 in Q̂. (64)

A proof of this proposition can be found in [15].
The next step is to introduce the Bloch eigenvalues {λε

m(t)}∞m=1 and the
eigenvectors {φε

m(x; t)}∞m=1 at ε scale. By diagonalizing the principal part of
the second order elliptic operator (18)

−∇x ·
(
a
(x
ε

)
∇x

(
eit·xφε

m(x; t)
))

= λε
m(t)φε

m(x; t),

the differential equation L(ε−1∂x)uε = f can be transformed into a set of
algebraic equations for the Bloch transforms. The energy of uε contained in
all Bloch modes except the first one goes to zero when ε → 0. Therefore, the
first Bloch mode is essential for the asymptotic limit. It turns out [1] that the
first Bloch mode transform tends to the usual Fourier transform in the L2(Rn)
topology as ε → 0. Thus, the Bloch waves representing periodic medium
tend to Fourier waves representing the homogenized medium. By a scaling
argument, for t ∈ ε−1 (−1/2, 1/2)n, the Bloch eigenvalues and eigenfunctions
at ε scale are found to be related to λm(η), φm(·; η) in (60) as follows:

λε
m(t) = ε−2λm(εt), φε

m(x; t) = φm

(x
ε
; εt

)
.
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The Bloch waves eit·xφε
m(x; t) at ε scale provide now the spectral resolution

of L(ε−1∂x). For g ∈ L2(Rn) arbitrary, the m-th Bloch coefficient of g is
defined as

ĝεm(t) := ε−n/2

∫

Rn

g(x)e−it·xφε
m(x; t) dx.

Analogously to Fourier theory, inversion formula and a generalized Plancherel
identity hold:

g(x) = εn/2
∫

ε−1(− 1
2 ,

1
2 )

n

∞∑

m=1

ĝεm(t)eit·xφε
m(x; t) dt,

ε−n

∫

Rn

g(x)h(x) dx =

∫

ε−1(− 1
2 ,

1
2 )

n

∞∑

m=1

ĝεm(t)ĥε
m(t) dt, ∀ g, h ∈ L2(Rn).

Due to these results the differential equation L(ε−1∂x)uε(x) = f(x) in Rn

transforms into an infinite algebraic system for the Bloch coefficients of uε

f̂ ε
m(ξ) = λε

m(ξ)ûε
m(ξ), ∀m ≥ 1, ∀ ξ ∈ ε−1(−1/2, 1/2)n.

Furthermore, when ε → 0, all Bloch transforms except the first one converge
to 0 [15].

Proposition 24. Let

wε(x) = εn/2
∫

ε−1(−1/2,1/2)n

∑

m≥2

ûε
m(ξ)eiξ·xφε

m(x; ξ)dξ.

Then, there exists a constant C > 0 such that ‖wε‖L2(Rn) ≤ Cε.

Generalized FEM based on Bloch waves

From the classical theory on homogenization [7,8,35,13] based on asymptotic
analysis as ε → 0 it is known that the solutions uε ∈ H1

0 (Ω) to

L(ε−1∂x)u
ε = f in Ω

uε|∂Ω = 0 on ∂Ω

converge, as ε → 0, to a limit u0 that solves the so-called homogenized
problem

−∇ ·
(
A∇u0

)
= f in Ω

u0|∂Ω = 0 on ∂Ω,
(65)

where the homogenized coefficients A = {Aij}i,j are given by Aij = Φ0(χ1;i+
yi,χ1;j + yj), see also (62). We see that the homogenized coefficients are not
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only means over the initial ones, but contain an additional term coming from
the microstructure. This term is computed using the solutions χ1;i in (64) on
the unit cell.

More precisely, ‖uε−u0‖L2(Ω) → 0 as ε → 0, however ‖uε−u0‖H1(Ω) %→ 0, as
ε → 0, since the small scale features of the solutions are lost by this averaging
process. To improve the convergence, one needs the correctors

∥∥∥∥u
ε(x) − u0(x)− ε

∑

i

∂u0

∂xi
(x)χ1;i

(x
ε

) ∥∥∥∥
H1(Ω)

→ 0 as ε → 0. (66)

The homogenized limit u0 is independent of ε and can be well approximated
by standard polynomial FE spaces. Due to (66) it would be of interest to
consider for the choice of the micro-scale space Mµ the system of correctors
{χ1;i(y)}i in (64) or, due to the fact that the first Bloch eigenmode φ1(·; η)
is analytic at 0 and its first order derivatives with respect to η at η = 0
are precisely the correctors χ1;i(·), the system of micro-scale shape functions
derived by sampling the first Bloch eigenmode in a collocation set refined
geometrically at η = 0.

We studied the performance of the generalized FEM when the system of
microscale shape functions was derived by sampling the first Bloch eigenmode
in a collocation set refined geometrically at η = 0. We discretize the unit-
cell by the FE space Sp̂,1

per(Q̂, T̂ ) and then solve a parameter dependent class
of generalized eigenvalue problems parametrized with respect to η in the
collocation set NB =

{
ηj = 10−j, j = 0, . . . , µ̂

}
.

Let us denote by a superscript B (in order to distinguish them from the gen-
eralized shape functions φj(·, ε) introduced in (55)) the Bloch shape functions
φB
i (y), i = 0, 1, . . . , which are obtained by orthogonalizing the coefficient ma-

trix of the first Bloch eigenfunctions with respect to η in a collocation set
NB. We define the generalized FE space

S
p
0 (Ω, T ;Mµ

ε,B) =
(
Sp(Ω, T )⊗T Mµ

ε,B(Ω, T )
)
∩H1

0 (Ω),

where
Mµ

ε,B = Span
{
φB
i

(x
ε

)
: i = 0, . . . , µ , µ̂

}
.

The system of Bloch shape functions obtained from the orthogonalization
procedure by refining the collocation set geometrically towards η = 0 and
selecting the first Bloch eigenfunction for each sampling point is presented
in Figure 10. The collocation set is NB =

{
ηj = 10−j, j = 0, . . . , µ̂

}
, with

µ̂ = 10, and the unit-cell problems discretization is based on the FE space
Sp̂,1
per(Q̂, T̂ ) of piecewise polynomials of degree p̂ = 8.

The performance of the generalized two-scale space S
p
0 (Ω, T ;Mµ

ε,B) for the
model problem (57) with right hand side f(x) = exp(x) has been investigated
numerically. The macro mesh T = Tb ∪ T0 consists of boundary elements
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K ∈ Tb of size O(ε) and one interior element K ∈ T0 of size O(1). The
boundary mesh Tb covers 4 periods of length 2πε at each boundary point.
The micro degree µK = µ is successively increased in the interior element
K ∈ T0 whereas µk = 0 in all boundary elements K ∈ Tb. We choose a
constant macro degree pK = p in all elements of T and we vary p from p = 1
up to p = 9.
The relative error in the energy versus the macro degree p is shown in Fig-
ure 11 for different micro degrees µ and for ε scales varying from 10−2 down
to 10−5. We observe that when increasing µ from µ = 0 to µ = 3 only a very
slow convergence occurs (for ε ∼= 10−4 and ε ∼= 10−5, the error curves corre-
sponding to µ = 0, 1 and 2 are practically on top of each other). Compared
to the performance of the gFEM with Mµ

ε based on oversampling in Fig-
ure 4, the micro scale shape functions derived from the first collocated Bloch
eigenmode that correspond to the largest singular values are not able to rep-
resent correctly the micro structure of the solution. Exponential convergence
is observed first when the micro degree µ ≥ 3 and for each µ a saturation
occurs at p values depending on µ and ε. To achieve exponential convergence
the macro polynomial degree has to be increased together with µ. Comparing
the error plots for the different ε scales at fixed µ = 5 we observe that the
saturation occurs earlier for smaller ε. The convergence rate is therefore not
robust.
The two-scale gFEM based on Mµ

ε,B is quite sensitive with respect to the
choice of the collocation set and selection of the eigenmodes. Our next ex-
periment suggests that if microspaces based on Bloch waves are used in the
gFEM, it is sufficient to use the first Bloch eigenmode only. In Figure 12 we
plot the relative error in the energy versus p for different µ and for ε ∼= 10−2

and ε ∼= 10−3. The micro scale shape functions are derived from the first two
Bloch eigenmodes φm(y, η), m = 1, 2, by collocation and orthogonalization
(collocation set as before). We see that the convergence occurs even later and
this procedure does not automatically improve the convergence. We conclude
that in the gFEM based on the micro-scale shape functions Mµ

ε,B derived by
collocating the Bloch eigenmodes essential information of the microstructure
is missing. In addition, once discretizing the unit-cell problem, one has to
solve parameter dependent eigenvalue problems which is more costly than
solving linear systems.
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9. F. Bloch, Über die Quantenmechanik der Electronen in Kristallgittern, Z. Phys.

52 (1928), 555–600.
10. S.C. Brenner and L.R. Scott, The Mathematical Theory of Finite Element

Methods, Texts in Applied Mathematics 15, Springer Verlag, New York, 1994.
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Fig. 7. The first component of the flux a(x/ε)∇uε obtained by the generalized

FEM based on oversampling (top) and by scale resolution (bottom); Q̂ = (0, 2π)2,
ε = 1/(40π).
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Fig. 8. The second component of the flux a(x/ε)∇uε obtained by the generalized

FEM based on oversampling (top) and by direct FEM computation (bottom); Q̂ =
(0, 2π)2, ε = 1/(40π).
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Fig. 9. The numerical solutions obtained by the generalized FEM based on oversam-
pling (top) and by direct FEM computation (bottom); Q̂ = (0, 2π)2, ε = 1/(40π).
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