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Eidgenössische Technische Hochschule

CH-8092 Zürich
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Abstract

We investigate here the length scales of the boundary or interior layer effects in shell
deformation. Quantitative information on the layers is obtained by considering two
(simplified) ‘shallow’ shell models corresponding to the ‘classical’ three-field (Love-
Koiter-Novozhilov), resp. five-field (Reissner-Naghdi) shell models.
We start by analysing the layers as functions of the thickness of the shell, while keep-
ing the other geometric parameters fixed. Having found the four limit Fourier modes
we complete the analysis investigating systematically the layers length scales under
more general assumptions, particularly when also the wave parameter is variable.
Scaling properly the energy expressions, as indicated by the layer mode analysis,
shell deformation energies characteristic to shell layers are found. These show how
the layer is effectively seen by the finite element solver and can be useful in the
analysis of numerical locking effects in the FEM approximation of shell layers.
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1 Introduction

In this paper we study the length scales of the boundary or interior layer effects in shell de-
formations. We proceed from two-dimensional linear shell models where the deformation of
the shell is expressed in terms of a three- or five-component vector field defined on the mid-
surface of the shell. The vector field consists of the three displacements of the midsurface
and, optionally, of two dimensionless rotations physically related to transverse shear deforma-
tions. Many variants of two-dimensional shell models of this kind are available in the wide
literature on the engineering and mathematical theory of shells, as pioneered by Love [13, 14]
and later contributed to by a large number of authors including Flügge [5, 6], Vlasov [35],
Novozhilov [19], Gol’denveizer [7], E. Reissner [26, 27], Koiter [11, 12], Naghdi [16, 17] and
many others, cf. also [18, 33] and the further references in the books cited. As starting points
of this work we choose two particular models, a ‘classical’ three-field model named here LNK
(after Love-Novozhilov-Koiter), and a parametrized five-field model to be named RN (after
Reissner-Naghdi).

The motivation of the work comes from the numerical modelling of shells by finite elements,
see [24, 9, 10, 8] and the further references therein. In the finite element modelling of shells,
there arise various parametric error amplification or locking phenomena that are not well un-
derstood currently. Part of the problem is in the insufficient understanding of the asymptotic
nature of shell deformation states from the numerical point of view. Here it is particularly im-
portant to understand the layer effects, since maximal stresses typically occur near boundaries,
or junctions, or other irregularities where layers can be strong. That layers often are strong,
and have wide ranges, is a characteristic feature of shell problems and shell deformation states.
This in fact is one of the features that makes shell problems rather unique among problems in
computational science.

For the needs of modern numerical analysis, the current knowledge of the layers in shell
deformations is rather limited. The mathematical shell theory is quite brief on this subject,
giving little beyond the pioneering discussion by Gol’denveizer [7] and the later, more ambitious
but formal asymptotic analysis by Rutten [28, 29]. In the engineering shell theory, important
special cases like cylindrical shells have been treated quite extensively [6, 34], but otherwise
the engineering layer theory is limited as well. Thus there is a need of both extending and
modernizing the classical shell theory on the subject of layers, taking into account the reality
of large-scale numerical modelling and the mathematical questions arising there. The present
work is an attempt in that direction.

In order to obtain quantitative information on the layers, we make further simplifying
geometric assumptions within the chosen LNK- and RN-models. The simplifications lead to
two variants of approximate models that we label as LNKS , RNS and LNKSS , RNSS and call
shallow shell models. By ‘shallow’ we mean that the dimensions of the shell are small compared
with the principal curvatures of its midsurface. We define then LNKS and RNS as asymptotic
models corresponding to the parametric limit ε = L/R → 0, where L is the diameter (or
largest dimension) of the midsurface and R is the curvature length scale. We may view L
here alternatively as the length scale that characterizes the variation of the displacements
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and rotations along the midsurface, so the shallow shell approximation is reasonable when
modelling local effects (such as layers) in length scales L " R.

Shallow shell models of various kinds have their roots in the engineering theory of shells
[35, 6]. Simpler models have been useful, e.g., in stability studies [35] or as a basis of analytic
or approximate solution of the shell equations in specific situations, cf. [15]. In the important
special case of a cylindrical shell the usual 2D shell equations take a ‘shallow’ form, so there is
no need for geometric simplifications. Here we have LNK = LNKS and RN = RNS in that case,
and the latter models remain approximately valid also for axially shallow (nearly cylindrical)
shells of revolution.

In all non-asymptotic 2D models of classical linear shell theory, the shell equations are
written as a system of equilibrium laws of the form

Mu+ t2Bu = f on ω, (1.1)

where ω is the midsurface of the shell, u is the displacement vector field to be found, t is the
thickness of the shell, and M,B are linear partial differential operators that depend on the
geometry of ω, and on the material parameters, but are independent of t. Physically Mu

expresses the forces arising from the stretching and (in case of the RN-model) transverse shear
deformations, and t2Bu expresses the bending forces. Layers in the displacement field u arise
basically because operator B is of higher order than M and thus causes a singular perturbation
in (1.1) at small t. We call here a vector field ul a layer if it has the following properties:

1. ul is parametrized with t and satisfies the homogeneous Eqs. (1.1) away from S, where
S is a subset of ω̄ of measure zero – called the layer generator.

2. ul decays exponentially away from S, as follows: Let P ∈ ω, P $∈ S, and let Q =
Q(P ) ∈ S̄ be such that d(P ) = dist (P, S) = | #QP |. Further let #τ be the unit vector
parallel with #QP . Then as P varies, there exists L = L(Q,#τ , t) > 0 such that |ul(P )| ∼
exp{−d(P )/L}.

3. When t varies, the length scale L above varies so that L(Q,#τ , t) → 0 as t → 0.

In a given problem setup, the layer generator S can be found by studying the properties of
the asymptotic solution uas obtained at the limit when t → 0: The set S consists of those
boundary (or junction) points where uas does not obey the boundary conditions associated
to operator B, and of those interior points where uas is not smooth. In normal engineering
situations S is of measure zero, consisting typically of finitely many smooth open line segments
(or closed smooth lines), such as the boundary line, and of isolated points, such as the points
where concentrated loads are acting or the end points of the line segments in S.

Layers thus arise basically as ‘line layers’ or as ‘hot spots’ (point layers) and can be located
by studying the (linear) asymptotics of the shell deformation in a given situation as t →
0. This asymptotics is actually very case dependent, cf. [7, 24, 25], but we get the idea
here by following the most often used asymptotic approach in the engineering shell theory,
the so called membrane theory [35, 6]. The mathematical shell-membrane theory is a linear
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asymptotic theory obtained by setting t = 0 in (1.1) and by carefully relaxing the boundary
and interior regularity conditions on u accordingly, see [7, Part II] for the ‘classicism’ and
[30, 31, 32, 22, 20, 21] for the ‘modernism’ on the subject.

Assume that ω is cut from a single smooth surface and has a piecewise smooth boundary line
Γ. Assume also that the whole boundary is at least simply supported so that the displacements
of the midsurface vanish along Γ. Then S ⊃ Γ, since the transverse deflection along Γ cannot
be restricted in the membrane theory [7, 22, 20, 21]. Furthermore, S naturally contains the
lines or points where the load f is irregular, say is discontinuous or involves concentrated line
or point loads. Finally, in case of parabolic or hyperbolic shells (of zero or negative Gaussian
curvature), S may further contain characteristic lines along which the curvature vanishes.
This is because, due to the hyperbolic nature of the reduced system (1.1) in the mentioned
shell geometries, irregularities of uas (from various sources) propagate along characteristic lines
[22, 21]. At positive values of t, boundary or interior layers created by characteristic lines are
particularly important since, as known from the classical shell theory [7, 28, 29] and also to
be confirmed here, such layers have an exceptionally wide range. Often the amplitude is also
strong so that such layers can dominate the whole deformation pattern, see [9, 10] for examples
of benchmark problems of this kind.

In the shallow-shell models to be considered, Eqs. (1.1) take the form of a linear constant-
coefficient system of PDE’s when written in (approximate) principal curvature coordinates x, y
on ω. The geometry of the shell is condensed in these models in three constant parameters:
the principal radii of curvature R1, R2 (considered constant), and the thickness t. As a ma-
terial parameter we introduce the Poisson ratio ν as usual (homogeneous isotropic material
is assumed). Finally, the RNS-model is parametrized additionally by a dimensionless shear
(correction) factor to be denoted by γ. In this five-parameter setting, we study the nature of a
‘line layer’ generated by a single smooth line (segment) S. We make here a further geometric
simplification by assuming that S is ‘shallow’, i.e., smooth in length scale ∼ R, so that we can
treat S approximately as a straight line when studying local effects in length scales L " R.
The angle α formed by the assumed straight layer generator S and the principal curvature line
y = 0 (Figure 1) is our sixth parameter.

Along S we assume finally a (finite or infinite) Fourier transform, so that we look for layer
modes of the form

uk
l (ξ, η) = eλξeikηU, (1.2)

where ξ, η are rotated coordinates (Figure 1). Here the wave number k is the seventh parameter
in our study.

Once all the seven parameters above are fixed, the possible values of λ in (1.2) are found
as the roots of the characteristic polynomial of system (1.1), so that formally

λ = λ(t; k,R1, R2,α, ν, γ). (1.3)

Our mission is mainly to resolve this parametric dependence. We use Puiseux and Taylor
expansions, taking t as the primary parameter. The leading coefficients in the parametric
expansions are evaluated by symbolic computation (MAPLE).
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∂ω

α

x

y

η

ξ

P

Figure 1: Boundary (ξ, η) and principal curvature (x, y) coordinates.

When a root λ is found such that Reλ < 0, we may define the corresponding length scale
of exponential decay (in the positive ξ-direction) as L = −1/Re λ. We are interested mainly
in the ‘layer roots’ such that L → 0 as t → 0, but we will comment also on ‘non-layers’ (L
independent of t) and ‘anti-layers’ (L → ∞ as t → 0) arising in certain parametric regimes or
in specific geometric situations. The plan, and the brief summary of the main results, is as
follows.

In Section 2 we introduce the shallow shell models where our analysis is based upon.
As the starting point we take the classical 2D model as presented in Novozhilov [19] (here
named LNK). The shallow-shell approximations are made, leading to model LNKS , and the
RNS-model is introduced as a parametrized variation of LNKS . Finally the LNKSS - and
RNSS -models are introduced as an option for further simplification.

In Section 3 we find the layer solutions (1.2) to the homogeneous shell equations. We expand
the characteristic roots here mainly as a function of t, holding the remaining six parameters
fixed. We find that the layer scales vary with t as L ∼ t1/n where n ∈ {1, 2, 3, 4}, regardless of
the shell model. Other exponents do not occur and the case n = 1 appears in the RNS -model
only. The layer mode with n = 1 is found also in plates [1], so it is not related to curvature
effects, but a consequence of shear deformation. Instead, the larger length scales, of which
only one case can appear at a time, are the characteristic layer scales of a curved shell. The
most common case n = 2 is possible in all shell geometries. The other cases, where the layer
has a still wider range, arise when the layer generating line ξ = 0 is a characteristic line of the
midsurface. This is possible in a hyperbolic shell (R1R2 < 0), in which case n = 3, or in a
parabolic shell (R1 = ∞, |R2| < ∞), in which case n = 4.

The mentioned main layer scales are known from the existing mathematical shell theory, see
[7, 28, 29]. In the engineering theory of shells, the most thorough treatment of layers appears
to be the one by Flügge [6]. In particular, Flügge analyzes the axial (n = 2) and angular
(n = 4) layers in a cylindrical shell in a rather similar way as we do here. In [7], the case n = 2
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is characterized as a ‘simple edge effect’ and cases n = 3, 4 as ‘generalized’ edge effects. The
different terminology here refers to the qualitatively different behaviour of the layer in variable
η, as reflected in the parametric dependence on k in our analysis. We find that the layer width
varies with k as L ∼ k−1+2/n, so when n = 2, there is no dependence on k, unlike in the other
two cases. This means that in case n = 2 the layer is a 1D effect in variable ξ (parametrized
by η), whereas in the other two cases, the layer arises as a non-local 2D phenomenon.

We complete the classical theory of shell layers here to a more systematic picture based on
symbolic computation. The more detailed parametric analysis is carried out in Section 4, where
we cover in particular the case when k is variable and can be large (or small). We find that when
k exceeds the threshold k ∼ t−1/2, the curvature effects fade off and the deformation starts
following the decoupled laws of a flat plate and membrane. In this regime, the characteristic
shell layers degenerate to uniformly smooth ‘non-layers’ whose length scale L is proportional
to k−1.

In Section 5 we finally add an ‘energy perspective’ to our results. Based on proper scaling
of the coordinates and displacement components, as guided by our layer mode analysis, we
find scaled deformation energies that are characteristic to shell layers. The energy expressions
may be viewed as an extension of the asymptotic ‘layer equations’ found in the classical shell
theory, cf. [7]. In the asymptotic analysis, the layer is viewed as a non-parametric smooth
function in the scaled coordinates. Upon resolving the parametric dependence explicitly in the
energy expressions, we can further show how the layer is effectively seen by the finite element
solver that attempts to resolve the layer by minimizing energy. Our results should be useful
in the further analysis of numerical locking effects (and their possible remedies) when it comes
to FEM approximation of shell layers.

2 The shallow shell models

We start from the classical 2D shell model as formulated in Novozhilov [19]. Assume that the
midsurface ω lies on a given smooth surface parametrized globally by curvilinear coordinates
α1,α2. As in [19] we assume principal curvature coordinates, so that only four scalar parameters
are needed to specify the curvature and the metric on ω. These are the principal curvatures,
here denoted by b1, b2, and the metric parameters A1, A2 relating coordinate changes to arc
lengths. Following [19] we write the displacement vector field of the midsurface then as

#u = u#e1 + v #e2 +w #e3,

where #e1,#e2 are the unit tangent vectors along the principal curvature lines and #e3 is the unit
normal.

In the assumed (classical, cf. also [14]) notation one has u = (u, v, w) in Eq. (1.1). When
f = 0, this system arises as the Euler equation of the principle of minimum strain energy. The
scaled expression of the latter, in case of homogeneous isotropic material with Poisson ratio ν,
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is given by [19, Eq. (9.12)]

F(u) =
1

2

∫

ω

[

ν(β11 + β22)
2 + (1− ν)(β2

11 + 2β2
12 + β2

22)
]

A1A2 dα1dα2

+
t2

24

∫

ω

[

ν(κ11 + κ22)
2 + (1− ν)(κ211 + 2κ212 + κ222)

]

A1A2 dα1dα2, (2.1)

where βij and κij denote the components of the membrane strain (related to change of metric)
and bending strain (related to change of curvature) tensors, respectively. These are defined as
[19, Eq. (4.23)]

β11 =
1

A1

∂u

∂α1
+

1

A1A2

∂A1

∂α2
v + b1w,

β22 =
1

A2

∂v

∂α2
+

1

A1A2

∂A2

∂α1
u+ b2w,

β12 =
A1

2A2

∂

∂α2

( u

A1

)

+
A2

2A1

∂

∂α1

( v

A2

)

,

(2.2)

and

κ11 =
1

A1

∂

∂α1

( 1

A1

∂w

∂α1
− b1u

)

+
1

A1A2

∂A1

∂α2

( 1

A2

∂w

∂α2
− b2v

)

,

κ22 =
1

A2

∂

∂α2

( 1

A2

∂w

∂α2
− b2v

)

+
1

A1A2

∂A2

∂α1

( 1

A1

∂w

∂α1
− b1u

)

,

κ12 =
1

A1A2

( ∂2w

∂α1∂α2
−

1

A1

∂A1

∂α2

∂w

∂α1
−

1

A2

∂A2

∂α1

∂w

∂α2

)

− b1
( 1

A2

∂u

∂α2
−

1

A1A2

∂A1

∂α2
u
)

− b2
( 1

A1

∂v

∂α1
−

1

A1A2

∂A2

∂α1
v
)

.

(2.3)

Here we have assumed that bi(P ) > 0 when the corresponding center of curvature lies in the
negative normal direction from P .

Let us note in this context that, while the expressions (2.2) of the membrane strains were
stated already by Love in his pioneering work [13, 14], the bending strains have been the
subject of a long discussion, and a number of slightly different expressions have been proposed
over the years. For example, Love’s (later) proposal [14] relates to Novozhilov’s as

κL11 = κN11, κL22 = κN22, κL12 = κN12 + 2b1β12,

whereas Vlasov [35] suggests

κV11 = κN11 + b1β11, κV22 = κN22 + b2β22, κV12 = κN12 + (b1 + b2)β12.

(Here we have used the Codazzi relations [19, Eq.(2.28)] as well.) The final word in this
discussion, usually referred to as the Koiter model [11, 12], is a consistent first-approximation
model derived from the exact linearized change of metric and change of curvature tensors
in general coordinates, cf. [4]. In the present notation, the Koiter bending strains relate to
Novozhilov’s as

κK11 = κN11 + b1β11, κK22 = κN22 + b2β22, κK12 = κN12.
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Below we choose to work with Novozhilov’s expressions (2.3) as these appear the simplest
ones for our purposes. – Note that in view of (2.1), any modification of κij by an added linear
combination of βij ’s only causes a small regular perturbation of the energy when t is small. In
our study such model variations would be irrelevant. We name the chosen model (2.1)–(2.3)
here as LNK according to Love-Novozhilov-Koiter.

We introduce next the shallow shell approximations within the LNK-model. For a given
point P ∈ ω, let us scale the coordinates α1,α2 to be the arc lengths from P along the
coordinate lines, so that P = (0, 0) and A1(α1, 0) = A2(0,α2) = 1. Our aim is to simplify the
expressions (2.2)–(2.3) by approximate expansions around P .

To begin with, let us introduce the localized geometric parameters

1

R1
= b1(P ),

1

R2
= b2(P ), cij =

∂bi
∂αj

(P ), i, j = 1, 2,

a1 =
∂A1

∂α2
(P ), a2 =

∂A2

∂α1
(P ).

(2.4)

These are related by the Codazzi relations [19, Eq.(2.28)] as

( 1

Rj
−

1

Ri

)

ai = cij when i $= j. (2.5)

We will measure the ‘total curvature’ of the shell by R, defined by

1

R
=
( 1

R2
1

+
1

R2
2

)1/2
. (2.6)

We assume that R is finite and that the surface containing ω varies smoothly in the length
scale R. We may then call R the curvature length scale on ω.

The first step in the derivation of the shallow shell model is to rectify the metric at P
by passing to new coordinates x, y, normally thought of as the rectilinear coordinates on the
tangent plane to ω at P . Here we choose quadratic approximations of such coordinates along
ω, as given by

x = α1 + a1 α1α2 −
a2
2

α2
2, y = α2 + a2 α1α2 −

a1
2

α2
1, (2.7)

where a1, a2 are defined by (2.4). This transform is obviously one-to-one at least locally around
P .

Passing now to the new coordinates x, y we have

A1(x, y) = 1 + a1y + · · · , A2(x, y) = 1 + a2x+ · · · ,

and
∂

∂α1
= (1 + a1y + · · · )

∂

∂x
+ (a2y − a1x+ · · · )

∂

∂y
∂

∂α2
= (a1x− a2y + · · · )

∂

∂x
+ (1 + a2x+ · · · )

∂

∂y
,

(2.8)
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where the dropped terms are of relative order O((x/R)2 + (y/R)2). Likewise, writing

u#e1 + v #e2 = ũ#ex + ṽ #ey,

where #ex,#ey are the unit tangent vectors along the new coordinate lines on ω, we have

u = ũ+ (a2y − a1x)ṽ + · · · , v = ṽ + (a1x− a2y)ũ+ · · · . (2.9)

The second step in the shallow shell approximation is to deflect the third displacement
component w slightly from the normal direction, by defining w̃ so that

w = w̃ +
(1

2
c11x

2 +
1

2
c21y

2 + c12xy
)

ũ+
(1

2
c12x

2 +
1

2
c22y

2 + c21xy
)

ṽ. (2.10)

Using now (2.8)–(2.10), we can expand the strains (2.2)–(2.3) around P as

β11 =
∂ũ

∂x
+

w̃

R1
+ · · · , β22 =

∂ṽ

∂y
+

w̃

R2
+ · · · , β12 =

1

2

(∂ũ

∂y
+

∂ṽ

∂x

)

+ · · · (2.11)

and, using also (2.5),

κ11 =
∂2w̃

∂x2
−

1

R1

∂ũ

∂x
+ · · · , κ22 =

∂2w̃

∂y2
−

1

R2

∂ṽ

∂y
+ · · · ,

κ12 =
∂2w̃

∂x∂y
−

1

R1

∂ũ

∂y
−

1

R2

∂ṽ

∂x
+ · · · .

(2.12)

Here the coefficients of the neglected terms are of relative order O(|x|/R + |y|/R). Up to this
accuracy, we may also set

A1A2 dα1dα2 ↪→ dxdy (2.13)

when evaluating the strain energy (2.1).
Our shallow approximation within the LNK-model is now simply to use (2.13) in the energy

expression (2.1) and to define the strains there by truncating the expansions (2.11)–(2.12) to the
terms shown. Dropping henceforth the tildes, we assume thus the simplifies strain expressions

β11 =
∂u

∂x
+

w

R1
, β22 =

∂v

∂y
+

w

R2
, β12 =

1

2

(∂u

∂y
+

∂v

∂x

)

, (2.14)

and

κ11 =
∂2w

∂x2
−

1

R1

∂u

∂x
, κ22 =

∂2w

∂y2
−

1

R2

∂v

∂y
,

κ12 =
∂2w

∂x∂y
−

1

R1

∂u

∂y
−

1

R2

∂v

∂x
,

(2.15)

where now the localized principal curvatures R−1
i are the only geometric parameters. We name

the model (2.1) & (2.13) & (2.14) & (2.15) as LNKS . This is the basic model in our study.
Remark 2.1When ω varies smoothly in the curvature length scaleR, as assumed, the error

of the above approximation is formally of orderO(L/R) where L is the characteristic dimension
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of ω. The LNKS -model may then be viewed as the asymptotic model corresponding to the
parametric limit ε = L/R → 0. Note also that under the assumptions made, the deviation of
ω from its tangent plane at P is at most of order d ∼ L2/R = ε2R, so when ε is small, the
shell is indeed shallow. We should underline that this concept is not related to the thickness
parameter t at all. !

Remark 2.2 In view of (2.10), the dropped terms in (2.12) involve second derivatives of
ũ, ṽ, so the truncation is somewhat ‘singular’ here. This is avoided in the special case where
cij = 0, i.e., when the curvatures are slowly varying at P . One has then also ai = 0 by (2.5) (this
holds also when R1 = R2), so in fact then (ũ, ṽ, w̃) = (u, v, w) above. In the even more special
case of a cylindrical shell, where R1 = ∞, R2 = R is constant, and A1 = A2 = 1 throughout
ω, we actually end up making no approximation above, so LNK = LNKS in that case. Then
LNKS may be considered an approximate model even for non-shallow shell geometries that are
small variations from the cylindrical shape, i.e., axially shallow. !

When not aiming at a model valid for a cylindrical shell, we may derive a simpler shallow
shell model by assuming instead of (2.10) the transform

w =
(

1 +
x2

2R2
1

+
y2

2R2
2

)

w̃ +
( x

R1
+

1

2
c11x

2 +
1

2
c21y

2 + c12xy
)

ũ

+
( y

R2
+

1

2
c12x

2 +
1

2
c22y

2 + c21xy
)

ṽ (2.16)

for defining w̃. Note that here w̃ is defined essentially as the quadratic approximation of the
displacement component in the direction #ez = #e3(P ). When using (2.9), (2.16), the membrane
strain expansions (2.11) remain valid, but the bending strains are now expanded as

κ11 =
∂2w̃

∂x2
+

1

R1

(∂ũ

∂x
+

w̃

R1

)

+ · · · , κ22 =
∂2w̃

∂y2
+

1

R2

(∂ṽ

∂y
+

w̃

R2

)

+ · · · ,

κ12 =
∂2w̃

∂x∂y
+ · · · .

Neglecting here the second terms in κii (as these have little effect in the energy, see the remarks
above on different shell models), and dropping the tildes we end up simplifying the bending
strains as

κ11 =
∂2w

∂x2
, κ22 =

∂2w

∂y2
, κ12 =

∂2w

∂x∂y
, (2.17)

as corresponding to the Kirchhoff model of plate bending. Below we refer to the model (2.1)
& (2.13) & (2.14) & (2.17) as LNKSS.

We introduce finally a variant of the LNKS shell model where the so called rotations θ,ψ
are added to the displacement field, so as to make u a five-component field. In the shallow

9



version of this model, the strain energy is written as

F(u) =
1

2

∫

ω

[

ν(β11 + β22)
2 + (1− ν)(β2

11 + 2β2
12 + β2

22)
]

dxdy

+
γ

4
(1− ν)

∫

ω

(

ρ21 + ρ22
)

dxdy (2.18)

+
t2

24

∫

ω

[

ν(κ11 + κ22)
2 + (1− ν)(κ211 + 2κ212 + κ222)

]

dxdy,

where the second term arises from the assumed transverse shear deformations. We consider
here γ (the so called shear factor) as a free parameter (γ > 0). In (2.18), the membrane strains
are again defined by (2.14), the transverse shear strains ρ1, ρ2 are given by

ρ1 = θ −
∂w

∂x
+

u

R1
, ρ2 = ψ −

∂w

∂y
+

v

R2
, (2.19)

and the bending strains by

κ11 =
∂θ

∂x
, κ22 =

∂ψ

∂y
,

κ12 =
1

2

(∂θ

∂y
+

∂ψ

∂x
−

1

R1

∂u

∂y
−

1

R2

∂v

∂x

)

.
(2.20)

Model (2.18) & (2.14) & (2.19) & (2.20) has its engineering roots in plate (or beam) theories,
due to Reissner [26] and others. For non-shallow shells in general coordinates, a consistent
derivation in the Koiter spirit was given by Naghdi [16, 17]. We name the model (2.18) &
(2.14) & (2.19) & (2.20) here as RNS according to Reissner-Naghdi. Note that RNS with
γ = ∞ gives LNKS , so RNS may be viewed as a parametric extension of LNKS .

When the curvature dependent terms in (2.19)–(2.20) are dropped, one obtains a variant
of the LNKSS -model where the transverse shear and bending strains are defined by

ρ1 = θ −
∂w

∂x
, ρ2 = ψ −

∂w

∂y
,

κ11 =
∂θ

∂x
, κ22 =

∂ψ

∂y
, κ12 =

1

2

(∂θ

∂y
+

∂ψ

∂x

)

,
(2.21)

as corresponding to the Reissner-Mindlin model for plate bending. The model (2.18) & (2.14)
& (2.21) is named RNSS .

3 Zero thickness asymptotics of shell layers

The boundary layers are non-trivial solutions of the homogeneous Euler-Lagrange equations
corresponding to (1.1). We consider here the dimensionally reduced 2-D shallow shell models
without shear LNKS (i.e., of Koiter type), and with shear RNS (i.e., of Naghdi type) in the ap-
proximate principal curvature coordinates x, y as chosen above. The Euler-Lagrange equations
can be written for the LNKS model as

10



0 = −
∂β11
∂x

− ν
∂β22
∂x

− (1− ν)
∂β12
∂y

+
t2

12R1

(

∂κ11
∂x

+ ν
∂κ22
∂x

+ 2 (1 − ν)
∂κ12
∂y

)

,

0 = −ν
∂β11
∂y

−
∂β22
∂y

− (1− ν)
∂β12
∂x

+
t2

12R2

(

ν
∂κ11
∂y

+
∂κ22
∂y

+ 2 (1 − ν)
∂κ12
∂x

)

, (3.1)

0 =

(

1

R1
+

ν

R2

)

β11 +

(

ν

R1
+

1

R2

)

β22

+
t2

12

(

∂2κ11
∂2x

+ ν
∂2κ11
∂2y

+ ν
∂2κ22
∂2x

+
∂2κ22
∂2y

+ 2 (1− ν)
∂2κ12
∂x∂y

)

,

and for the RNS model as

0 = −
∂β11
∂x

− ν
∂β22
∂x

− (1− ν)
∂β12
∂y

+
1− ν

2
γ
ρ1
R1

+
t2

12
(1− ν)

1

R1

∂κ12
∂y

,

0 = −ν
∂β11
∂y

−
∂β22
∂y

− (1− ν)
∂β12
∂x

+
1− ν

2
γ
ρ2
R2

+
t2

12
(1− ν)

1

R2

∂κ12
∂x

,

0 =

(

1

R1
+

ν

R2

)

β11 +

(

ν

R1
+

1

R2

)

β22 +
1− ν

2
γ

(

∂ρ1
∂x

+
∂ρ2
∂y

)

, (3.2)

0 =
1− ν

2
γ ρ1 −

t2

12

(

∂κ11
∂x

+ ν
∂κ22
∂x

+ (1− ν)
∂κ12
∂y

)

,

0 =
1− ν

2
γ ρ2 −

t2

12

(

ν
∂κ11
∂y

+
∂κ22
∂y

+ (1− ν)
∂κ12
∂x

)

.

Here the strain-displacement relations are given by (2.14)–(2.15) for the LNKS model and by
(2.14), (2.19)–(2.20) for the RNS model.

3.1 The main boundary layer modes

The boundary layer analysis is based on assuming in (3.1) and (3.2) the Ansatz (1.2) in the
rotated coordinates ξ = cosαx+ sinα y, η = − sinαx+ cosα y (see Figure 1). We start from
the LNKS model. In this case, substituting (1.2) and

∂

∂x
= cosα

∂

∂ξ
− sinα

∂

∂η
,

∂

∂y
= sinα

∂

∂ξ
+ cosα

∂

∂η

in (3.1) & (2.14)–(2.15), we obtain the characteristic equation

PLNKS
(λ; t, k, ν,α, R1, R2) = 0, (3.3)

where PLNKS
is a polynomial in λ and t and can be expanded as

PLNKS
(λ; t, k, ν,α, R1, R2) = t2a8(t)λ

8 + t4a7(t)λ
7 + t2a6(t)λ

6 + t2a5(t)λ
5

+ a4(t)λ
4 + a3(t)λ

3 + a2(t)λ
2 + a1(t)λ+ a0(t), (3.4)
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where

a8(t) = a80 + a82t2 + a84t4, a7(t) = a70 + a72t2,
a6(t) = a60 + a62t2 + a64t4, a5(t) = a50 + a52t2 + a54t4,
a4(t) = a40 + a42t2 + a44t4 + a46t6, a3(t) = a30 + a32t2 + a34t4 + a36t6,
a2(t) = a20 + a22t2 + a24t4 + a26t6, a1(t) = a10 + a12t2 + a14t4 + a16t6,
a0(t) = a00 + a02t2 + a04t4 + a06t6.

(3.5)

The boundary layer length scales for the shallow shell are determined by the asymptotic be-
haviour of the roots λ(t) of the characteristic equation (3.3) as t → 0: a family {λ(t)}t of
roots with |λ(t)| → ∞, Reλ(t) < 0, as t → 0 corresponds to true layer solutions. We will
also find solutions with |λ(t)| → 0, as corresponding to ‘anti-layer’ modes that degenerate to
polynomials in ξ at t = 0 (with the degree determined by the multiplicity of λ(0) = 0). Below
we present the asymptotic analysis of these eigenvalues in dependence of t while keeping the
other parameters fixed.

The following leading coefficients in (3.5) turn out to be decisive for the main boundary
layer effects:

a80 =
1

24
(1− ν), (3.6a)

a40 =
1

2
(1− ν2)(1− ν)

(

sin2 α

R1
+

cos2 α

R2

)2

, (3.6b)

a30 = 2 ik(1 − ν2)(1− ν)

(

1

R1
−

1

R2

)(

sin2 α

R1
+

cos2 α

R2

)

sinα cosα, (3.6c)

a20 = −(1− ν2)(1− ν)k2
(

3

(

1

R1
−

1

R2

)2

sin2 α cos2 α+
1

R1R2

)

, (3.6d)

a10 = −2 ik3(1− ν2)(1− ν)

(

1

R1
−

1

R2

)(

cos2 α

R1
+

sin2 α

R2

)

sinα cosα, (3.6e)

a00 =
1

2
(1− ν2)(1− ν)k4

(

cos2 α

R1
+

sin2 α

R2

)2

. (3.6f)

We see that these coefficients are in turn depending on the following geometric quantities
(which may be interpreted as mid-surface curvatures along the η-axis, respectively ξ-axis):

aη =
sin2 α

R1
+

cos2 α

R2
, aξ =

cos2 α

R1
+

sin2 α

R2
. (3.7)

The aim of this section is to provide a complete analysis of the dependence of the eigenvalues
λi, i = 1, . . . , 8, with respect to the shell parameters, with emphasis on the dependence with
respect to the thickness of the shell t. We shall see below that λi can be expanded as Puiseux
series of t, in a sufficiently small neighbourhood of 0. Of special interest is also the leading
term of these expansions, µ0,tβ , where

λ = λ(t) = t−βz(tβ),
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and z = z(s) =
∑

j≥0 µj,tβs
j is an analytic function in a small neighbourhood of 0.

We shall also see that β can take only the values 1/4, 1/3, 1/2, i.e., we can only get the
length scales L ∼ 4

√
t, 3
√
t,
√
t, and we make a careful analysis of the cases with respect to the

local geometry of the shell.

3.1.1 The basic edge effect

Let us first investigate what conditions should the coefficients aij satisfy, such that we get√
t length scale eigenvalues. Assume that λ = λ(t) = z(

√
t)/

√
t is such a solution of the

characteristic equation (3.3), with z(·) analytic function in a small neighbourhood of 0.
Substituting this into the characteristic equation, together with s =

√
t, and multiplying

then with s4, we find that z should be solution of the following equation

Q
√
t(z, s) := a8(s

2)z8 + s5a7(s
2)z7 + s2a6(s

2)z6 + s3a5(s
2)z5 (3.8)

+ a4(s
2)z4 + s a3(s

2)z3 + s2a2(s
2)z2 + s3a1(s

2)z + s4a0(s
2) = 0.

Taking the limit s → 0 in (3.8), we find that the leading term µ0,
√
t of the series expansion of

z(s) =
∑∞

j=0 µj,
√
ts

j satisfies the following equation:
(

a80
(

µ0,
√
t

)4
+ a40

)

(

µ0,
√
t

)4
= 0. (3.9)

Proposition 3.1 Assume that at the boundary point (x, y) = (0, 0) the curvature along η-axis
does not vanish, i.e., aη $= 0. Then four of the eight roots of the characteristic polynomial
PLNKS

in (3.4) correspond to a boundary layer of thickness O(
√
t). These roots take the form

λ(t) = z(
√
t)/

√
t, where z(s) =

∑∞
j=0 µj,

√
ts

j is an analytic function in a small neighbourhood

of 0, and the leading term of the expansion is µ0,
√
t = ρ(12(1 − ν2)a2η)

1/4, with ρ4 + 1 = 0.

The remaining 4 roots correspond to ‘long range’ effects and have the form λ(t) =
∑∞

j=0 cj,
√
tt
j/2,

where

c0,
√
t =

k

aη

[

−i

(

1

R1
−

1

R2

)

sinα cosα±
1√

R1R2

]

. (3.10)

Proof. Since µ0,
√
t solves the equation (3.9) we get nontrivial solutions only if a40 $= 0. The

hypothesis aη $= 0 implies that for the equation (3.9) we get 4 trivial and 4 nontrivial solutions.
The formula of the leading term follows then immediately, since from (3.6b) and (3.6a) we see
that

a40 =
1

2
(1− ν2)(1− ν)a2η, a80 =

1

24
(1− ν).

This implies that

µ0,
√
t = ρ 4

√

a40
a80

,

with ρ4 + 1 = 0. Let us denote by µl
0,
√
t
, l = 1, . . . , 4, the four nontrivial solutions of equation

(3.9). Therefore, since

Q
√
t(µl

0,
√
t
, 0) = 0,

∂Q
√
t

∂z
(µl

0,
√
t
, 0) $= 0, l = 1, . . . , 4,
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and Q
√
t(·, ·) is an analytic function of both variables, the Implicit Function Theorem implies

that there exist ε > 0 and zl(·) ∈ A(−ε, ε), l = 1, . . . , 4, such that

Q
√
t(zl(s), s) = 0, zl(0) = µl

0,
√
t

∀ l = 1, . . . , 4 and ∀ s ∈ (−ε, ε).

Let us look more carefully at the leading term c0,
√
t of the series expansion

∑∞
j=0 cj,

√
tt
j/2 of the

remaining four roots. We substitute λ = λ(t) =
∑∞

j=0 cj,
√
tt
j/2 in the characteristic equation

(3.3), take the limit t → 0 and find that c0,
√
t solves the following equation:

a40
(

c0,
√
t

)4
+ a30

(

c0,
√
t

)3
+ a20

(

c0,
√
t

)2
+ a10c0,

√
t + a00 = 0.

Substituting the coefficients aj0, j = 0, . . . , 4 as in (3.6f) -(3.6b) we get that c0,
√
t solves:

[

aη
(

c0,
√
t

)2
+ 2 ik

(

1

R1
−

1

R2

)

sinα cosα c0,
√
t − k2aξ

]2

= 0.

Solving this we find the following solutions:

c0,
√
t =

k

aη

[

−i

(

1

R1
−

1

R2

)

sinα cosα±
1√

R1R2

]

.

3.1.2 Degenerate Cases

So far, we assumed aη $= 0. In many practical situations, however, this is not the case (see,
e.g., Figure 2 below with a typical cooling tower shape). If aη = 0 the structure of the layers
depends strongly on the geometry of the midsurface, as we shall now show. Accordingly, we
distinguish for aη = 0 the hyperbolic and parabolic degeneration (the elliptic case is covered
by the basic edge effect).

Hyperbolic degeneration. In case of hyperbolic degeneration we have a40 = a30 = 0
and a20 $= 0 in (3.6b)–(3.6d). In this case we get a six-fold eigenvalue corresponding to a layer
of length scale L ∼ 3

√
t. An interesting consequence of this effect is demonstrated in Figure 2.

It is well known that the membrane theory of hyperbolic shells (i.e., the zero-thickness limit of
system (3.1) in our model) is a first order hyperbolic system [31], in which local perturbations
propagate in directions where the curvature vanishes, i.e., along the characteristic lines [21].
This is indicated for a source of perturbation at Q in Figure 2. At small, positive thickness,
the asymptotic effect is spread out into a layer of width O( 3

√
t) (the shaded region in Figure

2). In our simplified model the characteristic lines are straight, and ξ = 0 is one of such lines
when aη = 0. The precise structure of the layer is then as follows.
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P

O( 3
√
t)

ξη

Q

Figure 2: Layer with L ∼ 3
√
t generated by a propagating singularity at Q on a hyperbolic

shell (O(
√
t)-layers not shown).

Proposition 3.2 Let us assume that the shell is hyperbolic at the point (x, y) = (0, 0), i.e.,
tanα = ±

√

|R1/R2| and K := 1/R1R2 < 0. Then six of the roots of the characteristic polyno-
mial take the form λ(t) = z( 3

√
t)/ 3

√
t, where z(·) is analytic function in a small neighbourhood

of 0. Moreover, the leading term of the series expansion of z(s) =
∑∞

j=0 µj, 3
√
ts

j is given by

µ0, 3
√
t = ρ

(

48(1− ν2)k2

|R1R2|

)1/6

,

with ρ6 − 1 = 0. This sixfold root of PLNKS
corresponds to a short range layer of length scale

O( 3
√
t).

The remaining two roots correspond to long range effects and have the form λ(t) =
∑∞

j=0 cj, 3
√
tt
j/3,
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where

c0, 3
√
t = −i

k

2

√

|R1R2|
(

1

R1
+

1

R2

)

∈ iR. (3.11)

In hyperbolic shells there are therefore always oscillations.

Proof. Let us proceed as in the proof of Proposition 3.1, and make the substitutions 3
√
t = s,

λ = z/s in the characteristic equation (3.3). Since cosα = ±
√

|R2|/(|R1|+ |R2|), sinα =
±
√

|R1|/(|R1|+ |R2|), one deduces from (3.6b), (3.6c) that the coefficients a30 = a40 = 0.
Multiplying then with s2 it follows that z is solution of the equation

Q
3
√
t(z, s) := a8(s

3)z8 + s7a7(s
3)z7 + s2a6(s

3)z6 + s3a5(s
3)z5

+s4ã4(s
3)z4 + s5ã3(s

3)z3 + a2(s
3)z2 + sa1(s

3)z + s2a0(s
3) = 0. (3.12)

We denoted by ã4(t) = a42 + a44t2 + a46t4, ã3(t) = a32 + a34t2 + a36t4. Since we are looking
for the leading term µ0, 3

√
t of the series expansion with respect to s of the solutions z = z(s),

taking the limit s → 0 in the equation (3.12), it follows that µ0, 3
√
t satisfies

(

a80
(

µ0, 3
√
t

)6
+ a20

)

(

µ0, 3
√
t

)2
= 0.

For this equation we get 2 trivial and 6 nontrivial solutions, the non-vanishing solutions satis-
fying

a80
(

µ0, 3
√
t

)6
+ a20 = 0. (3.13)

Since for hyperbolic shells the coefficients a20, a80 take the following form

a20 = 2 k2
1

R1R2
(1− ν2)(1− ν), a80 =

1

24
(1− ν),

we get easily that

µ0, 3
√
t = ρ

(

48(1− ν2)k2

|R1R2|

)1/6

,

with ρ6 − 1 = 0. Let us now denote by µl
0, 3
√
t
, l = 1, . . . , 6, the solutions of equation (3.13).

Then it follows that

Q
3
√
t(µl

0, 3
√
t
, 0) = 0,

∂Q
3
√
t

∂z
(µl

0, 3
√
t
, 0) $= 0, for l = 1, . . . , 6.

Since Q
3
√
t(·, ·) in (3.12) is analytic function in both variables (z, s), the Implicit Function The-

orem implies that there exist ε > 0 and zl(·) ∈ A(−ε, ε), l = 1, . . . , 6, such that Q
3
√
t(zl(s), s) =

0, ∀ s ∈ (−ε, ε) and zl(0) = µl
0, 3
√
t
, l = 1, . . . , 6.

The leading term c0, 3
√
t of the series expansion of the remaining two roots λ = λ(t) =

∑∞
j=0 cj, 3

√
tt
j/3 solves in this case the equation (recall that here a40 = a30 = 0)

a20
(

c0, 3
√
t

)2
+ a10c0, 3

√
t + a00 = 0.
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For this particular geometry of the shell (aη = 0, aξ = 1/R1 + 1/R2) this equation takes the
form:

[

(

1

R1
+

1

R2

)

k − 2 i

√

1

|R1R2|
c0, 3

√
t

]2

= 0.

Solving this we obtain (3.11).

We complete the discussion by considering the

Parabolic degeneration. Assume that aη = 0 and that the shell is parabolic at P , i.e.,
either R1 = ∞ and α = π/2 or R2 = ∞ and α = 0 (see Figure 3.1.2). Then we only get layers
with length scale L ∼ 4

√
t, as we see in the following

Proposition 3.3 In the case of parabolic shells the 8 roots of the characteristic polynomial
are of the form λ(t) = z( 4

√
t)/ 4

√
t, with z(·) analytic function in a small neighbourhood of 0,

and the leading term µ0, 4
√
t of the series expansion z(s) =

∑∞
j=0 µj, 4

√
ts

j takes the form

µ0, 4
√
t = ρ

8

√

12(1− ν2)k4

R2
, (3.14)

with ρ8 + 1 = 0 and R = min {|R1|, |R2|}.

O(
√
t)

O(
√
t)

η

η
O( 4

√
t)

ξξ

Figure 3: Barrel-Vault with O(
√
t), O( 4

√
t) boundary layers

Remark 3.4 In this way we found all 8 roots, therefore there are no further scales. Note that
the length scale 4

√
t is, formally, short range, however in practice this edge effect may spread

throughout the domain (e.g., for t = 10−3, 4
√
t + 0.177).
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Proof of Proposition 3.3. Let us first make the substitutions λ = z/s, s = 4
√
t and transform

the characteristic equation (3.3) with respect to the new variable s. Since for parabolic shells
the coefficients a40 = a30 = a20 = a10 = 0, as one deduces easily from (3.6e), (3.6d), (3.6c),
(3.6b), we find that z solves the following equation

Q
4
√
t(z, s) := a8(s

4)z8 + s9a7(s
4)z7 + s2a6(s

4)z6 + s3a5(s
4)z5 + s4ã4(s

4)z4

+s5ã3(s
4)z3 + s6ã2(s

4)z2 + s7ã1(s
4)z + a0(s

4) = 0, (3.15)

where

ã4(t) = a42 + a44t
2 + a46t

4, ã3(t) = a32 + a34t
2 + a36t

4,

ã2(t) = a22 + a24t
2 + a26t

4, ã1(t) = a12 + a14t
2 + a16t

4.

Assuming a-priori the series expansion z(s) =
∑∞

j=0 µj, 4
√
ts

j for the solution z and taking the
limit s → 0 in (3.15) we find that µ0, 4

√
t satisfies the following equation:

(

µ0, 4
√
t

)8
a80 + a00 = 0, (3.16)

i.e., µ0, 4
√
t = ρ 8

√

a00/a80, with ρ8 + 1 = 0. Since in the case of parabolic shells the coefficients
a00, a80 take the form

a00 =
1

2
k4(1− ν)

(1− ν2)

R2
, a80 =

1

24
(1− ν),

the formula (3.14) for the leading term µ0, 4
√
t follows easily. Let us further denote by µl

0, 4
√
t
,

l = 1, . . . , 8, the solutions of the equation (3.16). Since Q
4
√
t(z, s) is an analytic function of

(z, s) and

Q
4
√
t(µl

0, 4
√
t
, 0) = 0,

∂Q
4
√
t

∂z
(µl

0, 4
√
t
, 0) $= 0, for l = 1, . . . , 8,

the Implicit Function Theorem implies that there exist ε > 0 and zl(·) ∈ A(−ε, ε), such that

Q
4
√
t(zl(s), s) = 0, ∀ s ∈ (−ε, ε) and zl(0) = µl

0, 4
√
t
for l = 1, . . . , 8. Consequently, the 4

√
t-length

scale eigenvalues are of the form λl(t) = zl( 4
√
t)/ 4

√
t, l = 1, . . . , 8.

3.2 The long range Fourier modes

In Proposition 3.1 we have seen that the characteristic polynomial PLNKS
(λ) has four roots

λ = λ(t) which are bounded as t → 0. Here we analyze these roots and the corresponding
deformation states in more detail. Due to (3.10), we assume throughout this section that the
curvature along the η-axis does not vanish, i.e., aη $= 0. The case aη = 0 was discussed in
Section 3.1.2.

We analyze the four roots λ = λ(t) =
∑∞

j=0 cj,
√
tt
j/2 of the characteristic polynomial

PLNKS
(λ) of the LNKS shell model and investigate the dependence of the coefficients c0,

√
t,

c1,
√
t on the mid-surface geometry at P in various, special cases.
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As before, inserting λ = λ(t) =
∑∞

j=0 cj,
√
tt
j/2 in the characteristic equation (3.3) and

looking at the coefficients of t0, t1/2, t, t3/2 in the resulting expansion we deduce the following
equations for cj,

√
t (j = 0, . . . , 3)

0 = a40
(

c0,
√
t

)4
+ a30

(

c0,
√
t

)3
+ a20

(

c0,
√
t

)2
+ a10c0,

√
t + a00, (3.17)

0 =

[

4 a40
(

c0,
√
t

)3
+ 3 a30

(

c0,
√
t

)2
+ 2 a20c0,

√
t + a10

]

c1,
√
t, (3.18)

0 =

[

4 a40
(

c0,
√
t

)3
+ 3 a30

(

c0,
√
t

)2
+ 2 a20c0,

√
t + a10

]

c2,
√
t

+

[

6 a40
(

c0,
√
t

)2
+ 3 a30c0,

√
t + a20

]

(

c1,
√
t

)2
, (3.19)

0 =

[

4 a40
(

c0,
√
t

)3
+ 3 a30

(

c0,
√
t

)2
+ 2 a20c0,

√
t + a10

]

c3,
√
t

+2

[

6 a40
(

c0,
√
t

)2
+ 3 a30c0,

√
t + a20

]

c1,
√
tc2,

√
t

+
(

4 a40c0,
√
t + a30

)(

c1,
√
t

)3
. (3.20)

After looking more carefully at the first equation (3.17), we see that it is a bi-quadratic one
and we deduce that the preceding system of equations is equivalent to the following one:

0 = a40
(

c0,
√
t

)4
+ a30

(

c0,
√
t

)3
+ a20

(

c0,
√
t

)2
+ a10c0,

√
t + a00, (3.21)

0 =

[

6 a40
(

c0,
√
t

)2
+ 3 a30c0,

√
t + a20

]

(

c1,
√
t

)2
, (3.22)

0 =
(

4 a40c0,
√
t + a30

)(

c1,
√
t

)3
. (3.23)

There are essentially four special cases of this system which we discuss separately.

Case 1a: aξ $= 0 and |R1R2| < ∞. In this case the system of equations (3.21)-(3.23) has
the following solutions:

c0,
√
t =

k

aη

[

−i

(

1

R1
−

1

R2

)

sinα cosα±
1√

R1R2

]

, (3.24)

c1,
√
t = 0. (3.25)

An important particular case arises when R1R2 < 0. Then c0,
√
t ∈ iR and we see that we

have in this case (to leading order) an oscillating, non-decaying solution of the boundary layer
problem (3.1) of the form u = uk

l (ξ, η) = eikηe(iĉ0+O(t))ξU, where c0,
√
t = iĉ0 with

ĉ0 =
k

aη

[

−
(

1

R1
−

1

R2

)

cosα sinα±
1

√

|R1R2|

]

.
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Case 1b: aξ $= 0 and |R1R2| = ∞. In this case the equation

a40
(

c0,
√
t

)4
+ a30

(

c0,
√
t

)3
+ a20

(

c0,
√
t

)2
+ a10c0,

√
t + a00 = 0

has one nonzero root of multiplicity 4, which satisfies automatically the equations:

0 = 4 a40
(

c0,
√
t

)3
+ 3 a30

(

c0,
√
t

)2
+ 2 a20c0,

√
t + a10,

0 = 6 a40
(

c0,
√
t

)2
+ 3 a30c0,

√
t + a20,

0 = 4 a40c0,
√
t + a30.

Therefore, c0,
√
t = ik tanα (if |R1| = ∞), or c0,

√
t = −ik/ tanα (if |R2| = ∞). Since c0,

√
t ∈ iR

in both situations this implies that the solution of the boundary layer problem (3.1) is an

oscillating one, and has the form u = uk
l (ξ, η) = eikηeik(ĉ0+O(

√
t))ξU, where ĉ0 = tanα (if

|R1| = ∞), or ĉ0 = −1/ tanα (if |R2| = ∞).
In order to find c1,

√
t we look at the coefficient of t2. We get the following equation:

0 = a80
(

c0,
√
t

)8
+ a60

(

c0,
√
t

)6
+

[

4 a40
(

c0,
√
t

)3
+ 3 a30

(

c0,
√
t

)2
+ 2 a20c0,

√
t + a10

]

c4,
√
t

+

[

6 a40
(

c0,
√
t

)2
+ 3 a30c0,

√
t + a20

](

2 c1,
√
tc3,

√
t +
(

c2,
√
t

)2
)

+ 3
(

4 a40c0,
√
t + a30

)(

c1,
√
t

)2
c2,

√
t

+ a40
(

c1,
√
t

)4
+ a42

(

c0,
√
t

)4
+ a32

(

c0,
√
t

)3
+ a22

(

c0,
√
t

)2
+ a12c0,

√
t + a02,

from where we get upon comparing coefficients in
√
t the following equation for c1,

√
t

(

c1,
√
t

)4
= − (a40)

−1
[

a80
(

c0,
√
t

)8
+ a60

(

c0,
√
t

)6

+ a42
(

c0,
√
t

)4
+ a32

(

c0,
√
t

)3
+ a22

(

c0,
√
t

)2
+ a12c0,

√
t + a02

]

.

Generally, the preceding equation has non-trivial solutions.

Case 2 aξ = 0. In this case aη takes the form aη = 1/R1 + 1/R2, a00 = a10 = 0 and the
characteristic polynomial PLNKS

becomes

PLNKS
(λ; t, k, ν,α, R1, R2) = t2a8(t)λ

8 + t4a7(t)λ
7 + t2a6(t)λ

6 + t2a5(t)λ
5

+a4(t)λ
4 + a3(t)λ

3 + a2(t)λ
2 + t2 ã1(t)λ+ t2 ã0(t),

where ã10(t) = a12 + a14t2 + a16t4, ã00(t) = a02 + a04t2 + a06t4. The leading term c0,
√
t solves

in this case

a40
(

c0,
√
t

)4
+ a30

(

c0,
√
t

)3
+ a20

(

c0,
√
t

)2
= 0. (3.26)
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The equation (3.26) has the following solutions:

c(1)
0,
√
t
= c(2)

0,
√
t
= 0, c(3)

0,
√
t
= c(4)

0,
√
t
= 2 ik

1
√

|R1R2|
1

1

R1
+

1

R2

. (3.27)

Now there are essentially two distinct cases.

Case 2a: aξ = 0, |R1R2| < ∞. The last two solutions in (3.27) take values in iR, this
means that in this case we get again an oscillating, non-decaying solution of the boundary

layer problem (3.1). For the first two trivial solutions c(1)
0,
√
t
= c(2)

0,
√
t
= 0 (i.e., we get long range

layers) let us look further at the coefficient c1,
√
t. We find that c1,

√
t solves

a20
(

c1,
√
t

)2
= 0.

Since in our case

a20 = −
1

2
k2γ2(1− ν2)(1− ν)3

1

R1R2
$= 0,

it follows that c1,
√
t = 0. This means that in this special case we get deformation states of

scale O(1/t) and the solution of (3.1) is of the form u = uk
l (ξ, η) = eikηe(c2,

√

tt+O(t3/2))ξU. The
coefficient c2,

√
t solves the equation

a20
(

c2,
√
t

)2
+ a02 = 0.

Case 2b: aξ = 0 and |R1R2| = ∞. This case, where either R1 = ∞ and α = 0 or
R2 = ∞ and α = π/2, is common in practice (see Figure 3.2). Let R = min{|R1|, |R2|}. Then
a30 = a20 = a10 = a00 = 0 and c1,

√
t solves

a40
(

c1,
√
t

)4
+ a02 = 0,

where the coefficients a02 and a40 take the form

a02 =
1

24
k4
[

(1−R2k2)2

R4

]

(1− ν), a40 =
1

2R2
(1− ν2)(1− ν).

It follows easily that

c1,
√
t = ρ 4

√

(1−R2k2)2k4

12(1− ν2)R2
,

where ρ4 + 1 = 0. Therefore, the solution of the boundary layer problem (3.1) has the form

u = uk
l (ξ, η) = eikηe(c1,

√

t

√
t+O(t))ξU. (3.28)
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O( 1√
t
)

R1 R2 = ∞

Figure 4: An ‘anti-layer’ of range O
(

1√
t

)

on a long cylindrical shell.

3.3 Layer modes in the RNS -model. The ‘plate’ layers due to shear-
deformation

So far, we considered shell models without shear. Frequently, in particular with C0-finite
elements, it is more convenient to consider shell models with shear deformation where the
governing equations are second order. This is, in the case of plate bending, the transition from
Kirchhoff to Reissner-Mindlin plates. Here, we will show that a) the shell models with shear
deformation exhibit, to leading order, all edge effects of the models without shear, b) a new
short range layer of thickness O(t) arises which, in the plate case, coincides in fact with the
layer found by Arnold & Falk [1].
We start from the homogeneous Euler-Lagrange equations (3.2) for the RNS model. Proceeding
in the same fashion as for the LNKS model with Ansatz (1.2), we get the characteristic equation

PRNS
(λ; t, k, ν, γ,α, R1 , R2) = 0, (3.29)

where the characteristic polynomial of the Naghdi model for the shallow shell takes the explicit
form:

PRNS
(λ; t, k, ν, γ,α, R1 , R2) = t4 b10(t)λ

10 + t6 b9(t)λ
9 + t2 b8(t)λ

8 + t4 b7(t)λ
7

+ t2 b6(t)λ
6 + t6 b5(t)λ

5 + b4(t)λ
4 + b3(t)λ

3 + b2(t)λ
2

+ b1(t)λ+ b0(t), (3.30)

with

b10(t) = b10 0 + b10 2t2, b9(t) = b90,
b8(t) = b80 + b82t2 + b84t4, b7(t) = b70 + b72t2,
b6(t) = b60 + b62t2 + b64t4, b5(t) = b50 + b52t2 + b54t4,
b4(t) = b40 + b42t2 + b44t4 + b46t6, b3(t) = b30 + b32t2 + b34t4 + b36t6,
b2(t) = b20 + b22t2 + b24t4 + b26t6, b1(t) = b10 + b12t2 + b14t4 + b16t6,
b0(t) = b00 + b02t2 + b04t4 + b06t6.
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For the boundary layer analysis, the dependence of the following coefficients bij on the shell
geometry will be particularly important:

b00 = −
1

8
k4γ2(1− ν2)(1− ν)3

(

cos2 α

R1
+

sin2 α

R2

)2

, (3.31a)

b10 =
1

2
ik3γ2(1− ν2)(1− ν)3

(

1

R1
−

1

R2

)(

cos2 α

R1
+

sin2 α

R2

)

sinα cosα, (3.31b)

b20 =
1

4
k2γ2(1− ν2)(1− ν)3

[

3

(

1

R1
−

1

R2

)2

sin2 α cos2 α+
1

R1R2

]

, (3.31c)

b30 = −
1

2
ikγ2(1− ν2)(1− ν)3

(

1

R1
−

1

R2

)(

sin2 α

R1
+

cos2 α

R2

)

sinα cosα, (3.31d)

b40 = −
γ2

8
(1− ν2)(1− ν)3

(

sin2 α

R1
+

cos2 α

R2

)2

, (3.31e)

b80 = −
γ2

96
(1− ν)3, (3.31f)

b10 0 =
γ

1152
(1− ν)3. (3.31g)

We consider now the characteristic equation (3.30) and we show first that in (3.30) we cannot
get length scales tβ with β > 1 or 1/2 < β < 1.

Indeed, let us assume that there exist length scales with β > 1. Substituting λ(t) = z(tβ)/tβ

in the characteristic equation (3.29) and multiplying then the resulting equation with t10β−4

we get that z satisfies

b10(t)z
10 + tβ+2b9(t)z

9 + t2β−2b8(t)z
8 + t3βb7(t)z

7 + t4β−2b6(t)z
6 + t5β+2b5(t)z

5

+t6β−4b4(t)z
4 + t7β−4b3(t)z

3 + t8β−4b2(t)z
2 + t9β−4b1(t)z + t10β−4b0(t) = 0. (3.32)

Assuming now a-priori that the function z(·) is analytic in a small neighbourhood of 0 and
has the expansion z(s) =

∑∞
j=0 µj,tβs

j, with non-vanishing leading term µ0,tβ , and taking the

limit t → 0 in (3.32), we find that µ0,tβ should satisfy b10 0
(

µ0,tβ
)10

= 0, which leads to a
contradiction, since b10 0 $= 0 implies µ0,tβ = 0.

Analogously, assuming that 1/2 < β < 1, substituting λ = λ(t) = z(tβ)/tβ in the characteristic
equation and multiplying with t8β−2 we find the corresponding equation for z:

t2−2βb10(t)z
10 + t4−βb9(t)z

9 + b8(t)z
8 + tβ+2b7(t)z

7 + t2βb6(t)z
6 + t3β+4b5(t)z

5

+t4β−2b4(t)z
4 + t5β−2b3(t)z

3 + t6β−2b2(t)z
2 + t7β−2b1(t)z + t8β−2b0(t) = 0. (3.33)

As before, assuming that for such a β there exist an analytic function z(s) =
∑∞

j=0 µj,tβs
j, such

that z(tβ) solves locally (3.33), and taking the limit t → 0 in (3.33) we find that the leading

term µj,tβ of the expansion should satisfy b80
(

µj,tβ
)8

= 0. This leads to a contradiction, since

b80 $= 0. Therefore, there are no length scales tβ with β ∈ (1/2, 1) ∪ (1,∞).
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Consider now that β = 1. We expect that two of the eigenvalues, those which correspond
to the plate layer of length scale O(t) ∼ t, are of the form z(t)/t, with z(·) an analytic function
with respect to t, for t ∈ (−ε, ε), ε > 0 small enough.
Therefore, substituting λ = z/t in the characteristic equation (3.29) and multiplying then the
equation with t6, we find that z solves the equation

Qt(z, t) := b10(t)z10 + t3b9(t)z9 + b8(t)z8 + t3b7(t)z7 + t2b6(t)z6 + t7b5(t)z5

+ t2b4(t) + t3b3(t)z3 + t4b2(t)z2 + t5b1(t)z + t6b0(t) = 0.
(3.34)

We are looking for the leading term µ0,t of the expansion of the analytic function z(t) in a
series with respect to t, i.e., z(t) =

∑∞
j=0 µj,ttj. Taking in (3.34) the limit t → 0, we find that

µ0,t solves
(

b10 0 (µ0,t)
2 + b80

)

(µ0,t)
8 = 0.

It follows therefore that there are two nontrivial solutions which satisfy b10 0 (µ0,t)
2 + b80 = 0,

i.e.,
µ0,t = ±

√

−b80/b10 0 = ±
√

12γ, (3.35)

since b80 = −γ2(1 − ν)3/96, b10 0 = γ(1 − ν)3/1152. This is the length scale found in [1] for
plate bending. On the other hand, since Qt(z, t) is an analytic function in both variables and

Qt(±
√

12γ, 0) = 0,
∂Qt

∂z
(±
√

12γ, 0) $= 0,

as a simple consequence of the Implicit Function Theorem we find that there exist a small
neighbourhood (−ε, ε) of 0 and z1 = z1(t), z2 = z2(t) ∈ A(−ε, ε), such that Qt(z1(t), t) =
Qt(z2(t), t) = 0 ∀ t ∈ (−ε, ε), and z1(0) =

√
12γ, z2(0) = −

√
12γ.

It remains therefore to consider the remaining 8 roots.

Proposition 3.5 For the RNS shell-models with shear (3.2) we get, to leading order, the
same length scales as for LNKS shell model, except the O(t)-boundary layers due to shear
deformation. In particular, Propositions 3.1, 3.2, 3.3 hold verbatim for the RNS shell.

To see this, we observe that bi0 = −(1/4)γ2(1− ν)2ai0, i = 0, 1, 2, 3, 4, 8 to deduce that all the
proofs of Propositions 3.1, 3.2, 3.3 carry over to this case.

4 Full parametric analysis of the layer modes

In the previous section we investigated the main length scales for the Koiter and Naghdi
shallow shell models assuming basically that all parameters, except t, are frozen. Having found
the basic boundary layer length scales we now move on to what we call the ‘full parametric
representation’. In this section, we generalize the analysis of Section 3 in the following sense :
a) we show that the asymptotic boundary layer behaviour of the shallow shells is faithfully
reproduced by the simpler LNKSS and RNSS models of Section 2, b) we show how the thin

24



shell boundary layers emerge under more general conditions when both t and k are variable
parameters.

In the full parametric analysis, we choose for the principal parameters the thickness t, the
wave number k, and the curvature length scale R as defined by (2.6). We introduce also a
dimensionless parameter r defined by

r =

{

kt when n = 1,
n
√
Rk2t when n = 2, 3, 4,

(4.1)

where we choose n = 1 for the ’plate’ layer mode (RNS model) and n = 2, 3, 4 for the main
layer modes, so that

n =











2 when aη $= 0,

3 in case of hyperbolic degeneration (aη = 0),

4 in case of parabolic degeneration (aη = 0).

It turns out that the value of r is decisive in the sense that we find the four basic layer modes
if and only if r " 1. We finally introduce parameter L defined for each Fourier mode so that
L ∼ 1/|Reλ|. When r " 1, we define this parameter in cases n = 1, 2, 3, 4 as

L =
r

k
(r " 1, n = 1, 2, 3, 4). (4.2)

Note that this is consistent with the results of Section 3 above.

4.1 Full parametric representation of the characteristic Koiter shell equa-
tion

After an appropriate scaling, the characteristic polynomial (3.3) for the LNKS shell becomes

PLNKS
(λ) = PLNKSS

(λ) + P1,LNKS
(λ),

where PLNKSS
is the characteristic polynomial for the LNKSS model,

PLNKSS
(λ) = t2(λ2 − k2)4 +

∑

m=0,...,4

bmR−2(ik)mλ4−m, (4.3)

and the ‘remainder’ is of the form

P1,LNKS
(λ) =

∑

(l, m, p, q)∈ILNKS

cLNKS

lmpq tpR−q(ik)mλl−m. (4.4)

The coefficients bm in (4.3) and cLNKS

lmpq in (4.4) are dimensionless, depend only on the dimen-
sionless parameters α, ν and

a1 =
R

R1
, a2 =

R

R2
, a21 + a22 = 1, (4.5)
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and are uniformly bounded with respect to these parameters. The sum in (4.4) is taken over
the indices (l, m, p, q) in the index set ILNKS

given by

ILNKS
:= {(l,m, p, q) : l ∈ {4, 6, 8}, m ∈ {0, . . . , l}, p, q ∈ {2, 4, 6}, q − p+ l = 6} , (4.6)

which ensures that all terms are of same dimension, [length]−6 in metric units, since the coef-
ficients cLNKS

lmpq are dimensionless.
For the shell layers analysis the dependence of the coefficients {bm}m=0,...,4 on the shell geom-
etry at P is decisive. We have

b0 = 12(1− ν2)
(

a1 sin
2 α+ a2 cos

2 α
)2

, (4.7a)

b1 = 48(1− ν2) (a1 sin
2 α+ a2 cos

2 α) a1a2 sinα cosα, (4.7b)

b2 = 24(1− ν2)
(

3(a1 − a2)
2 sin2 α cos2 α+ a1a2

)

, (4.7c)

b3 = 48(1− ν2)
(

a1 cos
2 α+ a2 sin

2 α
)

(a1 − a2) sinα cosα, (4.7d)

b4 = 12(1− ν2)
(

a1 cos
2 α+ a2 sin

2 α
)2

, (4.7e)

where a1, a2 are defined by (4.5). Note that bm (m = 0, . . . , 4) are, up to a scaling factor,
proportional to the coefficients a4−m0 in (3.6b–3.6f).
We now turn to the analysis of the roots of PLNKS

(λ) in (3.3) in dependence on the parameters
r, R, L. The analysis reveals three distinct asymptotic behaviours of the roots λ. Accordingly,
we distinguish in the following three parametric cases (C1), (C2) and (C3).

Case (C1) r << 1 and L/R << 1. Here we introduce the (dimensionless) variable
z = λL and scale the polynomial PLNKS

(λ) by the factor K = t−2L8 to obtain

QLNKS
(z; t/L,L/R, r, ν,α, R1/R) := t−2L8PLNKS

(z/L).

We obtain the full parametric representation of the scaled (Koiter) characteristic equation

QLNKS
(z) = QLNKSS

(z) +Q1,LNKS
(z) = 0, (4.8)

where

QLNKSS
(z) = (z2 − r2)4 +

∑

m=0,...,4

bm

(

t

L

)−2(L

R

)2

(ir)mz4−m, (4.9)

Q1,LNKS
(z) =

∑

(l, m, p, q)∈ILNKS

cLNKS

lmpq

(

t

L

)p−2(L

R

)q

(ir)mzl−m. (4.10)

Remark 4.1 Note that the scaled leading part QLNKSS
(z) is expanded like the remainder

Q1,LNKS
(z), with indices restricted additionally as p = 2, q = 0, l = 8 and m even, or p =

0, q = 2, l = 4. The scaled expansion is the same as announced before, since
(

L

R

)2( t

L

)−2

rmzl−m = r4−2n+mzl−m.
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We investigate the roots of QLNKS
(z) under the condition (C1). Due to the restrictions

(4.6) above, the dominant terms in Q1,LNKS
(z) come from m = 0 and are of order O((t/R)2) =

O(r2(n−2)(L/R)4) (if l = 8), O((L/R)2) (if l = 6), or O((L/R)4) (if l = 4). Therefore,
Q1,LNKS

(z) is, as r → 0 and L/R → 0, of order O((L/R)2). It remains to analyze the
dependence of QLNKSS

(z) on r and L/R. As in Section 3, we distinguish three cases.
The basic case : a1 sin

2 α + a2 cos2 α $= 0. Then b0 $= 0 and we choose n = 2. We
get that the scaled (Koiter) characteristic polynomial QLNKS

(z) takes the form QLNKS
(z) =

z8 + b0z4 + O(ir) + Q1,LNKS
(z). Four of the roots are bounded uniformly in r and L/R, as

r → 0 and L/R → 0, and have the representation

z = λL = z(r, L/R) = 4
√

b0ρ+ ir z1(ir, (L/R)2) + (L/R)2 z2(ir, (L/R)2), (4.11)

where ρ solves ρ4 + 1 = 0. Here, zj(·, ·) (j = 1, 2) are bounded, analytic functions in both
variables and are independent of ir and of L/R; b0 in the absolute term 4

√
b0ρ of z is that

defined in (4.7a). Note that the O(
√
t) boundary layers are recovered if and only if r << 1

and L/R << 1, since λ = z/L is given by

λ =
kz

r
=

z√
Rt

=
µ0,

√
t√

t
+O(1),

with the leading coefficient µ0,
√
t defined in Proposition 3.1. We see from (4.11) that if one or

both of the conditions (C1) is violated, the O(
√
t) layers are lost.

Hyperbolic degeneration : a1a2 < 0 and a1 sin
2 α + a2 cos2 α = 0. In this case b0 =

b1 = 0 and b2 = −48(1− ν2) a1a2 > 0. We choose n = 3 and the scaled (Koiter) characteristic
polynomial becomes

QLNKS
(z) = z8 + b2z

2 +O(ir) +Q1,LNKS
(z).

We obtain therefore a sixfold root which is uniformly bounded with respect to r and L/R,
given in closed form by

z = z
(

ir, (L/R)2
)

= 6
√

b2ρ+ irz1
(

ir, (L/R)2
)

+ (L/R)2z2
(

ir, (L/R)2
)

, (4.12)

with ρ6 + 1 = 0 and generally different functions zj(·, ·), j = 1, 2. We see once more that the
O( 3

√
t)-layers appear if and only if r << 1 and L/R << 1 and that then

λ =
z

L
=

kz
3
√
Rk2t

=
µ0, 3

√
t

3
√
t

+O(1),

with the leading coefficient µ0, 3
√
t as in Proposition 3.2.

Parabolic degeneration : a1a2 = 0 and a1 sin2 α + a2 cos2 α = 0 (i.e., a1 = 0 and
α = π/2). Then b0 = b1 = b2 = b3 = 0 and b4 = 12(1 − ν2)b2 > 0. We choose n = 4 and the
(scaled) characteristic polynomial becomes QLNKS

(z) = z8 + b4 + Q1,LNKS
(z). All the roots

are, as r → 0 and L/R → 0, uniformly bounded, and can be represented as
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z = 8
√

b4ρ+ (L/R)2z1(ir, (L/R)2), (4.13)

with ρ8 + 1 = 0; z1(·, ·) is again a bounded, analytic function which is independent of r, L/R.
In the parabolic case, we see again that the O( 4

√
t)-layers are present if and only if (C1) holds,

since here λ = z/L takes the form

λ =
kz

4
√
Rk2t

=
µ0, 4

√
t

4
√
t

+O(1).

We have seen that a) the boundary layer length scales found in Section 3 from PLNKS
(λ) for

t → 0 emerge under more general conditions (C1), and b) the boundary layer behaviour is, in
all cases, to leading order contained in the mathematical Koiter shell.

We will now embark on an analysis of the length scales λ in the case when (C1) is violated.
This gives asymptotics that are different from the one in Section 3. We consider first

Case (C2) r ∼ 1 or r >> 1 (n = 2, 3, 4) and kt << 1. In this case we set L = k−1,
z = λ/k and scale the characteristic polynomial PLNKS

(λ) by the factor K = t−2k−8. We look
for bounded (in terms of 1/r and t/L) roots of the scaled (Koiter) characteristic polynomial

QLNKS
(z) := t−2k−8PLNKS

(kz) = QLNKSS
(z) +Q1,LNKS

(z), (4.14)

where now

QLNKSS
(z) = (z2 − 1)4 +

∑

m=0,...,4

bmimr−2nz4−m

Q1,LNKS
(z) =

∑

(l, m, p, q)∈ILNKS

cLNKS

lmpq im(tk)p−2(kR)qzl−m

=
∑

(l, m, p, q)∈ILNKS

cLNKS

lmpq imrp−2−q(n−1)(t/L)p−2+qzl−m.

The sum in QLNKSS
(z) is of order O(r−4), whereas in Q1,LNKS

(z), due to the restrictions (4.6),
the dominant terms come from l = 8, q = 2, p = 4 and l = 6, p = q = 2. These terms are of
order O(r4−2n(t/L)4), O(r−2(t/L)2), respectively. Therefore, in this case

QLNKS
(z) = (z2 − 1)4 +O((t/L)4) +O(r−2(t/L)2) +O(r−4),

and all the roots are bounded as r → ∞ and t/L → 0. This means that all the roots λ = kz
of the (Koiter) characteristic polynomial PLNKS

(λ) scale as ∼ k as r → ∞. Moreover,

QLNKS
(z) → (z2 − 1)4, as r → ∞,

the curvature effects disappear and the limit Fourier mode behaves like a decoupled membrane
and plate.
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Case (C3) r ∼ kR or r - kR (n = 2, 3, 4) and t/R " 1. Since r = (kR)2/n(t/R)1/n "
(kR)2/n, this assumption can hold only in the two degenerate cases (n = 3, 4) when kR is very
small. Assuming this, we define L = R, z = Rλ and scale the characteristic polynomial by the
factor K = t−2R8. We then find that the coefficients of the scaled polynomial are uniformly
bounded, hence the roots as well. The ‘layer’ in this case corresponds simply to a smooth
deformation.

Of particular interest is the geometry of an infinitely long cylindrical shell (radius = R)
where η is chosen as the axial coordinate, so that n = 4 in (4.1). In this case, when k varies in
the range 0 ≤ k " t−1, we can sum up our analysis from (C1) – (C3) as

L ∼











k−1 when (C2) kR - (R/t)1/2 or kR ∼ (R/t)1/2,

(Rt/k2)1/4 when (C1) (R/t)1/2 - kR - (t/R)1/2,

R when (C3) kR ∼ (t/R)1/2 or kR " (t/R)1/2.

Note that we again find a true layer mode only in case (C1), otherwise the ‘layer’ corresponds
to a smooth deformation (case (C3)) or a Fourier component of such (case (C2)). At the limit
kR → 0 in case (C3), the deformation obviously approaches that of an arch.

4.2 Full parametric representation for the Naghdi shell

Let us first rewrite the leading term in the Koiter polynomial PLNKS
(λ), corresponding to the

characteristic polynomial for the LNKSS model, in the following form

PLNKSS
(λ) = t2(λ2 − k2)4 + (1− ν)P0,LNKSS

(λ).

Then the characteristic polynomial PRNS
(λ) of the RNS shallow shell model with shear, when

properly scaled, takes the form

PRNS
(λ) = −

1

12γ
t4(λ2 − k2)5 + PLNKSS

(λ) (4.15)

+

[

−
3− ν

12γ
t2(λ2 − k2) +

1

72γ2
t4(λ2 − k2)2

]

P0,LNKSS
(λ) + P1,RNS

(λ).

Here the first three terms constitute the characteristic polynomial of the RNSS model, and the
remainder P1,RNS

(λ) can be again expressed as

P1,RNS
(λ) =

∑

(l,m, p, q)∈IRNS

cRNS

lmpqt
pR−q(ik)mλl−m,

where now the sum is taken over the indices (l, m, p, q) in the index set IRNS

IRNS
:= {(l, m, p, q) : l ∈ {4, 6, 8, 10}, m ∈ {0, . . . , l}, p ∈ {2, 4, 6, 8}, q ∈ {2, 4, 6}, q − p+ l = 6}

and the coefficients cRNS

lmpq are quadratic polynomials of 1/γ.
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Case (C1) r << 1 and L/R << 1. Here we take again z = λL and scale the Naghdi
characteristic polynomial PRNS

(λ) in (4.15) by the factor t−2L8

QRNS
(z) := t−2L8PRNS

(z/L)

= −
1

12γ

(

t

L

)2

(z2 − r2)5 + (z2 − r2)4 +
∑

m=0,...,4

bm

(

t

L

)−2(L

R

)2

(ir)mz4−m

+

[

−
3− ν

12γ

(

t

L

)2

(z2 − r2) +
1

72γ2

(

t

L

)4

(z2 − r2)2
]





∑

m=0,...,4

b̃m

(

t

L

)−2(L

R

)2

(ir)mz4−m





+
∑

(l, m, p, q)∈IRNS

cRNS

lmpq

(

t

L

)p−2(L

R

)q

(ir)mzl−m, (4.16)

where b̃m = bm/(1 − ν). Now, since t/L = rn−2L/R, if we take n = 2, 3, 4 it follows that
t/L << 1 and we clearly see from (4.16) that the gap between the scaled Koiter characteristic
polynomial QLNKS

(z) in (4.8) and the scaled Naghdi characteristic polynomial QRNS
(z) in

(4.16) is of order O((t/L)2) + O((L/R)2), which allows to apply the analysis from (4.11)–
(4.13).

From (4.16) we find also the short-range ‘plate’ layer modes, since (4.16) remains valid
when choosing r, L according to (4.1)–(4.2) with n = 1. We find then a twofold root z which is
uniformly bounded with respect to r and L/R. Moreover, z = z(ir, L/R) is analytic in r and
L/R and has for small r and L/R the asymptotic form

z = z(ir, L/R) = ±
√

12γ
L

t
+O(r2) +O

(

(L/R)2
)

.

Note that according to (4.16) the O(t) ‘plate’ layers in Section 3 are recovered if and only if
r << 1 and L/R << 1 and that λ = z/L is given by

λ = ±
√
12γ

t
+O(1) =

µ0,t

t
+O(1),

with the leading term µ0,t = ±
√
12γ from (3.35).

Case (C2) r ∼ 1 or r >> 1 (n = 2, 3, 4). We introduce again the variable z := λ/k and
scale the Naghdi characteristic polynomial PRNS

(λ) by the factor t−2k−8, resulting in

QRNS
(z) := t−2k−8PRNS

(kz)

= −
1

12γ
(kt)2(z2 − 1)5 + (z2 − 1)4 +

∑

m=0,...,4

bmimr−2nz4−m

+

[

−
3− ν

12γ
(kt)2(z2 − 1) +

1

72γ2
(kt)4(z2 − 1)2

]





∑

m=0,...,4

b̃mimr−2nz4−m



 (4.17)

+
∑

(l, m, p, q)∈IRNS

cRNS

lmpqi
mr−qn(kt)p−2+qzl−m.
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Assuming kt " 1 we see that the gap between the scaled Koiter characteristic polynomial
QLNKS

(z) in (4.14) and the scaled Naghdi polynomial QRNS
(z) in (4.17) is of order O((kt)2),

which allows to apply the analysis from the previous section.

5 Energy view on the layer modes

In this final section we take a step towards modernism. The problem is to find a scaled energy
expression that a finite element solver must face when trying to resolve a given layer mode
by minimizing energy. Although we know that the energy to be minimized must be the usual
strain energy (2.1) or (2.18), there remains a scaling problem since the layer mode appears
in parametric length scales and since the relative amplitudes of the different displacement
components in the mode are parametric as well. The idea is to scale off this parametric
dependence so that the layer mode can be viewed as a smooth, (essentially) non-parametric
function that varies in the unit range, regarding both the variables and the amplitudes. After
such a scaling, the strain energy density in turn takes a parametric form, and this is our
target. From the parametric energy density one can further analyze error amplification or
locking effects that may occur in finite element modelling.

Below we derive the scaled energy densities for the four basic layer modes found in the
previous sections. Thus we assume that in the η -direction the length scale of the layer mode
is set by the Fourier wave number k and that in the ξ -direction the length scale is one of the
four options where L ∼ t1/n, n = 1, 2, 3, 4. We keep both t and k as active parameters in this
study.

Below we will treat only the simpler variant RNSS of the two shallow RN models, as it turns
out that this model is sufficient for extracting the main parametric effects. The results could
be extended easily to the RNS model. We perform the analysis in the rotated coordinates ξ, η.
For simplicity, we rewrite these coordinates now as x, y and redefine u, v and θ,ψ from this
on as the rotated components of the tangential displacement & rotation. The transverse shear
and bending strains in the RNSS -model are then still defined by (2.21), but the membrane
strains (2.14) need to be rotated so that we get

β11 =
∂u

∂x
+

a

R
w, β22 =

∂v

∂y
+

b

R
w, β12 =

1

2

(∂u

∂y
+

∂v

∂x

)

+
c

R
w. (5.1)

Here we introduce the rotated dimensionless curvatures a = Raξ, b = Raη and c = Raξη, where
R is the curvature length scale as before, aξ and aη are defined by (3.7), and

aξη =
( 1

R2
−

1

R1

)

cosα sinα.

5.1 Scaled energy densities

The main task is to find the relative amplitudes of the displacements and rotations in the layer
mode. We proceed from the Euler equations (3.2) (the last terms in the first two equations
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dropped), observing that ∂/∂x and ∂/∂y correspond to amplitude scaling by L−1 and k,
respectively.

Our primary interest is in the main layer modes where L is given by (4.1) – (4.2) with
n ∈ {2, 3, 4} and r " 1. Starting from the last two equations in (3.2) we first conclude that
the amplitudes of ρ1, ρ2 must be related to those of Rκij as

RLt−2ρ1 ∼ R
[

κ11 + νκ22 + (1− ν)rκ12
]

,

RLt−2ρ2 ∼ R
[

r(κ11 + νκ22) + (1− ν)κ12
]

.

Here RLt−2 - 1, so the amplitudes of ρ1 and ρ2 must be relatively small. Then we must have
θ ≈ ∂w/∂x and ψ ≈ ∂w/∂y, hence θ ∼ L−1w and ψ ∼ kw, and thus further

κ11 ∼ L−2w, κ22 ∼ L−2r2w, κ12 ∼ L−2rw,

and
ρ1 ∼ t2L−3w, ρ2 ∼ t2kL−2w.

We may now scale the energy density due to transverse shear and bending deformations:
Upon rescaling the coordinates and the rotations as

x ↪→ Lx, y ↪→ k−1y, θ ↪→ L−1θ, ψ ↪→ kψ,

the new coordinates are dimensionless, varying in the unit range, and the amplitude range of
the scaled rotations is normalized to be that of w. We scale also the energy density by factor
24t−2L4 so that the coefficient of the dominant term κ211 is normalized to unity. The resulting
scaled expression of the combined transverse shear and bending energy density is then written
as

fsb(u) = 6(1− ν)γ
(L

t

)2[(

θ −
∂w

∂x

)2
+ r2

(

ψ −
∂w

∂y

)2]

+ ν
(∂θ

∂x
+ r2

∂ψ

∂y

)2
+ (1− ν)

(∂θ

∂x

)2
+

1

2
(1− ν)r2

(∂θ

∂y
+

∂ψ

∂x

)2

+ (1− ν)r4
(∂ψ

∂y

)2
(n = 2, 3, 4). (5.2)

To find the scaled expression of the membrane energy density for the main layer modes, we
study the first three equations in (3.2). By the results so far, we know that ∂ρ1/∂x+∂ρ2/∂y ∼
t2L−4w there. We will rearrange the membrane energy density in this study as

fm(u) = 12t−2L4
[

(β11 + νβ22)
2 + (1− ν2)β2

22 + 2(1− ν)β2
12

]

, (5.3)

where we also inserted the above scaling factor in front. We consider the three cases n = 2, 3, 4
separately.

First assume that b $= 0, so that n = 2. In this case, viewing the first three equations in
(3.2) as a system for the unknowns β11+νβ22, νβ11+β22, β12, we find easily that the amplitude
scaling must be

β11 + νβ22 ∼ r2R−1w, νβ11 + β22 ∼ R−1w, β12 ∼ rR−1w.
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Together with (5.1) this further implies that with the rescaling

u ↪→

{

LR−1u, if a+ νb $= 0,

rLR−1u, if a+ νb = 0,
v ↪→

{

LR−1v, if c $= 0,

rLR−1v, if c = 0,

the amplitudes of u, v, w vary in the same range, except for the special case where either
a = ν = 0 or a+ νb = 0 and c = 0, in which case the rescaling of u should be u ↪→ r2LR−1u.
Noting finally that t−2L4 = R2 when n = 2, we can rewrite (5.3) in case a+ νb $= 0 explicitly
as

fm(u) = 12
(∂u

∂x
+ (a+ νb)w + rν

∂v

∂y

)2
+ 12(1− ν2)

(

r
∂v

∂y
+ bw

)2

+ 6(1− ν)
(

r
∂u

∂y
+

∂v

∂x
+ 2cw

)2
(n = 2, a+ νb $= 0, c $= 0), (5.4)

or as

fm(u) = 12
(∂u

∂x
+ (a+ νb)w + r2ν

∂v

∂y

)2
+ 12(1− ν2)

(

r2
∂v

∂y
+ bw

)2

+ 6(1− ν)r2
(∂u

∂y
+

∂v

∂x

)2
(n = 2, a+ νb $= 0, c = 0). (5.5)

When a+ νb = 0, (5.4)–(5.5) hold with ru replacing u, except for the mentioned special cases
where r2u should replace u.

Next consider the case of hyperbolic degeneration where b = 0, c = ±R(−R1R2)−1/2 $= 0,
and n = 3. In this case we find from (3.2) that

β11 + νβ22 ∼ r3R−1w, νβ11 + β22 ∼ rR−1w, β12 ∼ r2R−1w,

and from these further that

u−
a

2c
v " ϑ ∼ rLR−1w, v ∼ LR−1w.

Note that here v and ϑ are displacement components in the two characteristic directions where
the curvature vanishes. Using now these as the components of the tangential displacement
vector, with the amplitudes rescaled as

ϑ ↪→ rLR−1ϑ, v ↪→ LR−1v,

and finally noting that t−2L4 = R2r−2 when n = 3, we find that in case of hyperbolic degen-
eration

fm(u) = 12r−2
[

r
∂ϑ

∂x
+

a

2c

(∂v

∂x
+ 2cw

)

+ rν
∂v

∂y

]2
+ 12(1− ν2)

(∂v

∂y

)2

+ 6r−2(1− ν)
(

r2
∂ϑ

∂y
+ r

a

2c

∂v

∂y
+

∂v

∂x
+ 2cw

)2
(n = 3). (5.6)
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Finally in case of parabolic degeneration where b = c = 0, a $= 0, n = 4, we find in a similar
way the scaling

β11 + νβ22 ∼ r4R−1w, νβ11 + β22 ∼ r2R−1w, β12 ∼ r3R−1w,

the consistent rescaling
u ↪→ k−1rR−1u, v ↪→ k−1r2R−1v,

and, after the final scaling with t−2L4 = R2r−4, the scaled energy density

fm(u) = 12r−4
(∂u

∂x
+ aw + r2ν

∂v

∂y

)2
+ 12(1− ν2)

(∂v

∂y

)2

+ 6r−2(1− ν)
(∂u

∂y
+

∂v

∂x

)2
(n = 4). (5.7)

Remark 5.1 The above analysis is easily extended to the case where r ∼ 1 or r - 1 and
kt " 1 (Case (C2) in Section 4.1). In this parametric range we find that expression (5.2)
holds with L = k−1 and r = 1 as expected. Thus the shear and bending energy densities
are both isotropic in this range and correspond actually to the Reissner-Mindlin plate-bending
model for a plate of effective thickness teff ∼ Rt/L ∼ Rkt. As far as the membrane energy
is concerned, the coordinate rescaling x ↪→ kx and the corresponding consistent amplitude
rescaling u ↪→ (kR)−1u, v ↪→ (kR)−1v produce the additional factor (Rk2t)−2 = r−2n in front,
otherwise the expressions (5.4)–(5.7) are valid with r = 1. Thus there is no dependence on n
in this range, and apart from the small scaling factor in front, the membrane energy density
takes the usual non-parametric form. !

It remains to consider the case n = 1. This short-range layer mode (studied already in [1]) is
more specific, since it turns out that for this mode u = v = w = 0 and also ∂θ/∂x+∂ψ/∂y = 0,
so there is no membrane energy and the first three equations in (3.2) hold trivially. Upon
rescaling the coordinates as x ↪→ tx, y ↪→ k−1y and the amplitude of θ consistently with that
of ψ as θ ↪→ ktθ, writing r = kt, and finally scaling the energy density by a factor 48(1− ν)−1,
the resulting scaled shear & bending energy density of the short-range layer mode takes the
form

fsb(u) = 12γ
(

r2θ2 + ψ2
)

+ 2r2ν(1− ν)−1
(∂θ

∂x
+

∂ψ

∂y

)2
+ 2r2

(∂θ

∂x

)2
+ 2r2

(∂ψ

∂y

)2

+
(

r2
∂θ

∂y
+

∂ψ

∂x

)2
(n = 1). (5.8)

5.2 Asymptotics of the layer modes

We observe from (5.2) and (5.4)–(5.7) that some of the coefficients in these energy expressions
tend to infinity when t/L → 0 or r → 0. The expressions being scaled so that the dominant
terms have coefficient ∼ 1, this means that the energy formulation of the layer mode problem
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becomes a constrained minimization problem at the mentioned parametric limits. In view of
(5.2) and (5.4)–(5.7), the constraints that are enforced in this way are the following:

θ −
∂w

∂x
= 0 (n = 2, 3, 4), (5.9)

ψ −
∂w

∂y
= 0 (n = 3, 4), (5.10)

∂v

∂x
+ 2cw = 0 (n = 3), (5.11)

∂u

∂x
+ aw = 0 (n = 4), (5.12)

∂u

∂y
+

∂v

∂x
= 0 (n = 4). (5.13)

Note that (5.9), (5.10) are the usual shear constraints (Kirchhoff-Love constraints) of clas-
sical plate & shell theory. In case of the layer modes, these constraints are enforced anisotrop-
ically so that the constraint (5.9) in the direction of the decay is stronger, see (5.2). When
n = 2, one has (L/t)2r2 = (Rk)2r4−2n = (Rk)2 in (5.2), so in this case the tangential shear
constraint (5.10) would only be enforced at the limit Rk = ∞.

When n = 2, the energy formulation enforces shear constraints only. The additional con-
straints (5.11)–(5.13) that appear in case of hyperbolic or parabolic degeneration we name
membrane constraints. In view of (5.6)–(5.7), these constraints are enforced at r = 0.

Remark 5.2 In (5.9)–(5.13) we have listed only the kinematic constraints that are enforced
asymptotically because some coefficients in the energy expression tend to infinity. Other con-
straints that arise from the Euler equations (i.e., from the static equilibrium) we consider
static. In case n = 2 the following static constraints hold at t/L = 0, r = 0 (see also Remark
5.3 below):

ψ −
∂w

∂y
= 0 (n = 2),

∂u

∂x
+ (a+ νb)w = 0 (n = 2, a+ νb $= 0),

∂v

∂x
+ 2cw = 0 (n = 2, c $= 0).

We note that, unlike (5.9)–(5.13), these constraints are harmless from the finite element mod-
elling point of view (see Section 5.3 below). !

Remark 5.3 From the scaling of the membrane strains terms β11+νβ22 and β12 above we
see that these terms actually give an asymptotically vanishing contribution to the membrane
energy of any of the main layer modes. Namely, the contribution due to β11 + νβ22 (the first
terms in (5.4)–(5.7)) is of order O(r4) and that due to β12 (the last terms) is of order O(r2).
Thus the energy is concentrated on the strain component β22 in (5.3) when r → 0. !

Remark 5.4 In the parametric range where r ∼ 1 or r - 1, the shear constraints (5.9)–
(5.10) are still enforced, this time as kinematic constraints in all cases, and with equal strength
when t/L = kt → 0. No membrane constraints arise in this range (see Remark 5.1 above). !
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Remark 5.5 By studying the Euler equations of the scaled energy principle

F (u) =

∫ ∞

0

∫ 2π

0
(fsb(u) + fm(u)) dxdy = min!

and passing to the zero limits of parameters t/L, r, and ε in (5.2)–(5.8), we find that each
displacement or rotation component of a given layer mode satisfies asymptotically a differen-
tial equation that is characteristic for the mode. In the scaled coordinates (as above), these
characteristic equations are

n = 1 :
∂2φ

∂x2
− 12γφ = 0,

n = 2 :
∂4φ

∂x4
+ 12(1− ν2)b2φ,

n = 3 :
∂6φ

∂x6
+ 48(1− ν2)c2

∂2φ

∂y2
= 0,

n = 4 :
∂8φ

∂x8
+ 12(1− ν2)a2

∂4φ

∂y4
= 0,

as could be predicted also from the Fourier analysis of Section 3. For the related ‘classicism’,
see [7]. !

5.3 Finite element considerations

The parametrized energy formulations of the previous subsection raise a number of issues
related to finite element modelling. In the present context, let us only draw some immediate
conclusions regarding the simplest finite element model where u, v, w, θ,ψ are all continuous
and either piecewise linear functions on a triangular mesh or piecewise bilinear functions on a
quadrilateral mesh. We think of the mesh as subdividing some fixed domain ω, say the unit
square, in the scaled coordinates x, y. Assuming that the mesh is the image of the scaling map
as well, we need then to make the (in general, rather severe) assumption that the scaling does
not produce mesh angles that are close to π [2].

For the assumed simplest finite element model it is well known that any of the constraints
(5.9)–(5.13) causes locking, or approximation failure. In other words, when imposed in the
finite element space, each of these constraints alone causes the space to collapse to a trivial
subspace where the approximation properties are lost. (For a more detailed discussion in the
context of cylindrical shells, see [23].) Thus the first conclusion is that when approximating
any of the main shell layer modes (n = 2, 3, 4), the simplest finite element scheme suffers from
asymptotic locking, i.e., fails to converge asymptotically at the zero limits of the parameters
t/L and r. When n = 2, the locking effect at t/L = 0 may be characterized as shear locking.
As was seen above, this is an anisotropic effect in the layer-aligned coordinates when r " 1. In
the cases n = 3, 4, the shear locking is supplemented with additional (anisotropic) membrane
locking effects at the limit r = 0.
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The second conclusion concerns the more realistic situation where the parameters t and k
take some non-zero and finite values. Since the layer mode to be approximated is uniformly
smooth in the scaled coordinates, one must then have convergence (under the mentioned max-
imal angle condition) when the scaled mesh spacing tends to zero. However, one also expects
parametric error amplification to arise from the large coefficients in the scaled energy density.
To be more precise, let us measure the error in the relative energy norm as

e =
|||u− uh|||

|||u|||
,

where u is the scaled layer mode, uh is the finite element approximation of u on a mesh with
(scaled) mesh spacing h, and the energy norm ||| · ||| is defined by

|||u||| =
{

∫

ω

[

fm(u) + fsb(u)
]

dxdy
}1/2

,

where fm, fsb are defined by (5.2), (5.4)–(5.8). The standard finite element approximation
theory (cf. [3]) then predicts that

e ∼ Kh, K ∼
(

∑

i

Ci
)1/2

, (5.14)

where Ci denotes the parametric coefficient multiplying the i:th strain term in the scaled energy
density. In the non-parametric situation where Ci ∼ 1 for all i, this bound is not improvable
[3], and we may predict that the bound is neither improvable (essentially) when some of the
coefficients Ci are large. Indeed, the approximation error must grow with Ci unless there exists
an interpolant that maintains (some of) its accuracy at Ci = ∞, i.e., under the corresponding
constraint from the set (5.9)–(5.13).

Applying now the rule (5.14) in (5.2) and (5.4)–(5.7) we see that the largest coefficient
Ci ∼ (L/t)2 arises from the shear strain ρ1 in the direction of the decay of the layer, so we
predict from (5.14) that when resolving a layer that decays in the length scale L, the non-
parametric finite element error is amplified roughly by factor K ∼ L/t. This rule thus predicts
error amplification for all the main layer modes, the effect being the worse the larger the length
scale L. The rule applies also to the short-range layer (n = 1, K ∼ 1), since in that case no
large coefficients appear in the scaled energy formulation (5.8).

Let us finally note that, in view of (5.4)–(5.7), the membrane locking alone causes error am-
plification by factor Km ∼ r2−n for the main layer modes. In the parametric range where these
modes are true layer modes (see Section 4 above), the membrane locking effect is somewhat
milder than the dominant shear locking. For example, when the layer mode varies smoothly in
the curvature length scale R along the layer generating line (as corresponding to k ∼ R−1 in
the above analysis), the error amplification factors arising from the shear (K) and membrane
(Km) effects are

K ∼
(R

t

)1− 1

n
, Km ∼

(R

t

)1− 2

n
(n = 2, 3, 4; k ∼ R−1). (5.15)
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These factors are expected, e.g., in the model problems shown in Figure 3 (for n = 2, 4) and
in Figure 2 (for n = 2, 3).

Remark 5.6 We may compare (5.15) with the worst known error amplification that occurs
when resolving smooth (in the length scale R) bending-dominated, or nearly inextensional
deformations. In that case one has (see [23, 24])

K ∼ Km ∼
R

t
(inextensional mode, k ∼ R−1).

We note that in our Fourier mode analysis, some of the long-range modes studied in Section
3.2 actually belong to this category, see [24] for more details in case of a cylindrical shell. !

A Puiseux series expansion of the eigenvalues

Case R1 = R2 = R α =
π

4
.

λRNS

1,2,3,4(t, R, k, ν) =
ρ1/2

R1/2
t−1/2 +

1

R3/2ρ1/2
(ν + 1) [(ν − 3)γ + 2] + 2k2R2γ

4 γ
t1/2 +O(t3/2)

0 = ρ2 + 12 (1− ν2)

λRNS

5,6 (t, R, k, ν) = k +
1

R3

[

ρ−
kR

48
(1− ν2)

]

t2 +O
(

t4
)

0 = 2304 (ν − 1) ρ2 + 96kR(ν − 1)
(

ν2 − 1 + 4k2R2
)

ρ

+ k2R2
[

(ν + 1)(ν4 − 2ν3 + 2ν + 47) + 8k2R2(ν − 1)2 (ν + 1) + 16k4R4(ν − 1)
]

λRNS

7,8 (t, R, k, ν) = −k +
1

R3

[

ρ+
kR

48
(1− ν2)

]

t2 +O
(

t4
)

0 = 2304 (ν − 1) ρ2 − 96kR(ν − 1)
(

ν2 − 1 + 4k2R2
)

ρ

+ k2R2
[

(ν + 1)(ν4 − 2ν3 + 2ν + 47) + 8k2R2(ν − 1)2 (ν + 1) + 16k4R4(ν − 1)
]

λRNS

9,10 (t, R, k, ν) = ρ t−1 +
ρ

48R2

[

(3− ν2)γ + 2 k2R2

γ
+ ν2 − 1

]

t

−
ρ

1152γ R4

[

1

γ

(

γ2ν2 + γ k2R2(41− 8ν + ν2) + k4R4
)

+ (1− ν2)(γ + k2R2)

]

t3

+O
(

t5
)

0 = ρ2 − 12 γ

Case R1 = R2 = R α =
π

2
.

λRNS

1,2,3,4(t, R, k, ν) =
ρ1/2

R1/2
t−1/2 +

1

R3/2ρ1/2
(ν + 1)(1− γ) + k2R2γ

2 γ
t1/2 +O(t3/2)

0 = ρ2 + 12 (1− ν2)
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λRNS

5,6 (t, R, k, ν) = −k +
ρ

R
t2 +O

(

t4
)

0 = 144R2 (ν − 1) ρ2 + 24 k3R3 (ν − 1) ρ+ k6R4(ν − 1)− 3 k2(ν + 1)

λRNS

7,8 (t, R, k, ν) = k +
ρ

R
t2 +O

(

t4
)

0 = 144R2 (ν − 1) ρ2 − 24 k3R3 (ν − 1) ρ+ k6R4(ν − 1)− 3 k2(ν + 1)

λRNS

9,10 (t, R, k, ν) = ρ t−1 +
ρ
(

4 γ + k2R2
)

24 γ R2
t−

ρ
(

16γ2 − 8k2R2γ(ν + 6) + k4R4
)

1152γ2R4
t3 +O

(

t5
)

0 = ρ2 − 12 γ

Case R1 = R R2 = ∞ α =
π

2

λRNS

1,2,3,4(t, R, k, ν) =
ρ1/2

R1/2
t−1/2 +

ν + 1 + 2 γ k2R2

2 γ ρ1/2R3/2
t1/2 +O(t3/2)

0 = ρ2 + 12 (1− ν2)

λRNS

5,6,7,8(t, R, k, ν) = −
1

12 (1− ν2)R1/2ρ3/2
k (1− k2R2)2 t1/2 −

k (1− k2R2)4

144 (1− ν2)2R3/2ρ5/2
t3/2 +O(t5/2)

0 = 12 (1− ν2)ρ2 + (1− k2R2)2

λRNS

9,10 (t, R, k, ν) = ρ t−1 +
ρ

24 γ R2
(4 γ + k2R2) t

−
ρ

1152γ2R4
(16 γ2 − 8 γ k2R2(ν + 6) + k4R4) t3 +O

(

t5
)

0 = ρ2 − 12 γ

Case R1 = R R2 = −R α =
π

4

λRNS

1,2,3,4,5,6(t, R, k, ν) =
ρ1/3

R1/3
t−1/3 +

ν − 3 + 2 k2R2

3ρ1/3R5/3
t1/3

−
(1− ν2)γ + k2R2[8 (ν + 1) + 2 γ (5 + ν)] + 2 γ k4R4

6 ργR3
t+O(t5/3)

0 = ρ2 − 48 k2(1− ν2)

λRNS

7,8 (t, R, k, ν) =
ρ

R
t+

ρ

R3

{

1

48

[(

2 γ (−3 ν4 + 20 ν3 − 28 ν2 + 8 ν − 5)

+ 2 k2R2(2(9 + 3ν − 5ν2 + ν3) + γ(−2 + 14ν + 7ν2 − 8ν3 + ν4))

+ 2 k4R4(4(ν + 1)(ν − 3) + γ (12− 16 ν + ν2 + ν3))

+ k6R6(4(1 + ν) + γ (7ν − 13)) + 2γ k8R8
)]

(

γ (1− ν2)[2 (3ν − 5) + 2 (3− ν)k2R2 − k4R4]
)−1
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−
1

24
(ν + 1)

}

t3 +O
(

t5
)

0 = −48 (1− ν2)ρ2 + k2
[

2 (5− 3 ν) + 2 k2R2(ν − 3) + k4R4
]

λRNS

9,10 (t, R, k, ν) = ρ t−1 +
ρ

R2

[

(3 + ν) γ + 2 k2R2

48 γ
−

1

24
(ν + 1)

]

t+O
(

t3
)

0 = ρ2 − 12 γ

Case R1 = R R2 = ∞ α = 0

λRNS

1,...,8(t, R, k, ν) =
ρ1/4k1/2

R1/4
t−1/4 +

−1 + 2 k2R2

4 ρ1/4k1/2R7/4
t1/4 −

−1 + 12 k2R2 + 4 k4R4

32 ρ3/4k3/2R13/4
t3/4

+

[

32(1 + ν)k4R4 + γ(1 + 10k2R2 + 4(1 + 8ν2)k4R4 + 8 k6R6)
]

128 γρ5/4k5/2R19/4
t5/4

+ O(t7/4)

0 = ρ2 + 12 (1− ν2)

λRNS

9,10 (t, R, k, ν) = ρ t−1 +
ρ

24 γ
k2t−

ρ

1152γ2
k4t3 +O

(

t5
)

0 = ρ2 − 12 γ
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