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Abstract

An exact nonreflecting boundary condition was derived previously for use

with the time dependent Maxwell equations in three space dimensions1. Here

it is shown how to combine that boundary condition with the variational

formulation for use with the finite element method. The fundamental the-

ory underlying the derivation of the exact boundary condition is reviewed.

Numerical examples with the finite-difference time-domain method are pre-

sented which demonstrate the high accuracy and confirm the expected rate of

convergence of the numerical method.
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1 Introduction

We consider electromagnetic scatterering in unbounded three-dimensional
space. The scatterering region may contain obstacles, inhomogeneities, and
nonlinearities. To treat it numerically we surround the region of interest by
an artificial boundary B, and we denote by Ω the computational domain
inside B. At B we impose an exact nonreflecting boundary condition upon
the scattered field. This condition is local in time but nonlocal on B. It
is the extension to Maxwell’s equations of the exact nonreflecting boundary
condition which we have derived for the scalar wave equation [1]. We have
shown [2] that it yields high accuracy in numerical computations.

Usually various approximate boundary conditions are used, which are lo-
cal differential operators on B. Examples are the Mur [3] and the Peterson
[4] conditions, which are the generalizations to Maxwell’s equations of the
absorbing boundary conditions derived for the scalar wave equation by En-
gquist and Majda [5] and by Bayliss and Turkel [6]. A different approach
has been to add an artificial absorbing layer outside B, which is supposed
to absorb outgoing waves [7]. Neither of these approaches leads to complete
absorption of waves at all angles of incidence. To minimize the amount of
reflection and to achieve very high accuracy, it is often necessary to move B
far from the region of interest, or to use a thick absorbing layer. Both proce-
dures are expensive in computer storage and execution time. Moreover, with
limited memory it may not be possible to achieve a desired accuracy.

An exact nonreflecting boundary condition for the wave equation was
proposed by Ting and Miksis [8]. It is based on a Kirchhoff integral rep-
resentation of the solution outside B, and it was generalized to Maxwell’s
equations by De Moerloose and De Zutter [9]. Since this boundary condition
requires storing the solution at B for the amount of time it takes a wave to
propagate across Ω, this approach is expensive in both storage and computer
ressource requirements.

It is to avoid these difficulties that we have developed this new exact
boundary condition for the special case when B is a sphere. The nonreflect-
ing boundary condition is derived in section 2. In section 3 we shall show
how to combine it with the finite difference method. Then in section 4, we
shall derive alternative formulations, which are useful when the vector wave
equation or the weak form of Maxwell’s equations is used. In section 5, we
shall discuss higher order boundary conditions, and finally in section 6, we
shall present numerical results which demonstrate the high accuracy of our
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boundary condition.

2 Derivation of the boundary conditions

We choose B to be a sphere of radius R. In Bext, the region outside B, the
medium is assumed to be linear, homogeneous, isotropic, of constant electric
permittivity ε, of constant magnetic permeability µ, and of zero conductivity.
In addition, we assume that at t = 0 the scattered field is confined to the
computational domain Ω. In Bext the electric field E and the magnetic field
H satisfy Maxwell’s equations

∇×H = ε
∂E

∂t
, ∇×E = −µ

∂H

∂t
.(1)

Both E and H vanish at t = 0 in Bext, so ∇ ·E = ∇ ·H = 0 at t = 0. From
(1) it follows that they remain solenoidal there for all time:

∇ ·E = ∇ ·H = 0.(2)

From (1) it also follows that both E and H satisfy the vector wave equation
in Bext:

1

c2
∂2E

∂t2
+∇×∇×E = 0,

1

c2
∂2H

∂t2
+∇×∇×H = 0.(3)

Here c = 1/
√
εµ.

We introduce the polar coordinates r, ϑ, φ and the unit vectors r̂, ϑ̂, φ̂.
Next, we let Ynm denote the nm-th spherical harmonic

Ynm(ϑ,φ) =

√

√

√

√

(2n+ 1)(n− |m|)!
4π(n+ |m|)!

P |m|
n (cosϑ)eimφ, n ≥ 0, |m| ≤ n.(4)

The Ynm are orthonormal with respect to the L2 inner product on the unit
sphere. If the problem considered is real, it is advantageous to use the real
spherical harmonics, given by the real and imaginary parts of (4) with a
modified normalization constant.

Following [10], p. 170, we let Unm and Vnm denote the vector spherical
harmonics

Unm(ϑ,φ) =
r∇Ynm

√

n(n + 1)
=

1
√

n(n + 1)

[

∂Ynm

∂ϑ
ϑ̂+

1

sinϑ

∂Ynm

∂φ
φ̂

]

,(5)
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Vnm(ϑ,φ) = r̂ ×Unm =
1

√

n(n + 1)

[

−1

sin ϑ

∂Ynm

∂φ
ϑ̂+

∂Ynm

∂ϑ
φ̂

]

.(6)

They form an orthonormal basis for the space of tangential L2 fields on the
unit sphere with respect to the L2 inner product [10]. They also satisfy the
following useful equations for any f(r):

∇× (f(r)Vnm) = −

√

n(n+ 1)f(r)

r
Ynmr̂ −

1

r

∂(rf(r))

∂r
Unm,(7)

r̂ ×∇× (f(r)Vnm) = −
1

r

∂(rf(r))

∂r
Vnm.(8)

To solve (1) in Bext, we decompose the electromagnetic field into trans-
verse electric (TE) and transverse magnetic (TM) fields. The electric com-
ponent of the TE multipole field of order (n,m) is given by

ETE
nm(r,ϑ,φ, t) = fnm(r, t)Vnm(ϑ,φ),(9)

where fnm satisfies

Ln[fnm] ≡
(

1

c2
∂2

∂t2
−

∂2

∂r2
−

2

r

∂

∂r
+

n(n+ 1)

r2

)

fnm = 0.(10)

The magnetic component of the TM multipole field of order (n,m) is given
by

HTM
nm (r,ϑ,φ, t) = gnm(r, t)Vnm(ϑ,φ),(11)

where Ln[gnm] = 0.
The TE and TM solutions form a complete set of solutions of Maxwell’s

equations in a source-free region ([11], p. 746). Therefore the general electric
and magnetic multipole field of order (n,m) are obtained by combining (9)
with the electric field associated with (11), and combining (11) with the
magnetic field associated with (9), respectively:

Enm(r,ϑ,φ, t) = fnm(r, t)Vnm +
1

ε
∇× [Vnm

∫ t

0
gnm(r, s) ds],(12)

Hnm(r,ϑ,φ, t) = −
1

µ
∇× [Vnm

∫ t

0
fnm(r, s) ds] + gnm(r, t)Vnm.(13)

In Bext, the total electromagnetic field is a superposition of multipole fields:

E =
∑

n≥1

∑

|m|≤n

Enm, H =
∑

n≥1

∑

|m|≤n

Hnm.(14)

3



By using (7) we see that the terms in (12) and (13) that involve ∇×(Vnm . . .)
are orthogonal to Vnm. Thus from (14) we conclude that

fnm = (E,Vnm), gnm = (H ,Vnm).(15)

The inner product involves integration with respect to ϑ and φ on the sphere
of radius r.

To obtain a boundary condition for Hnm, we first apply r̂×∇× to (13).
We use (8) and the fact that Vnm

∫ t
0 fnm is also a solution of (3) to get

r̂ ×∇×Hnm = −
√

ε

µ

1

c

∂fnm
∂t

Unm −
1

r

∂(rgnm)

∂r
Vnm.(16)

Next we differentiate (13) with respect to t and simplify the result using (7).
The tangential components of the resulting equation yield

1

c

∂H tan
nm

∂t
=

√

ε

µ

1

r

∂(rfnm)

∂r
Unm +

1

c

∂gnm
∂t

Vnm.(17)

Now we subtract (17) from (16) to get

r̂ ×∇×Hnm −
1

c

∂H tan
nm

∂t
=

−
√

ε

µ

1

r

(

∂

∂r
+

1

c

∂

∂t

)

[rfnm]Unm −
1

r

(

∂

∂r
+

1

c

∂

∂t

)

[rgnm]Vnm.(18)

Similarly from (12) we derive the equation

r̂ ×∇×Enm −
1

c

∂Etan
nm

∂t
=

−
1

r

(

∂

∂r
+

1

c

∂

∂t

)

[rfnm]Vnm +
√

µ

ε

1

r

(

∂

∂r
+

1

c

∂

∂t

)

[rgnm]Unm.(19)

Equations (18) and (19) cannot yet be used as boundary conditions be-
cause their right-hand sides involve radial derivatives of the unknown func-
tions fnm and gnm. To eliminate these derivatives we note that fnm and gnm
satisfy the differential equation (10), and that they both vanish at t = 0 for
r ≥ R. Equation (10) is the equation satisfied by the coefficient of Ynm in
the expansion of a solution of the scalar wave equation. Therefore at r = R,
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fnm satisfies the following boundary condition, which was derived in [1] for
the wave equation, and used in [2]:

(

∂

∂r
+

1

c

∂

∂t

)

[rfnm] = −dn ·ψE
nm(t), r = R .(20)

This is the nm-th component of (2.6) in [2] with c = d and z = ψ. Here dn

and ψE
nm(t) are n-component vectors.

The vector function ψE
nm(t) = {ψE,j

nm}, j = 1, . . . , n, satisfies the linear
first-order ordinary differential equation

1

c

d

dt
ψE

nm(t) = Anψ
E
nm(t) + fnm(R, t)en, ψE

nm(0) = 0.(21)

Here An = {Aij
n } is the constant n× n matrix

Aij
n =











−n(n + 1)/(2Rj) if i = 1,
(n + i)(n+ 1− i)/(2i) if i = j + 1,
0 otherwise.

(22)

The constant n-component vectors dn = {djn} and en = {ejn} are defined as

djn =
n(n+ 1)j

2Rj
, j = 1, . . . , n,(23)

en = [1, 0, . . . , 0]#.(24)

Since Ln[gnm] = 0, we also have
(

∂

∂r
+

1

c

∂

∂t

)

[rgnm] = −dn ·ψH
nm(t), r = R,(25)

where the n-component vector function ψH
nm(t) satisfies the ordinary differ-

ential equation

1

c

d

dt
ψH

nm(t) = Anψ
H
nm(t) + gnm(R, t)en, ψH

nm(0) = 0.(26)

Now, we use (20) and (25) to eliminate the radial derivatives of fnm and
gnm from (18) and (19). Thus we rewrite (18) and (19) at r = R as

r̂ ×∇×Hnm −
1

c

∂H tan
nm

∂t
=

√

ε

µ

1

R
dn ·ψE

nm(t)Unm

5



+
1

R
dn ·ψH

nm(t)Vnm, r = R,(27)

r̂ ×∇×Enm −
1

c

∂Etan
nm

∂t
=

1

R
dn ·ψE

nm(t)Vnm

−
√

µ

ε

1

R
dn ·ψH

nm(t)Unm, r = R.(28)

Finally, we obtain the boundary condition at r = R by summing over n and
m in (27) and (28):

r̂ ×∇×H −
1

c

∂H tan

∂t
=

√

ε

µ

1

R

∑

n≥1

∑

|m|≤n

dn ·ψE
nm(t)Unm

+
1

R

∑

n≥1

∑

|m|≤n

dn ·ψH
nm(t)Vnm, r = R,(29)

r̂ ×∇×E −
1

c

∂Etan

∂t
=

1

R

∑

n≥1

∑

|m|≤n

dn ·ψE
nm(t)Vnm

−
√

µ

ε

1

R

∑

n≥1

∑

|m|≤n

dn ·ψH
nm(t)Unm, r = R.(30)

The vector functions ψE
nm(t) and ψH

nm(t) in (29) and (30) satisfy the linear
ordinary differential equations (21) and (26), which can be written as follows
by using (15):

1

c

d

dt
ψE

nm(t) = Anψ
E
nm(t) + (Etan |r=R ,Vnm) en, ψE

nm(0) = 0.(31)

1

c

d

dt
ψH

nm(t) = Anψ
H
nm(t) + (Htan |r=R ,Vnm) en, ψH

nm(0) = 0.(32)

Each inner product in (31) and (32) involves two, not three, scalar inner
products since Vnm is purely tangential. Equations (29) and (30) are the
boundary conditions which we sought. They are exact and ensure that no
spurious reflections occur at B. They involve only first-order derivatives and
can be incorporated easily into numerical methods.

The functions fnm and gnm satisfy the scalar wave equation and deter-
mine the electromagnetic field uniquely outside B. It was shown in [2] that for
smooth solutions of the scalar wave equation, imposing the exact boundary
condition at B guarantees that the solution in Ω coincides with the restric-
tion to Ω of the solution to the Cauchy problem in the unbounded domain.

6



Therefore for smooth data, the solution to the initial boundary value prob-
lem inside Ω with (29) or (30) imposed at B, is unique and coincides with
the restriction to Ω of the electromagnetic field in the unbounded domain.
It is also well-posed with respect to perturbations in the initial conditions.

These boundary conditions do not require saving past values of E or H .
Instead they involve the two functions ψE

nm(t) and ψH
nm(t). The amount of

memory needed to store them, about 4/3N3 scalar values, is negligible when
compared to the storage required for E and H . Most of the extra work
involved in applying the boundary condition results from computing the inner
products of E and H with Vnm in (31) and (32), and from computing the
right-hand sides of (29) and (30).

To compute the Fourier components in (29) or (30), it is not necessary
to compute O(N2) inner products over the entire sphere. Indeed, since the
vector spherical harmonics Vnm separate in θ and φ, it is sufficient to compute
O(N) inner products with cos(mφ) and sin(mφ) over the sphere, and then to
compute O(N2) one-dimensional inner products in θ over [0, π]. The same
trick can be used to calculate the sums over n and m on the right of (29)
and (30).

3 The finite difference method

We shall now show how the nonreflecting boundary condition fits into the
finite difference time domain method (FDTD). First proposed by Yee [12],
this popular method staggers both E and H in time and space, and thereby
achieves second order accuracy using current values only. Due to the nature
of the Yee scheme, the boundary condition is needed only for one of the
two electromagnetic field components. We choose to apply it to E. Thus
Etan is known at r = R − ∆r and r = R, whereas H tan is known at r =
R −∆r/2. The boundary condition is necessary to advance Etan at r = R,
since Maxwell’s equations (1) would require radial derivatives ofHtan, whose
finite difference approximation involves unknown values of Htan outside B.
Thus we shall use (30) to advanceEtan at r = R from time t to time t+∆t. To
do so, we apply (30) at t = t+∆t/2 and r = R−∆r/2, and approximate the
first order derivatives on the left by centered finite differences ([13], section
3.7).

The right side of (30) involves infinite sums, which are truncated at a
finite value N . It requires the values of ψE

nm(t) and ψH
nm(t) at t = t +∆t/2.

7



These are computed concurrently with the solution inside Ω, using the linear
ordinary differential equations (31) and (32). The inner products in (31) and
(32) are computed over the sphere r = R − ∆r/2 using the fourth order
Simpson rule. To solve (31) and (32) numerically, we opt for the trapezoidal
rule ([14], sect. II.7), because the eigenvalues of the matricesAn lie in the left
half of the complex plane [2]. Since the trapezoidal rule is unconditionally
stable, there is no restriction on the time-step in the integration of (31)
and (32). The work required in solving the linear systems (31) and (32) is
negligible, because the matrices An are very small and remain constant. The
trapezoidal rule approximation of (31) is

(

I −
∆t

2
An

)

ψE
nm(tk+1/2) =

(

I +
∆t

2
An

)

ψE
nm(tk−1/2)+∆t

(

Ek
∣

∣

∣R−∆r/2 ,Vnm

)

en,

(33)
where Ek at r = R −∆r/2 is the average of Ek at r = R −∆r and r = R.
The trapezoidal rule approximation of (32) is

(

I −
∆t

2
An

)

ψH
nm(tk+1/2) =

(

I +
∆t

2
An

)

ψH
nm(tk−1/2)

+
∆t

2

(

Hk−1/2
∣

∣

∣R−∆r/2 +Hk+1/2
∣

∣

∣R−∆r/2 ,Vnm

)

en.(34)

The complete algorithm proceeds as follows:

0. Initialize E at t = 0 and H at t = ∆t/2, and set ψE
nm = 0 and ψH

nm = 0
at t = ∆t/2.

1. Compute E at tk = tk−1 +∆t at all inner points of Ω using (1).

2. Compute Etan at tk and r = R using (30) applied at r = R − ∆r/2
and tk−1/2 = tk−1 +∆t/2.

3. Compute H at tk+1/2 using (1).

4. Compute ψE
nm and ψH

nm at tk+1/2 using (33) and (34), respectively, and
return to 1.

Although the artificial boundary must be spherical, the boundary condi-
tion is not tied to any coordinate system, and the grid used inside Ω can be
arbitrary. See [15] for how to fit a Cartesian mesh to curvilinear coordinates,
or [16] for a structured spherical mesh without singularities.
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4 Alternative formulations

We shall now show how to reduce the work involved in forming the inner
products in (31)–(32). This slight modification will also render the boundary
condition particularly useful when the problem is formulated in terms of
E (or H) only and the vector wave equation (2) is used in Ω. Next, we
shall present an alternative formulation of the boundary condition, which
fits naturally into the weak formulation of the problem, and therefore is
ideally suited for the finite element method.

The work involved in forming the inner products with Etan and Htan in
(31)–(32) can be reduced. Indeed, if we compute r̂ · ∂tEnm in (12) and use
(7), we see that

r̂ ·
∂Enm

∂t
= −

√

n(n + 1)

εR
gnmYnm, r = R.(35)

By taking the inner product of (35) with Ynm we get

gnm = −
εR

√

n(n + 1)
(r̂ ·

∂E

∂t
, Ynm), r = R.(36)

Therefore, we can compute gnm with one scalar inner product. The time
derivative in (36) can be replaced by tangential spatial derivatives by using
(1) to yield

gnm = −
R

√

n(n + 1)
(r̂ ·∇×H , Ynm), r = R.(37)

Similarly,

fnm =
µR

√

n(n + 1)
(r̂ ·

∂H

∂t
, Ynm), r = R,(38)

= −
R

√

n(n + 1)
(r̂ ·∇×E, Ynm), r = R.(39)

Equations (36) and (39) are particularly useful when the vector wave
equation is used inside Ω and the problem is written in terms of E (or H)
only. Then the boundary condition (30) can be used, with (H ,Vnm) in (32)

9



replaced by the right side of (36). Thus applying the boundary condition at
B involves only tangential derivatives of E.

The boundary conditions (29) and (30) fit naturally into finite difference
methods. We shall now show how they can be reformulated easily to accomo-
date finite element methods. To derive the weak form of Maxwell’s equations,
both equations (1) are multiplied by test functions and integrated over Ω.
Integration by parts then introduces terms of the form r̂×E or r̂×H over
B (see [17], [18]), which we shall now express in terms of known quantities.

We begin by introducing

ΨE
nm(t) =

∫ t

0
ψE

nm(s) ds, ΨH
nm(t) =

∫ t

0
ψH

nm(s) ds.(40)

Therefore, ΨE
nm and ΨH

nm satisfy the same ordinary differential equations as
ψE

nm and ψH
nm, but with fnm and gnm replaced by their time integrals. By

integrating (36) and (39) in time, we conclude that ΨE
nm is the solution of

1

c

d

dt
ΨE

nm(t) = AnΨ
E
nm(t) +

µR
√

n(n + 1)
(r̂ · H |r=R , Ynm) en, ΨE

nm(0) = 0,

(41)
and that ΨH

nm is the solution of

1

c

d

dt
ΨH

nm(t) = AnΨ
H
nm(t)−

εR
√

n(n+ 1)
(r̂·E|r=R , Ynm) en, ΨH

nm(0) = 0.(42)

We note that the inner products in (41) and (42) involve only scalar inner
products with the radial components of E and H . Next, we integrate (29)
and (30) with respect to time. The right sides remain the same, withψE

nm and
ψH

nm replaced by ΨE
nm and ΨH

nm. The left sides can be reformulated easily
using (1), which leads to the alternative formulation of the nonreflecting
boundary condition at r = R:

εr̂ ×E −
1

c
Htan =

√

ε

µ

1

R

∑

n≥1

∑

|m|≤n

dn ·ΨE
nm(t)Unm

+
1

R

∑

n≥1

∑

|m|≤n

dn ·ΨH
nm(t)Vnm, r = R,(43)

µr̂ ×H +
1

c
Etan = −

1

R

∑

n≥1

∑

|m|≤n

dn ·ΨE
nm(t)Vnm

+
√

µ

ε

1

R

∑

n≥1

∑

|m|≤n

dn ·ΨH
nm(t)Unm, r = R.(44)
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Either (43) or (44) can be used in the weak formulation of the problem
inside Ω. Since they do not involve any derivatives of E or H , they are
particularly easy to combine with a numerical method. When the method
of lines is used, the vector of unknowns involves the values of E and H at
the interior nodes, together with the unknown functionsΨE

nm(t) and ΨH
nm(t),

which are advanced concurrently using (41) and (42). It is quite remarkable
that the two scalar quantities r̂·E and r̂·H suffice to impose the nonreflecting
boundary condition.

5 Higher order boundary conditions

In practice, the infinite sums in (29) and (30) must be truncated at some
finite value N . For the modes n > N , the truncated boundary condition for
H reduces to

r̂ ×∇×H −
1

c

∂H tan

∂t
= 0.(45)

This is the time-dependent counterpart of the first-order approximate bound-
ary condition derived by Peterson [4], which annihilates the leading term in
the large distance expansion of the electromagnetic field [19]. The truncation
at N introduces an error O(R−3) in modes with n > N . To reduce that error,
without affecting the modes n ≤ N , we transform the second-order Peterson
condition [4] to the time domain to obtain

{

r̂ × (∇× )−
1

c

∂

∂t
−

2

r

}{

r̂ ×∇×H −
1

c

∂H tan

∂t

}

= 0, r = R.(46)

The error in (46) is O(R−5), which is smaller than the error O(R−3) in (45)
for R > 1.

To take advantage of this smaller error, we apply the operator (r̂×(∇× )−
c−1∂t−2/r) to both sides of (29) and (30). The resulting boundary conditions
are still exact, but when truncated at n = N they yield (46) for the modes
with n > N , with error O(R−5). We shall carry out the calculations for
the component Hnm, which satisfies (18). To do so we derive the following
formula, similar to (8), which holds for any f(r):

r̂ ×∇× (f(r)Unm) = −
1

r

∂(rf(r))

∂r
Unm.(47)
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By using (8) and (47) we obtain from (18)
{

r̂ × (∇× )−
1

c

∂

∂t
−

2

r

}{

r̂ ×∇×Hnm −
1

c

∂H tan
nm

∂t

}

=

√

ε

µ

1

r

(

∂

∂r
+

1

c

∂

∂t
+

2

r

)(

∂

∂r
+

1

c

∂

∂t

)

[rfnm]Unm

+
1

r

(

∂

∂r
+

1

c

∂

∂t
+

2

r

)(

∂

∂r
+

1

c

∂

∂t

)

[rgnm]Vnm.(48)

In ([2], sect. 5) it was shown that the exact second-order boundary condition
for fnm(r, t) is

(

∂

∂r
+

1

c

∂

∂t
+

2

r

)(

∂

∂r
+

1

c

∂

∂t

)

[rfnm] = d̃n ·ψE
nm(t), r = R,(49)

where the vector functions ψE
nm(t) satisfy (21), and the constant vectors

d̃n = {d̃jn} are defined by

d̃jn =
n(n + 1)j(j − 1)

2Rj
, j = 1, . . . , n.(50)

We note that d̃11 = 0, and hence that the terms with n = 1 in the sums vanish.
Therefore the second-order absorbing boundary condition (46) is exact for
the multipoles with n = 1.

We use (49) in (48), set r = R, and finally sum over n and m to obtain the
exact nonreflecting boundary condition. The exact second-order boundary
condition for the magnetic field at r = R is

{

r̂ × (∇× )−
1

c

∂

∂t
−

2

R

}{

r̂ ×∇×H −
1

c

∂H tan

∂t

}

=

√

ε

µ

1

R2

∑

n≥2

∑

|m|≤n

d̃n ·ψE
nm(t)Unm +

1

R2

∑

n≥2

∑

|m|≤n

d̃n ·ψH
nm(t)Vnm.(51)

The exact second-order boundary condition for the electric field at r = R is
{

r̂ × (∇× )−
1

c

∂

∂t
−

2

R

}{

r̂ ×∇×E −
1

c

∂Etan

∂t

}

=
1

R2

∑

n≥2

∑

|m|≤n

d̃n ·ψE
nm(t)Vnm −

√

µ

ε

1

R2

∑

n≥2

∑

|m|≤n

d̃n ·ψH
nm(t)Unm.(52)
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Figure 1: The time dependence P (t) of the dipole source.

Here the vector functions ψE
nm(t) and ψH

nm(t) satisfy the same ordinary dif-
ferential equations (31) and (32). The constant vectors d̃n are given by (50),
en by (24), and the constant matrices An by (22).

The same procedure can be adapted easily to accomodate modifications
of (46), which may possess certain practical advantages [20]. If the radius
of B and the temporal frequency remain fixed, the error introduced at B by
imposing (46) on the multipole Hnm increases with increasing n [20].

6 Numerical results

We shall now combine the finite difference method with the nonreflecting
boundary condition, as described in section 3, and apply it to a model prob-
lem for which the exact solution is known.

We consider an off-centered radiating electric dipole located at S =
(0, 0, z0), z0 > 0, at distance z0 from the origin. The dipole is aligned along
z, so that its moment points along the positive z-axis. Its time dependence,
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shown in figure 1, is a Gaussian pulse centered at t = t0:

P (t) =











0 t < 0,
αe−(t−t0)2/σ2

0 ≤ t ≤ 2t0,
0 t > 2t0.

(53)

We set α = 10−9 and choose σ so that P (t) is equal to machine precision at
t = 0 and t = 2t0.

Since this problem is symmetric about the z-axis, the electromagnetic
field has only three nonvanishing components: E(r, θ, t) = Err̂ + Eθϑ̂, and
H(r, θ, t) = Hφφ̂. Furthermore, the exact solution can be found in ([22],
p. 152). We impose the tangential component Eθ of the exact solution as
a boundary condition at r = r0, and calculate its propagation outwards
up to the artificial boundary r = R. Because of the inherent symmetry,
the computational domain Ω can be reduced to the two-dimensional region
r0 ≤ r ≤ R, 0 ≤ θ ≤ π, shown in figure 2. Inside Ω we use polar coordinates
and a uniform mesh in r and θ. The Yee algorithm in polar coordinates is
described in [21] or ([13], pp. 378–381). We set r0 = 0.5 [m], R = 1 [m],
z0 = 0.4 [m], c = 2.998× 108 [m/s], and t0 = 3 [ns].

We shall compare the numerical solution using (30), where the sums are
truncated at N , with that obtained using the first order condition (45). We
denote the former by NBC(N), where N indicates the upper limit in the
sums, and the latter by P1 to acknowledge [4]. We recall that P1 is identical
to NBC(0). The boundary condition (30) is implemented as described in
section 3, albeit due to the radial symmetry, ψE

nm(t) is identically zero.
In figure 3, we check the accuracy of our numerical method. The maximal

error in the L2-norm over the time interval [0, 15] nanoseconds is shown versus
the mesh parameter h = ∆r, for the following sequence of meshes: 20× 120,
30× 180, 40× 240, 60× 360, and 80× 480. We observe the expected second
order convergence of the the full scheme using NBC(20) as the mesh is refined.
This indicates that setting N = 20 ensures that the error introduced at the
artificial boundary is smaller than that of the numerical scheme. However,
the error in the numerical solution obtained with P1 does not decrease as the
mesh is refined, indicating that the error introduced by using P1 dominates
the computation. Indeed, the numerical solution does not converge to the
solution of the original problem, but instead converges to the solution of a
different problem with P1 imposed at B. When implemented numerically, N
can be chosen large enough to reduce the error introduced at B below the
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discretization error of the numerical method inside Ω, without moving the
artificial boundary farther away from the scatterer.

Next, we shall compare the numerical solutions, obtained using P1 and
NBC(20), with the exact solution at three different locations well inside Ω
at r = 0.75 [m] : Q1 (θ = 45◦), Q2 (θ = 135◦), and Q3 (θ = 170◦). The inner
and outer radii remain at their current locations r0 = 0.5 [m] and R = 1 [m],
and we choose a 60× 360 mesh inside Ω.

In figure 4, the φ-component of the magnetic field is shown at the first
location Q1. The numerical solution obtained with NBC(20) is hardly dis-
tinguishable from the exact solution. While the relative error due to the P1
boundary condition is only a few percent, this seemingly accurate behavior
is deceptive.

Indeed these locally small reflections travel back into the computational
domain, and contaminate the solution everywhere inside Ω, in particular in
regions where the solution is of much lesser magnitude. To demonstrate this
point, we select the next location farther from the source at Q2, where the
electromagnetic field is much weaker. The φ-component of the magnetic field
at Q2 is shown in figure 5, and again it agrees completely with the numerical
solution obtained using NBC(20). The solution obtained using P1 agrees
with the exact solution for a finite time. It then diverges from it, as the
spurious reflection due to the imposition of P1 reaches this location.

This effect is even more dramatic if we choose a location close to the south
pole at Q3. In figure 6, the φ-component of the magnetic field is shown at
Q3. Here the spurious reflection due to the P1 boundary condition is larger
than the original signal. The solution obtained using NBC(20) agrees well
with the exact solution.

Finally, we set R = 0.6 [m] to study the performance of the boundary
conditions as the outer boundary is moved closer to the inner one. The
mesh size remains identical, so that the mesh has 12× 360 points. In figure
7, the r-component of the electric field is shown below the south pole of
the inner sphere at the severe test location θ = 180◦ and r = 0.55 [m].
Again, the numerical solution obtained using NBC(20) agrees with the exact
solution; this demonstrates the robustness of the exact boundary condition
with respect to the location of the artificial boundary. The numerical solution
obtained with P1 agrees with the exact solution for a short time. It then
strongly overshoots, oscillates a few times, and slowly starts to approach zero.
This suggests that using the exact nonreflecting boundary condition may be
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useful even in calculations where the transient behavior is of no interest, since
the numerical solution may reach the final steady-state much faster.

7 Conclusion

We have derived an exact boundary condition for the time-dependent Maxwell
equations in three space dimensions. It holds at the surface of a sphere and
is local in time. It is given by (29) and (30), and fits naturally into standard
finite difference methods. An alternative formulation, more suitable for fi-
nite element methods, is given by (43) and (44). Both boundary conditions
require little extra storage and computer time, and can reduce the error in-
troduced by the artificial boundary below the discretization error due to the
numerical method, regardless of the radius of the outer boundary.
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Figure 2: The computational domain Ω is shown drawn to scale, with r0 =
0.5 [m] and R = 1 [m]. The dipole source is located at S = (0, 0, z0), with
z0 = 0.4 [m].
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Figure 3: The maximal error in the L2 norm over the time interval [0, 15]
nanoseconds is shown versus the mesh parameter h = ∆r: Eh (left) and Hh
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Figure 4: The numerical solutions for Hφ, computed using the boundary
conditions P1 and NBC(20), are compared with the exact solution at Q1.
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Figure 6: The numerical solutions for Hφ, computed using the boundary
conditions P1 and NCB(20), are compared with the exact solution at Q3.
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