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Smooth attractive invariant manifolds of singularly

perturbed ODE’s

The aim of this paper is to improve a result stated in Nipp [4]. There, the existence
of an invariant manifold for a singularly perturbed system of ODE’s was derived with-
out sharp smoothness properties, however. We now show that a Ck vector field yields a
Ck manifold. A similar result given in Sakamoto [7] obtains a Ck−1 manifold only. In
Knobloch/Aulbach [3] the C∞-case is considered with rather special hypotheses and with
an outline of the proof only. Our results are based on assumptions appropriate for appli-
cations, and we tried to present a transparent proof. The proof is based on applying an
invariant manifold result for maps established in Nipp/Stoffer [5] to an appropriate time
map of the singularly perturbed system. Purfürst [6] also uses a time map approach. But
he only shows C1 smoothness. A very general treatment of the subject and sharp results
can be found in Fenichel [2]. His abstract setting is not very transparent, however, and
seems not well suited for applications. In order to improve applicability we have stated
our result for bounded domains D in phase space. The hypothesis on D is weakend com-
pared to Nipp [4]. We also prove the smooth dependence of the invariant manifold with
respect to the perturbation parameter ε.

The paper is organized as follows. In Section 1 the invariant manifold result is stated
for bounded domains. The proof is done by extending the vector field to the unbounded
domain and by applying the corresponding invariant manifold result of Section 2. The
invariant manifold result on the unbounded domain is stated in Section 2 and proved in
Section 3.

1. A manifold result on bounded domains

Consider the singularly perturbed autonomous system

dx

dt
= f(x, y)

ε
dy

dt
= g(x, y)

(1)

where ε ∈ (0, ε0).

Let D = D1×D2 be a domain in lRm×lRn. By Ck
b we denote spaces of functions of class

Ck with bounded derivatives.

We make the following assumptions:

1) k ≥ 2 .

2) D is bounded and D1 has a Ck-boundary.
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3) f ∈ Ck
b (D, lRm) , g ∈ Ck

b (D, lRn) and f and g are bounded in D.

4) There is a bounded function s0 ∈ Ck
b (D1, D2) such that g(x, s0(x)) = 0 for x ∈ D1.

5) There is a positive constant b0 such that all eigenvalues of the Jacobian B(x) :=
gy(x, s0(x)) have real parts smaller than −b0 for all x ∈ D1.

Remark:

0) For simplicity only, we have omitted the dependence of the functions f and g on
the parameter ε. If f and g depend on ε and are of class Ck

b also with respect to
ε ∈ (−ε0, ε0) all the results of this paper hold identically as can easily be checked in
the proof in Section 3. %

Under the above assumptions it can be shown that for all ε > 0 small enough Eq.(1) has
a smooth attractive invariant manifold Mε which is O(ε)-close to the so called reduced
manifold M0 := {(x, y) | x ∈ D1, y = s0(x)}. The precise result is stated as

Theorem 1 For every subdomain D′
1 with D′

1 ⊂ D1 and for every β ∈ (0, b0) there are
positive constants ε∗, δ, K and a function s ∈ Ck

b (D
′
1×(0, ε∗), D2) such that the following

assertions hold for ε ∈ (0, ε∗).

i) (Invariance) The set Mε = {(x, y) | x ∈ D′
1, y = s(x, ε)} ⊂ D is invariant under

Eq.(1); i.e., if (x0, y0) ∈ Mε then also (x(t), y(t)) ∈ Mε for all t as long as x(t) ∈
D′

1, (x(t), y(t)) being the solution of Eq.(1) with (x(0), y(0)) = (x0, y0).

ii) (Attractivity) Every solution (x(t), y(t)) of Eq.(1) with |y(0)−s0(x(0))| ≤ δ satisfies

|y(t)− s(x(t), ε)| ≤ K e−βt/ε | y(0)− s(x(0), ε)|

for all t ≥ 0 as long as x(t) ∈ D′
1.

iii) (“Asymptotic phase”) For every solution (x(t), y(t)) of Eq.(1) with initial values at
t = 0 satisfying |y0 − s0(x0)| ≤ δ there is (x̃0, ỹ0) ∈ Mε such that for (x̃(t), ỹ(t))
being the solution of Eq.(1) with (x̃(0), ỹ(0)) = (x̃0, ỹ0)

|x(t)− x̃(t)| ≤ K e−βt/ε | y0 − s(x0, ε)|

|y(t)− ỹ(t)| ≤ K e−βt/ε | y0 − s(x0, ε)|

holds for t ≥ 0 as long as x(t) and x̃(t) are in D′
1.
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iv) (Closeness to M0)

|s(x, ε)− s0(x)| ≤ K ε for all x ∈ D′
1 .

v) (Maximality) Every solution (x(t), y(t)) of Eq.(1) satisfying x(t) ∈ D′
1 and |y(t)−

s0(x(t))| ≤ δ for all t ∈ lR lies in Mε, i.e., y(t) = s(x(t), ε) for all t.

Remarks:

1) As can be seen in the proofs in Section 3, the results of this paper also hold for the
case k = 1, if the derivatives of g and s0 have uniform Lipschitz constants. If in
addition f is of class C1,1

b as well then the invariant manifold is also of class C1,1
b

(cf. Theorem 5 of Nipp/Stoffer [5]).

2) The larger the order of differentiability k of the invariant manifold the smaller ε∗

has to be taken; the constant δ, however, does not depend on k (see Section 3).
Assume, e.g., that f and g are of class C∞

b then s(x, ε) is the smoother the smaller
ε∗ is taken.

3) Since, as stated in ii), the invariant manifold Mε is exponentially attractive with an
exponent O(ε−1), it makes sense to consider a bounded x-domain D1.

4) In the case D1 = lRm (Theorem 2 of Section 2) the invariant manifold M ε is unique
in a neighbourhood of the reduced manifold M0. This follows from the maximality
property v). If D1 (= lRm, Mε is not necessarily unique. This is due to the fact
that the extension of the vectorfield to x ∈ lRm is not unique. (A simple example
where such a manifold is not unique is given in Purfürst [6]). However, two invariant
manifolds of Eq.(1) with properties ii), iv) are exponentially close with an exponent
O(ε−1). Moreover, let (x(t), y(t)) be a solution of Eq.(1) with the properties required
in v) (e.g., an equilibrium solution or a periodic solution) then all invariant manifolds
of Eq.(1) with property iv) have to intersect in the trajectory of such a solution. %

Proof of Theorem 1: Consider the system

dx

dτ
= ε f(x, y)

dy

dτ
= g(x, y)

(2)

where ε ∈ (−ε0, ε0). Note that if (x(τ, ε), y(τ, ε)) is a solution of Eq.(2) then for non-
positive ε-values excluded (x̂(t, ε), ŷ(t, ε)) := (x(t/ε, ε), y(t/ε, ε) is a solution of Eq.(1).
Hence, if we can show the results corresponding to Theorem 1 for Eq.(2) they also hold
for Eq.(1). Theorem 1 (for Eq.(2)) is proved by first extending the right-hand side of
Eq.(2) to x ∈ lRm such that Assumptions 1), 3), 4), 5) hold for all x ∈ lRm and then
applying Theorem 2 of Section 2 which deals with the case D1 = lRm.
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We show how a scalar function defined in D1 may be extended to an appropriate function

defined in lRm. For every x ∈ D1 let Θ(x) be defined as Θ(x) := min
u∈∂D1

|x−u| and consider,

for Θ0 > 0 small, the set (see Fig. 1)

ΩΘ0

1 := {x ∈ D1 | Θ(x) < Θ0} ⊂ D1 .

Then, for Θ0 small enough the following statement holds:

Θ(x) ∈ Ck
b (Ω

Θ0

1 , lR) and the domain DΘ0

1 := D1\ΩΘ0

1 has a Ck-boundary.
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Fig. 1

Next, consider the scalar C∞-function ρ defined as

ρ(a) :=






0 , a ≤ 0

exp
(
1− 1

a exp(a− 1)
)

, 0 < a < 1

1 , 1 ≤ a

and sketched in Fig. 2. With

Θ(x) :=






0 , x ∈ lRm\D1

Θ(x) , x ∈ ΩΘ0

1

Θ0 , x ∈ DΘ0

1

define

Θ(x) := ρ



Θ(x)

Θ0



 .

fig2.eps
97 × 49 mm

(a)!
1

1

a

Fig. 2

Finally, for any q ∈ Cr
b (D1, lR), 1 ≤ r ≤ k, and q bounded define

q(x) :=

{
q(x) , x ∈ D1

0 , x ∈ lRm\D1

q(x) := Θ(x) q(x), x ∈ lRm .

Then, it holds that

q(x) ∈ Cr
b (lR

m, lR) and q is uniformly bounded for x ∈ lRm.
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We introduce the vector functions F (x, z) := f(x, s0(x)+z), G(x, z) := g(x, s0(x)+z) and
the matrix function Ĝ(x, z) by means of [B(x) + Ĝ(x, z)] z := G(x, z), and we consider
the system

dx

dτ
= ε F (x, z)

dz

dτ
=

[
B(x) + Ĝ(x, z)

]
z − ε s0x(x)F (x, z)

(3)

for |ε| < ε0, x ∈ D1, |z| ≤ d0 with d0 > 0 such that {(x, y) | x ∈ D1, |y−s0(x)| ≤ d0} ⊂ D

(if d0 > 0 is not possible, we redefine D1 as D
Θ0/2
1 ) and such that z = 0 is the only solution

of G(x, z) = 0 in D1×{|z| ≤ d0}. And we extend the components of the vector functions
F, s0 and the elements of the matrix function Ĝ with respect to x in the above way to

F (x, z) := Θ(x) F (x, z), s0(x) := Θ(x) s0(x)

Ĝ(x, z) := Θ(x) Ĝ(x, z) .

If we in addition define

B(x) := Θ(x) B(x)− b0[1−Θ(x)]In

and
G(x, z) :=

[
B(x) + Ĝ(x, z)

]
z

then the vector field of the “extended” system

(3)
x′ = εF (x, z)

z′ =
[
B(x) + Ĝ(x, z)

]
z − ε s0x(x)F (x, z)

(′
:= d

dτ

)
coincides with the one of Eq.(3) for x ∈ DΘ0

1 . Moreover, all functions are

uniformly bounded for x ∈ lRm and z ∈ Dn
d0 := {z ∈ lRn | |z| ≤ d0} and satisfy

F ∈ Ck
b (lR

m×Dn
d0 , lR

m), G ∈ Ck
b (lR

m×Dn
d0 , lR

n), B ∈ Ck−1
b

(
lRm, lRn×n

)
,

Ĝ ∈ Ck−1
b

(
lRm×Dn

d0 , lR
n×n

)
with Ĝ = O(|z|) uniformly for x ∈ lRm, z ∈ Dn

d0 ,

s0 ∈ Ck
b

(
lRm, lRn

)
, s0x ∈ Ck−1

b

(
lRm, lRm×n

)
.

The real parts of the eigenvalues of the matrix B(x) are smaller than −b0 < 0 for all
x ∈ lRm.

Now, introducing the transformation

z = y − s0(x)
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into Eq.(3) we obtain the system

(2)
x′ = εF (x, y − s0(x)) =: ε f(x, y)

y′ =
[
B(x) + Ĝ(x, y − s0(x))

]
(y − s0(x)) =: g(x, y)

where we have used the identity s0(x)′ = ε s0x(x)F (x, y− s0(x)). Obviously, the functions
f and g are uniformly bounded in the space

Ωm+n
d0 = {(x, y) | x ∈ lRm, |y − s0(x)| ≤ d0} ⊂ lRm+n

and are of class Ck
b there, and in addition Assumptions 4) and 5) are satisfied for x ∈ lRm.

(Note that the functions f, g, B, s0 coincide with the functions f, g, B, s0 for x ∈ DΘ0

1 ).

Hence, Theorem 2 applies to the system (2). The results of Theorem 2 carry over to the
system (2) if we take x ∈ DΘ0

1 and τ such that x(τ) stays in DΘ0

1 and finally to the system
(1) if we put τ = t/ε and exclude non-positive ε-values.

Thus, the proof of Theorem 1 is reduced to the proof of Theorem 2. ⊥

2. The result on the unbounded domain

Consider the system
dx

dτ
= ε f(x, y)

dy

dτ
= g(x, y) ,

(4)

|ε| < ε0, with the following properties for k ≥ 2: There is a function s0 ∈ Ck
b (lR

m, lRn)
such that g(x, s0(x)) = 0 for x ∈ lRm and such that B(x) := gy(x, s0(x)) has eigenvalues
with real parts smaller than −b0 < 0 for all x ∈ lRm. With respect to the space Ωm+n

d0 :=
{(x, y) | x ∈ lRm, | y − s0(x) | ≤ d0} ⊂ lRm+n the function s0(x) is the unique solution of
g(x, y) = 0 and the functions f and g satisfy f ∈ Ck

b (Ω
m+n
d0 , lRm), g ∈ Ck

b (Ω
m+n
d0 , lRn) and

they are bounded there.

Under the above conditions and for ε small enough Eq.(4) has a smooth attractive invari-
ant manifold M ε which is O(ε)-close to the reduced manifold M 0 := {(x, y) | x ∈ lRm, y =
s0(x)}. The result ist given in

Theorem 2 For every β ∈ (0, b0) there are positive constants ε∗, δ, K and a function
s ∈ Ck

b (lR
m×(−ε∗, ε∗), lRn) such that the following assertions hold for |ε| < ε∗.
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i) (Invariance) The set M ε = {(x, y) | x∈lRm, y = s(x, ε)} ⊂ lRm+n is invariant under
Eq.(4), i.e., if (x0, y0) ∈ M ε then also (x(τ), y(τ)) ∈ M ε for all τ ∈ lR, (x(τ), y(τ))
being the solution of Eq.(4) with (x(0), y(0)) = (x0, y0). More precisely, Pτ (M ε) =
M ε, τ ∈ lR, for the map Pτ : (x0, y0) *−→ (x(τ), y(τ)).

ii) (Attractivity) Every solution (x(τ), y(τ)) of Eq.(4) with |y(0)− s0(x(0)) | ≤ δ sat-
isfies

|y(τ)− s(x(τ), ε) | ≤ K e−βτ | y(0)− s(x(0), ε)|

for all τ ≥ 0.

iii) (“Asymptotic phase”) For every solution (x(τ), y(τ)) of Eq.(4) with initial condi-
tions (x0, y0) at τ = 0 satisfying |y0 − s0(x0) | ≤ δ there is (x̃0, ỹ0) ∈ M ε such that
for (x̃(τ), ỹ(τ)) being the solution of Eq.(4) with (x̃(0), ỹ(0)) = (x̃0, ỹ0)

| x(τ)− x̃(τ) | ≤ K e−βτ | y0 − s(x0, ε) |

| y(τ)− ỹ(τ) | ≤ K e−βτ | y0 − s(x0, ε) |

holds for τ ≥ 0.

iv) (Closeness to M 0)

| s(x, ε)− s0(x) | ≤ K ε for x ∈ lRm .

v) (Maximality) Every solution (x(τ), y(τ)) of Eq.(4) satisfying | y(τ)− s0(x(τ)) | ≤ δ
for all τ ∈ lR lies in M ε, i.e., y(τ) = s(x(τ), ε) for all τ .

The proof of Theorem 2 is given in Section 3. It is mainly achieved by applying a general
invariant manifold result for maps to an appropriate time τ -map of the flow.

3. Proof of Theorem 2

With the change of variables
y = s0(x) + z

the system (4) can be written as

x′ = ε f(x, s0(x) + z)
z′ = g(x, s0(x) + z) − s0(x)′

(5)

(′
:= d

dτ

)
or in a more appropriate form as
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x′ = εF (x, z)
z′ = G(x, z)− ε s0x(x)F (x, z) =: [B(x) + Ĝ(x, z)] z − ε s0x(x)F (x, z) .

(5)

The functions on the right-hand side satisfy

F ∈ Ck
b (lR

m×Dn
d0 , lR

m)

G ∈ Ck
b (lR

m×Dn
d0 , lR

n)

s0 ∈ Ck
b (lR

m, lRn) , s0x ∈ Ck−1
b (lRm, lRm×n)

B ∈ Ck−1
b (lRm, lRn×n)

Ĝ ∈ Ck−1
b (lRm×Dn

d0 , lR
n×n) with Ĝ = O(|z|) uniformly for x ∈ lRm, z ∈ Dn

d0

for k ≥ 2, Dn
d0 := {z ∈ lRn | |z| ≤ d0}, and F,G, s0x, B, Ĝ are bounded in the domains

considered. Moreover, the eigenvalues λB
j of the n× n-matrix B satisfy

ReλB
j < −b0 < 0 , j = 1, ..., n .

Let δ < d ≤ d0 where δ and d will be specified more precisely later, and let Ωd :=
{(x, z) | x ∈ lRm, z ∈ Dn

d} ⊂ lRm+n. We consider the solution (ϕ(τ ; x, z, ε), ψ(τ ; x, z, ε))
of Eq.(5) with initial values (x, z) at τ = 0, x ∈ lRm, |z| ≤ δ. To save writing we denote
this solution also by (ϕ(τ), ψ(τ)). Moreover, let (m−, m+) be its maximal interval of
existence with respect to the space Ωd.

Since |ϕ′| ≤ εN for τ ∈ [0, m+) holds for some positive constant N we have

|ϕ(τ 1)− ϕ(τ 2) | ≤ εN |τ 1 − τ 2|

for all τ 1, τ 2 ∈ [0, m+). Define A0(τ ; x, z, ε) := B(ϕ(τ ; x, z, ε)) and consider the linear
system

u′ = A0(τ ; x, z, ε)u .(6)

We have |A0| ≤ N0 for τ ∈ [0, m+) and

|A0(τ
1)− A0(τ

2) | ≤ LB |ϕ(τ 1)− ϕ(τ 2) | ≤ εLB N | τ 1 − τ 2 |

where LB is the Lipschitz constant of B(x). Moreover, the eigenvalues of A0 have negative
real parts smaller than −b0. Hence, we may apply Proposition 1.5 of Coppel [1] and
obtain for the fundamental matrix Ψ0(τ, σ; x, z, ε) of Eq.(6) with Ψ0(τ, τ ; x, z, ε) = In the
following

Assertion 1: For every µ > 0 there is ε(µ) > 0 such that

9



|Ψ0 | ≤ Kµ e
(−b0+µ)(τ−σ) for τ ≥ σ ,

τ, σ ∈ [0, m+), |ε| < ε(µ), where Kµ := max{(4N0/µ)n−1, 1}. %

Now, define A1(τ ; x, z, ε) := Ĝ(ϕ(τ ; x, z, ε), ψ(τ ; x, z, ε)). For τ ∈ [0, m+) A1 satisfies
|A1| ≤ N1 d. Using Assertion 1 we may apply Proposition 1.1 of Coppel [1] to the
fundamental matrix Ψ(τ, σ; x, z, ε) with Ψ(τ, τ ; x, z, ε) = In of the equation

v′ = [A0(τ ; x, z, ε) + A1(τ ; x, z, ε)] v(7)

and we get

Assertion 2: For every µ > 0 there is ε(µ) > 0 such that

|Ψ| ≤ Kµ e
(−b0+µ+dN1Kµ) (τ−σ) for τ ≥ σ ,

τ, σ ∈ [0, m+), |ε| ≤ ε(µ), with Kµ as in Assertion 1. %

Combining the two results we have shown

Assertion 3: For every β0 ∈ (0, b0) there are positive constants d, K0 ≥ 1 and ε1 > 0 such
that

|Ψ| ≤ K0 e
−β0(τ−σ) for τ ≥ σ; τ, σ ∈ [0, m+); |ε| < ε1 . %

Note that the constants β0, d, K0 and ε1 are independent of the solution (ϕ(τ),ψ(τ))
considered.

Writing Eq.(5) as an integral equation and by means of the variation of constants formula
we have

ϕ(τ) = ϕ(ν) + ε

τ∫

ν

F (ϕ(σ), ψ(σ))dσ

ψ(τ) = Ψ(τ, ν)ψ(ν)− ε

τ∫

ν

Ψ(τ, σ) s0x(ϕ(σ))F (ϕ(σ), ψ(σ))dσ

(8)

for τ, ν ∈ [0, m+), τ ≥ ν. We have also introduced the short notation Ψ(τ, σ) for
Ψ(τ, σ; x, z, ε).

We are now able to prove the following
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Claim 1 For every β0 ∈ (0, b0) there is d > 0, δ > 0 and ε2 > 0 such that for |z| ≤ δ and
|ε| < ε2 the solution (ϕ(τ ; x, z, ε), ψ(τ ; x, z, ε)) of Eq.(5) exists for all τ ≥ 0 with respect
to Ωd (i.e., m+ = +∞).

Proof: From Eq.(8) with ν = 0 and using Assertion 3 we find that for δ = d
4K0

|ψ(τ)| ≤ e−β0τ
d

4
+ εK0

τ∫

0

e−β0(τ−σ)dσ

= e−β0τ
d

4
+

εK0

β0

[
1− e−β0τ

]

≤ e−β0τ
d

4
+ ε

K0

β0
.

(9)

Hence, there is ε2 ∈ (0, ε1] such that for |ε| < ε2

|ψ(τ)| ≤
d

2
for τ ∈ [0, m+) .

From this estimate and from the fact that for τ ∈ [0, m+) |ϕ(τ)| ≤ |x| + εNτ < |x| +
εNm+ we conclude by means of the “global existence theorem for ODE’s” thatm+ = +∞
which completes the proof of Claim 1. ⊥

An easy corollary of Eq.(9) is

Claim 2 For β0 ∈ (0, b0) let d, δ and (ϕ(τ), ψ(τ)) be chosen according to Claim 1. For
every γ ∈ (0, d/2) there is ε3 > 0 such that

|ψ(τ)| ≤ γ for τ ≥
1

β0
log

d

2γ
, |ε| < ε3.

We shall need the Lipschitz constant of the fundamental matrix Ψ of Eq.(7) with respect
to x, z.

Claim 3 Let β0 ∈ (0, b0) and let δ > 0 be as in Claim 1. For every β̃ ∈ (0, β0) there is
L̃ > 0 and ε4 > 0 such that

∣∣∣Ψ(τ, σ; x1, z1, ε)−Ψ(τ, σ; x2, z2, ε)
∣∣∣ ≤ L̃ (τ − σ) e−β̃(τ−σ) eεL̃σ

(∣∣∣x1 − x2
∣∣∣+

∣∣∣z1 − z2
∣∣∣
)

for τ ≥ σ ≥ 0, |ε| < ε4; xi ∈ lRm, |zi| ≤ δ, i = 1, 2.

Proof: We introduce the notations Ψi(τ, σ) := Ψ(τ, σ; xi, zi, ε), i = 1, 2, ∆(τ, σ) :=
Ψ1(τ, σ) − Ψ2(τ, σ) and Ci(τ) := A0(τ ; xi, zi, ε) + A1(τ ; xi, zi, ε), i = 1, 2. The matrix ∆
satisfies the differential equation

∆′ = C1(τ)∆ + (C1(τ)− C2(τ))Ψ2(τ, σ)
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and ∆(τ, τ) = 0. Applying the variation of constants formula we have

∆(τ, σ) =

τ∫

σ

Ψ1(τ, r)(C1(r)− C2(r))Ψ2(r, σ)dr .

Taking norms and applying the estimate of Assertion 3 we get

|∆(τ, σ)| ≤ K0
2 e−β0(τ−σ)

τ∫

σ

|C1(r)− C2(r)|dr .

With the notations ϕi(τ) := ϕ(τ ; xi, zi, ε) and ψi(τ) := ψ(τ ; xi, zi, ε) and since Ci(τ) =
B(ϕi(τ)) + Ĝ(ϕi(τ), ψi(τ)) we therefore obtain

|∆(τ, σ)| ≤ K1 e
−β0(τ−σ)

τ∫

σ

[
|ϕ1(r)− ϕ2(r)| + |ψ1(r)− ψ2(r)|

]
dr .(10)

We need the Lipschitz constant of (ϕ(τ ; x, z, ε),ψ(τ ; x, z, ε)) with respect to x, z. Using
Eq.(8) with ν = 0 and introducing the notation G := −s0x F we obtain

|ϕ1(τ)− ϕ2(τ)| ≤ |x1 − x2|+ εLF

τ∫

0

[|ϕ1(σ)− ϕ2(σ)|+ |ψ1(σ)− ψ2(σ)|]dσ(11)

and

|ψ1(τ)− ψ2(τ)| ≤ |Ψ1(τ, 0)| |z1 − z2|+ |Ψ1(τ, 0)−Ψ2(τ, 0)| |z2|

+ εLG

τ∫

0

|Ψ1(τ, σ)| [|ϕ1(σ)− ϕ2(σ)|+ |ψ1(σ)− ψ2(σ)|]dσ

+ εKG

τ∫

0

|Ψ1(τ, σ)−Ψ2(τ, σ)|dσ

where LF and LG are the Lipschitz constants of F and G, respectively, and KG is a
bound for G. Applying the estimates of Assertion 3 and of Eq.(10) we find for the second
equation above
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|ψ1(τ)− ψ2(τ)| ≤ K0 e−β0τ |z1 − z2|

+ δK1 e−β0τ

τ∫

0

[|ϕ1(σ)− ϕ2(σ)|+ |ψ1(σ)− ψ2(σ)|]dσ

+ εLG K0

τ∫

0

e−β0(τ−σ)[|ϕ1(σ)− ϕ2(σ)|+ |ψ1(σ)− ψ2(σ)|]dσ

+ εKG K1

τ∫

0

e−β0(τ−σ)
{ τ∫

σ

[|ϕ1(r)− ϕ2(r)|+ |ψ1(r)− ψ2(r)|]dr
}
dσ .

(12)

Adding Eqs.(11) and (12) and defining the functions ρϕ(τ) := max
0≤r≤τ

(|ϕ1(r)− ϕ2(r)|) and
ρψ(τ) := max

0≤r≤τ
(|ψ1(r)− ψ2(r)|) we may derive the following inequality for [ρϕ + ρψ]:

ρϕ(τ) + ρψ(τ) ≤ K [|x1 − x2|+ |z1 − z2|] + (ε+ δ e−β0τ )K

τ∫

0

[ρϕ(σ) + ρψ(σ)]dσ

+ εK [ρϕ(τ) + ρψ(τ)] .

For ε small enough such that 1− εK ≥ 1/2 we therefore have

ρϕ(τ) + ρψ(τ) ≤ 2K [|x1 − x2|+ |z1 − z2|] + 2(ε+ δ e−β0τ )K

τ∫

0

[ρϕ(σ) + ρψ(σ)]dσ .

Now, applying the generalized version of Gronwall’s lemma and going back to the functions
ϕi,ψi yields

|ϕ1(τ)− ϕ2(τ)|+ |ψ1(τ)− ψ2(τ)| ≤ K e2εKτ [|x1 − x2|+ |z1 − z2|] .(13)

Inserting Eq.(13) into Eq.(10) and estimating the integral as

τ∫

σ

e2εKr dr ≤ (τ − σ) e2εKτ

we thus obtain

|∆(τ, σ)| ≤ K2(τ − σ)e−[β0−2εK] (τ−σ) e2εKσ[|x1 − x2|+ |z1 − z2|] . ⊥

Let β0 ∈ (0, b0), δ > 0 from Claim 1 with corresponding solution (ϕ(τ ; x, z, ε), ψ(τ ; x, z, ε))
of Eq.(5) and let τ ∗ > 0 be fixed (it will be specified more precisely later). Moreover, let

13



ε∗ > 0 be small enough and let ξ ∈ C∞(lR, (−ε∗, ε∗)) satisfy (see Fig. 3)

ξ(ε) =

{
ε , |ε| ≤ 4ε∗/5
sign(ε) 9ε∗/10 , |ε| ≥ ε∗
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Fig. 3

We consider the time τ ∗-map

Pε : lRm×Dn
δ -

(
x
z

)

*−→
(

x
z

)

=

(
ϕ(τ ∗; x, z, ξ(ε))
ψ(τ ∗; x, z, ξ(ε))

)

∈ lRm×lRn(14)

defined for ε ∈ lR. We want to show that Pε admits a smooth attractive invariant manifold.
The extension to all ε in lR will be needed for showing smoothness also with respect to
the parameter ε. From the integral equation of Eq.(5) we know that the map Pε has the
representation

x = x+ ξ(ε)

τ∗∫

0

f
(
ϕ(σ; x, z, ξ(ε)), s0(ϕ(σ; x, z, ξ(ε))) + ψ(σ; x, z, ξ(ε))

)
dσ

z = z +

τ∗∫

0

g
(
ϕ(σ; x, z, ξ(ε)), s0(ϕ(σ; x, z, ξ(ε))) + ψ(σ; x, z, ξ(ε))

)
dσ

+ s0(x)− s0(ϕ(τ ∗; x, z, ξ(ε))) .

From this form it is seen that the map Pε is of class Ck
b with respect to x and z (with

bounds depending on τ ∗, cf. Eq.(13)).

The map Pε can also be written as (cf. Eq.(8) for ν = 0):

14



x = x+ ξ(ε)

τ∗∫

0

F
(
ϕ(σ; x, z, ξ(ε)), ψ(σ; x, z, ξ(ε))

)
dσ

z = Ψ
(
τ ∗, 0; x, z, ξ(ε)

)
z − ξ(ε)

τ∗∫

0

Ψ
(
τ ∗, σ; x, z, ξ(ε)

)
s0x

(
ϕ(σ; x, z, ξ(ε))

)
·

· F
(
ϕ(σ; x, z, ξ(ε)), ψ(σ; x, z, ξ(ε))

)
dσ

(15)

which is of the form

x = x+ U(x, z, ε)
z = V (x, z, ε) .

(16)

From Claim 2 it follows that for ε∗ small enough and τ ∗ large enough the “strip” lRm×Dn
δ

is mapped into itself by the map Pε. Moreover, the functions U and V have the following
Lipschitz constants with respect to x and z:

L11 = c∗ ξ(ε), L12 = c∗ ξ(ε)

L21 = L̃ τ ∗ e−β̃τ∗δ + c∗ ξ(ε) < L22

L22 = L̃ τ ∗ e−β̃τ∗δ +K0 e−β0τ∗ + c∗ ξ(ε)

(17)

where we have used Assertion 3 and Claim 3 in Eq.(15). (Note that c∗ depends on τ ∗.)

We want to apply the invariant manifold result proved in Nipp/Stoffer [5] (Theorem 5).
We have to verify the following two conditions for the Lipschitz constants L11, L12, L21, L22:

(I) 2
√
L12 L21 < 1− L11 − L22

(II) L22 + L12 λ < (1− L11 − L12 λ)k

with λ :=
2L21

1− L11 − L22 +
√
(1− L11 − L22)2 − 4L12L21

.

For every β∗ ∈ (0, β̃) the quantity L22 may be written as

L22 = e−β∗τ∗
[
L̃ τ ∗ δ e−(β̃−β∗)τ∗ +K0 e

−(β0−β∗)τ∗ + c∗ ξ(ε)eβ
∗τ∗

]
.

Choosing first τ ∗ large enough and then ε∗ small enough we can achieve that

L22 ≤
1

4
e−β∗τ∗ <

1

4
.(18)
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Condition (I) is satisfied if

c∗ ξ(ε) +
√
c∗ ξ(ε)e−β∗τ∗ < 1− L22

holds. Since 1− L22 ∈
(
3
4 , 1

)
this requirement can be satisfied for ε∗ small enough.

Now, using Condition (I) note that

λ <
2L21

1− L11 − L22
.

Since by Eqs.(17) and (18)

1− L11 − L22 >
3

4
− c∗ ξ(ε)

we may achieve for ε∗ small enough that λ < 4L21 and also that

L22 + L12 λ < L22(1 + 4c∗ ξ(ε)) < 2L22 .(19)

Hence, from Eqs.(17), (18) and (19) we have that Condition (II) is satisfied if

1

2
e−β∗τ∗ <

(
1− 2c∗ ξ(ε)

)k

holds. This requirement can be fulfilled for ε∗ small enough. (Note that ε∗ depends on
the order of differentiability k).

Summarizing, we have shown the following facts concerning the map Pε defined in (14).
For every β∗ ∈ (0, b0) there is δ > 0, τ ∗ > 0 and ε∗ > 0 such that Pε maps the “strip”
lRm×Dn

δ into itself; Pε is of class Ck
b ; the Lipschitz constants L11, L12, L21, L22 satisfy

Conditions (I) and (II) and the estimates

λ < e−β∗τ∗ < 1

L22 + L12 λ <
1

2
e−β∗τ∗

and

|z| ≤
1

4
|z|+ C ξ(ε) τ ∗

with C ξ(ε) τ ∗ ≤ δ/4 hold, λ defined in Condition (II).

Hence, Theorem 5 of Nipp/Stoffer [5] implies the existence of a smooth attractive invariant

manifold M
1
ε of the map Pε with properties given in
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Lemma 3 There is a function s1(x, ε) : lRm× lR −→ Dn
δ , of class Ck

b with respext to x,
such that the following assertions hold.

i) The set M
1
ε = {(x, z) | x ∈ lRm, z = s1(x, ε)} is invariant under the map Pε, i.e.,

Pε(M
1
ε) = M

1
ε .

ii) M
1
ε is uniformly attractive for Pε with attractivity constant

χ(λ) = L22 + L12λ <
1

2
e−β∗τ∗ < 1 .

iii) M
1
ε has the “property of asymptotic phase”:

For every (x0, z0) ∈ lRm×Dn
δ there is (x̃0, z̃0) ∈ M

1
ε such that for (xj , zj) := P j

ε (x0, z0)

and (x̃j , z̃j) := P j
ε (x̃0, z̃0) ∈ M

1
ε , j ∈ lN,

|xj − x̃j | ≤ c∗ ξ(ε) e−β∗jτ∗ | z0 − s1(x0, ε)|

|zj − z̃j | ≤ e−β∗jτ∗ | z0 − s1(x0, ε)| .

iv) |s1(x, ε)| < 2Cξ(ε)τ ∗ ≤ δ
2 .

v) Maximality: Every invariant set Ω of P l
ε , l ∈ lN, is contained in M

1
ε , i.e., P

l
ε(Ω) = Ω

implies Ω ⊂ M
1
ε .

vi) The function s1 is uniformly λ-Lipschitz with respect to x with λ < e−β∗τ∗ < 1.

We first show that the manifold M
1
ε established in Lemma 3 is also smooth with respect

to the parameter ε.

Smoothness with respect to ε: There is ε∗ > 0 such that s1(x, ε) is of class Ck
b also with

respect to ε.

Proof: We consider the augmented map

P : lR×lRm×Dn
δ̃
-




ε
x
z



 *−→




ε
x
z



 =




ε
ϕ(τ̃ ; x, z, ξ(ε))
ψ(τ̃ ; x, z, ξ(ε))



 ∈ lR×lRm×lRn

and again apply Theorem 5 of Nipp/Stoffer [5]. Here, δ̃ ∈ (0, δ] will be specified more
precisely later. The time step τ̃ will be chosen appropriately as lτ ∗ for some l ∈ lN. This
implies that P (ε, x, z) = (ε, P l

ε(x, z)) with Pε of Lemma 3.

17



We write P as

ε = ε

x = x+ ξ(ε)

τ̃∫

0

F
(
ϕ(σ; x, 0, ξ(ε)), 0

)
dσ

+ ξ(ε)

τ̃∫

0

[
F
(
ϕ(σ; x, z, ξ(ε)), ψ(σ; x, z, ξ(ε))

)
−F

(
ϕ(σ; x, 0, ξ(ε)), 0

)]
dσ

z = Ψ(τ̃ , 0; x, z, ξ(ε)
)
z − ξ(ε)

τ̃∫

0

Ψ
(
τ̃ , σ; x, z, ξ(ε)

)
s0x

(
ϕ(σ; x, z, ξ(ε))

)
·

· F
(
ϕ(σ; x, z, ξ(ε)), ψ(σ; x, z, ξ(ε))

)
dσ .

Defining w := (ε, x) the map P is of the form

w = Ũ0(w) + Ũ(w, z)

z = Ṽ (w, z) .

If we couple τ̃ = lτ ∗ and δ̃ such that τ̃ ∈
[

1
β∗

log δ

2δ̃
, 1
β∗

log δ

2δ̃
+ τ ∗

)
we know from Claim

2 that for ε∗ small enough |ψ(τ)| ≤ δ̃ for τ ≥ τ̃ . Hence, the “strip” lR × lRm × Dn
δ̃
is

mapped into itself by the map P . Moreover, for δ̃ small enough τ̃ may be estimated as
τ̃ ≤ 2

β∗
log 1

δ̃
which is equivalent to δ̃ ≤ e−β∗τ̃/2. For ε∗ small enough, Ũ0 is invertible and

Ũ−1
0 is Lipschitz continuous with Lipschitz constant α = 1 + c̃ ε∗ +N τ̃ where c̃ depends

on τ̃ . Note that the solution (ϕ(τ),ψ(τ)) has Lipschitz constant L τ eεLτ with respect to ε
(which can be derived in the same way as Eq.(13)). Moreover, for the Lipschitz continuity
of Ψ with respect to ε Claim 3 similarly holds with an additional factor τ . Hence, we find
that for ε∗ small enough the functions Ũ and Ṽ have the following Lipschitz constants
with respect to w and z:

L̃11 = c̃ ε∗ + c
√
δ̃ , L̃12 = c̃ ε∗

L̃21 = L̃ τ̃ 2 e−β∗τ̃ δ̃ + c̃ ε∗ + c , L̃22 = L̃ τ̃ e−β∗τ̃ δ̃ + K∗
0 e

−β∗τ̃ + c̃ ε∗ .

Note that the constants N and c do not depend on τ̃ . We have to verify the two conditions

(Ĩ) 2
√
L̃12 L̃21 <

1

α
− L̃11 − L̃22

(ĨI) L̃22 + L̃12 λ̃ <
(
1

α
− L̃11 − L̃12 λ̃

)k

with λ̃ :=
2 L̃21

1

α
− L̃11 − L̃22 +

√
( 1
α
− L̃11 − L̃22

)2
− 4 L̃12 L̃21

.
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We require ε∗ also to satisfy

ε∗ ≤
1

2N c̃ τ̃ 3k
.

This implies that for τ̃ large enough

1

α
>

1

2N τ̃
.

For τ̃ large enough we can also achieve that

L̃21 < 2 c , L̃22 <
1

N τ̃ 3k
.

Hence, Condition (Ĩ) is satisfied if

3

2N τ̃ 3k
+ c e−β∗τ̃/4 +

2 c√
N τ̃ 3k/2

<
1

2N τ̃

holds. This can again be satisfied for τ̃ large enough.

Using Condition (Ĩ) we find that

λ̃ <
2 L̃21

1

α
− L̃11 − L̃22

and since we may achieve that

1

α
− L̃11 − L̃22 >

1

4N τ̃

we have λ̃ < 8N τ̃ L̃21. Thus, since

L̃12 λ̃ < 8N τ̃ L̃12 L̃21 <
8 c

4τ̃ 3k−1

we have for τ̃ large enough

L̃22 + L̃12 λ̃ <
9 c

τ̃ 3k−1

and
1

α
− L̃11 − L̃12 λ̃ >

1

4N τ̃
.

Hence, Condition (ĨI) is satisfied if

9 c

τ̃ 3k−1
<

(
1

4N τ̃

)k

holds. This can be satisfied for τ̃ large enough.
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Theorem 5 of Nipp/Stoffer [5] implies the existence of a function s̃1 ∈ Ck
b (lR

1+m, Dn
δ̃
) such

that the set {(ε, x, z) | ε ∈ lR, x ∈ lRm, z = s̃1(x, ε)} is an invariant set of the map P .
Now, for every ε ∈ lR consider the set

M̃
1

ε := {(x, z) | x ∈ lRm, z = s̃1(x, ε)} .

Since P (ε, x, z) = (ε, P l
ε (x, z)) this set is an invariant set of the map P l

ε . Hence, from the

maximality property v) of Lemma 3 it follows that M̃
1

ε ⊂ M
1
ε . The special structure of

the two sets finally implies M̃
1

ε = M
1
ε and therefore s̃1 = s1. ⊥

Thus, we have shown that for ε∗ small enough the invariant manifold M
1
ε of the map Pε

established in Lemma 3 is also smooth with respect to ε. The quantity ε∗ depends on
the order of differentiability k. However, the “thickness” δ of the domain Dn

δ in Lemma
3 does not depend on k. To show this was the reason for proving the smoothness with
respect to ε seperately.

We now restrict ε to |ε| < ε∗∗ := 4ε∗/5 (see Fig. 3). The properties i), ii), iii) and v) of
Lemma 3 hold for the time τ ∗-map (14) of Eq.(5). It remains to show that corresponding
properties also hold for the flow.

i) Invariance: M
1
ε is also invariant under the differential equation (5), i.e., if (x, z) ∈ M

1
ε

then also (ϕ(τ ; x, z, ε), ψ(τ ; x, z, ε)) ∈ M
1
ε for all τ ∈ lR.

Proof: Let β∗, δ, τ∗, ε∗∗, M
1
ε be according to Lemma 3. There is δ∗ ∈ (0, δ) such that the

solution (ϕ(τ ; x, z, ε),ψ(τ ; x, z, ε)) of Eq.(5) with |z| ≤ δ∗ exists with respect to lRm×Dn
δ

for τ ∈ (τ−,∞) (cf. Claim 1).

Let ε∗ ∈ (0, ε∗∗] be such thatM
1
ε ⊂ lRm×Dn

δ∗ for |ε| < ε∗ and define for τ ∈ (τ−,∞), |ε| < ε∗
the map

P τ
ε : lRm×Dn

δ -
(

x
z

)

*−→
(

ϕ(τ ; x, z, ε)
ψ(τ ; x, z, ε)

)

∈ lRm×lRn .

For fixed τ define the set Ω := P τ
ε (M

1
ε ) ⊂ lRm×Dn

δ . The group property of the flow of

Eq.(5) and the invariance of M
1
ε under P τ∗

ε imply that

P τ∗

ε (Ω) = P τ∗

ε (P τ
ε (M

1
ε )) = P τ

ε (P
τ∗

ε (M
1
ε)) = P τ

ε (M
1
ε) = Ω .

Using the maximality property v) it follows that Ω = P τ
ε (M

1
ε ) ⊂ M

1
ε for τ ∈ (τ−,∞).

Since |s1(x, ε)| ≤ δ
2 for x ∈ lRm and since for τ ∈ (τ−, 0] we have |ϕ(τ) | ≤ |x| + εN |τ | <

|x| + εN |τ−| we conclude from “the global existence theorem for ODE’s” that τ− = −∞.
If ε∗ < ε∗∗ we redefine ε∗∗ as ε∗∗ := ε∗. ⊥
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ii) Attractivity: We again denote the solution (ϕ(τ ; x, z, ε), ψ(τ ; x, z, ε)) of Eq.(5) with
|z| ≤ δ by (ϕ(τ), ψ(τ)) for short and also write s1(x) instead of s1(x, ε). We want to
estimate |ψ(τ)− s1(ϕ(τ))|.

For τ > 0 arbitrary but fixed choose j ∈ lN0 such that j τ ∗ ≤ τ < (j + 1)τ ∗ and let
τj := j τ ∗, τj+1 := (j + 1)τ ∗. From Lemma 3 ii) we know that

|ψ(τj)− s1(ϕ(τj))| ≤ e−β∗τj | z − s1(x)| .(20)

Consider the solution (X(τ), Z(τ)) of Eq.(5) with X(τj) = ϕ(τj) and Z(τj) = s1(ϕ(τj)).

It lies in the invariant manifold M
1
ε for all τ , i.e., Z(τ) = s1(X(τ)) for all τ .

Our aim is to estimate

|ψ(τ)− s1(ϕ(τ)| ≤ |ψ(τ)− Z(τ)| + |Z(τ)− s1(ϕ(τ))|

≤ |ψ(τ)− Z(τ)| + |ϕ(τ)−X(τ)| .
(21)

Here we have used that s1 has Lipschitz constant λ < 1. The two solutions of Eq.(5)
satisfy the integral equations

ϕ(τ) = ϕ(τj) + ε

τ∫

τj

F (ϕ(σ),ψ(σ))dσ

, τ ∈ [τj , τj+1)
ψ(τ) = ψ(τj) +

τ∫

τj

G̃(ϕ(σ),ψ(σ), ε)dσ
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and

X(τ) = ϕ(τj) + ε

τ∫

τj

F (X(σ), Z(σ))dσ

, τ ∈ [τj , τj+1)
Z(τ) = Z(τj) +

τ∫

τj

G̃(X(σ), Z(σ), ε)dσ

where G̃(x, z, ε) := G(x, z)− ε s0x(x)F (x, z).

From this we obtain

|ϕ(τ)−X(τ)| ≤ εL1

τ∫

τj

[
|ϕ(σ)−X(σ)| + |ψ(σ)− Z(σ)|

]
dσ

|ψ(τ)− Z(τ)| ≤ |ψ(τj)− Z(τj)| + L2

τ∫

τj

[
|ϕ(σ)−X(σ)| + |ψ(σ)− Z(σ)|

]
dσ .

Adding the two inequalities we may apply Gronwall’s lemma and thus obtain

|ϕ(τ)−X(τ)| + |ψ(τ)− Z(τ)| ≤ |ψ(τj)− Z(τj)| e(L2+εL1)τ∗(22)

for τ ∈ [τj , τj+1).

Introducing this estimate into Eq.(21) we have

|ψ(τ)− s1(ϕ(τ))| ≤ |ψ(τj)− s1(ϕ(τj)) | e(L2+εL1)τ∗ .

Combining this estimate and the estimate (20) we have shown that there is K∗(τ ∗) such
that

|ψ(τ)− s1(ϕ(τ))| ≤ K∗ e−β∗τ |z − s1(x)| for τ ≥ 0 .(23) ⊥

iii) Asymptotic phase: We again consider the solution (ϕ(τ ; x, z, ε),ψ(τ ; x, z, ε)) of Eq.(5)
with |z| ≤ δ, take τ > 0 arbitrary but fixed and introduce j ∈ lN0 and τj := jτ ∗ such that

τj ≤ τ < τj+1. From Lemma 3 iii) we know that there is (x̃0, z̃0) ∈ M
1
ε such that

|ϕ(τj)− X̃(τj)| ≤ ε C̃ e−β∗τj |z − s1(x)|(24)

and
|ψ(τj)− Z̃(τj)| ≤ e−β∗τj |z − s1(x)|

where (X̃(τ), Z̃(τ)) is the solution of Eq.(5) with initial values X̃(0) = x̃0, Z̃(0) = z̃0 and
hence Z̃(τ) = s1(X̃(τ)) for all τ .
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We again use the solution (X(τ), Z(τ)) ∈ M
1
ε of Eq.(5) introduced in ii). We estimate

|ϕ(τ)− X̃(τ)| ≤ |ϕ(τ)−X(τ)| + |X(τ)− X̃(τ)|

|ψ(τ)− Z̃(τ)| ≤ |ψ(τ)− Z(τ)| + |Z(τ)− Z̃(τ)| .
(25)

Due to the results of ii) and since

|Z(τ)− Z̃(τ)| = |s1(X(τ))− s1(X̃(τ))| ≤ |X(τ)− X̃(τ)|

we only need an estimate for |X(τ)− X̃(τ)|.

From the integral equations of X(τ) and X̃(τ) we obtain

|X(τ)− X̃(τ)| ≤ |ϕ(τj)− X̃(τj)|+ 2 εL1

τ∫

τj

|X(σ)− X̃(σ)|dσ for τ ∈ [τj , τj+1) .

Hence, applying Gronwall’s lemma yields

|X(τ)− X̃(τ)| ≤ |ϕ(τj)− X̃(τj)| e2 εL1 τ∗ .

Now, combining this estimate and the estimates (22), (20) and (24) with Eq.(25) we have
shown that there is K̃(τ ∗) > 0 such that

|ϕ(τ)− X̃(τ)| ≤ K̃ e−β∗τ |z − s1(x)|
, τ ≥ 0 .

|ψ(τ)− Z̃(τ)| ≤ K̃ e−β∗τ |z − s1(x)| ⊥

v) Maximality: It holds that every solution (x(τ), z(τ)) of Eq.(5) satisfying |z(τ)| ≤ δ for

all τ ∈ lR lies in M
1
ε , i.e., z(τ) = s1(x(τ), ε) for all τ .

Proof: The set {(x(τ), z(τ)) | τ ∈ lR} ⊂ lRm×Dn
δ is invariant under the flow of Eq.(5).

Hence, the set {(x(j τ ∗), z(j τ ∗)) | j ∈ ZZ} ⊂ lRm×Dn
δ is an invariant set of the map Pε.

Lemma 3 v) implies that this set lies in M
1
ε and therefore (x(τ), z(τ)) lies in M

1
ε for τ ∈ lR

due to the invariance of M
1
ε under Eq.(5). ⊥

If (x(τ), z(τ)) is a solution of Eq.(5) then (x(τ), y(τ)) with y(τ) = s0(x(τ)) + z(τ) is a
solution of Eq.(4). Hence, defining

s(x, ε) := s0(x) + s1(x, ε)

completes the proof of Theorem 2.
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