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Abstract

Stochastic gradient descent (SGD) type optimization schemes are fundamental in-
gredients in a large number of machine learning based algorithms. In particular,
SGD type optimization schemes are frequently employed in applications involving
natural language processing, object and face recognition, fraud detection, computa-
tional advertisement, and numerical approximations of partial differential equations.
In mathematical convergence results for SGD type optimization schemes there are
usually two types of error criteria studied in the scientific literature, that is, the
error in the strong sense and the error with respect to the objective function. In
applications one is often not only interested in the size of the error with respect to
the objective function but also in the size of the error with respect to a test function
which is possibly different from the objective function. The analysis of the size of this
error is the subject of this article. In particular, the main result of this article proves
under suitable assumptions that the size of this error decays at the same speed as in
the special case where the test function coincides with the objective function.
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Chapter 1

Introduction

Stochastic gradient descent (SGD) type optimization schemes are fundamental ingre-
dients in a large number of machine learning based algorithms. In particular, SGD
type optimization schemes are frequently employed in applications involving natural
language processing (cf., e.g., [27,44,47,49,57,106]), object and face recognition (cf.,
e.g., [50,62,95,100, 104]), fraud detection (cf., e.g., [24,88]), computational adver-
tisement (cf., e.g., [103,110]), price formation (cf., e.g., [96]), portfolio hedging (cf.,
e.g., [21]), financial model calibration (cf., e.g., [6,71]), and numerical approxima-
tions of partial differential equations (PDEs) (cf., e.g., [8,9,39,40,45,46,74,77,97]).
In view of the success of the SGD type optimization schemes in the above sketched
applications, SGD type optimization schemes have also been intensively studied in
the scientific literature. In particular, we refer, e.g., to [14,18,89] for overview articles
on SGD type optimization schemes, we refer, e.g., to [13,15,29,30,32,36,37,58,64,65,
69,72,73,79,82,83,84,92,93,94,98,108,109,111] and the references mentioned therein
for the proposal and the derivation of SGD type optimization schemes, we refer, e.g.,
to [4,5, 16,19, 28,35, 51, 56, 67, 75, 78, 80, 81, 85, 86, 99, 107, 112] and the references
mentioned therein for numerical simulations for SGD type optimization schemes,
and we refer, e.g., to [7,10,11,12,26, 31, 33,43, 44,47,48,52, 62,66, 90,91, 107, 112]
and the references mentioned therein for applications involving neural networks
and SGD type optimization schemes. There are also a number of rigorous math-
ematical results on SGD type optimization schemes which aim to contribute to
an understanding toward the success and the limitations of SGD type optimiza-
tion schemes (cf., e.g., [35,53, 55,56, 63, 78,81, 85, 101] for mathematical results
in case of strongly convex objective functions, cf., e.g., [3,4,5,17,105] for mathe-
matical results in case of convex but possibly non-strongly convex objective func-
tions, and cf., e.g., [2,20,22,23,41,42,68, 70, 72] for mathematical results in case



of possibly non-convex objective functions). In mathematical convergence results
for SGD type optimization schemes there are usually two types of error criteria
studied in the scientific literature, that is, (I) the error in the strong sense (cf.,
e.g., [3,4,19,35,53,55,78,78]) and (II) the error with respect to the objective func-
tion (cf., e.g., [3,4,5,35,55,56,63,81,85,101,105]). More specifically, suppose that
the objective function f: R¢ — R which we intend to minimize by means of an SGD
type optimization scheme satisfies for all + € R? that f(x) = E[F(x,Z)], where
deN={1,2,3,...}, where Z: Q — S is a random variable on a probability space
(2, F,P) with values in a measurable space (S,S), and where F': R? x S — R is a
sufficiently regular function (cf., e.g., [34, Section 1], [53, Theorem 1.1], and [55, The-
orem 1.1]). Moreover, suppose that = € R? is a minimum point of the objective
function f: R? — R and suppose that ©: Ny x  — R? is the stochastic process
induced by the considered SGD type optimization scheme (cf. (1.5) in Theorem 1.0.1
below). Then in the case of (I) one is interested in the size of the strong L*-error
between the minimum point = and ©,, as n — oo and in the case of (II) one is
interested in the size of the error between the objective function f evaluated at the
minimum point = and the expectation of the objective function f evaluated at ©,, as
n — 00. In the case of (II) the error is in some sense weaker but in many situations
one can establish quicker convergence rates for (IT), namely, twice the convergence
rate in (I) (see, e.g., [55, items (ii) and (iii) in Theorem 1.1]). In applications one
is usually not only interested in the objective function f evaluated at the minimum
point = but also in some other functional evaluated at the minimum point = and the
analysis of the error corresponding to this approximation problem is the subject of
this article. More formally, the main contribution of this work is to study an error
criteria which is different from (I) and (II) and which essentially generalizes (IT),
that is, in this work we study the size of the error between (=) and E[¢)(0,)] as
n — oo for any sufficiently regular function 1: R? — R (in particular, including the
objective function f: R? — R as a special case). More specifically, the main result
of this article, Theorem 4.6.2 below, establishes that under suitable convexity type
assumptions the convergence rate of this error is the same convergence rate as in the
special case (II) where the sufficiently regular function 1: R? — R coincides with
the objective function f: R? — R. To illustrate the findings of Theorem 4.6.2 we
now present a special case of the main result of this article.

Theorem 1.0.1. Letd € N, £, Z € R¢, ¢ € (0,1), n,L,c € (0,00), ¥ € C*(R%, R),
let (S,8) be a measurable space, let (2, F,P) be a probability space, let F =
(F(0,5)0.5erixs: RYx S — R be (B(R?) ® S)/B(R)-measurable, let Z,: Q@ — S,
n € N, be i.i.d. random variables, assume for all s € S that (R? > 0 — F(0,s) €



R) € C3(R% R), assume for all 6,9 € R? that

E[|(VoF)(0, Z1)||2] < c[1+ [10]lza]”, (1

S nfse(o.00) SUPer_saa E[IF (6, Z0)] + | (35 F) (0 + w, Z0) || 8 ga )] < 000 (1.
(1

(1

(0 — 0, E[(VeF)(0, Z1)] = E[(VoF) (9, Z1)])pa > L||0 — 0|2,
ELE )0 2] |y + 55t 19000 oz < o

and |E[(VoF) (0, Z1)]|lre < ¢||0 —Z||ge, and let ©: Ng x Q — R satisfy for alln € N
that ©g = £ and
@n - @n—l - ﬁ(V@F)(@n_l, Zn) (15)

Then
(i) we have that {0 € RY: (E[F(0, Z,)] = infyepa E[F(9, Z1)])} = {Z} and
(ii) there exists C' € R such that for all n € N we have that

[(2) —E[(On)]] < Cn=. (1.6)

Theorem 1.0.1 is an immediate consequence of Corollary 5.2.1 below. Corol-
lary 5.2.1, in turn, follows from Theorem 4.6.2 which is the main result of this
article. We now introduce some of the notation which we have used in Theo-
rem 1.0.1 above and which we will use in the later part of this article. For ev-
ery d € N we denote by ||||gs : R? — [0,00) the standard norm on R, for every
d € N we denote by (-,-)pa: R x R — R the standard scalar product on R,
for every k,m,n € N we denote by L*)(R™ R") the set of all continuous k-linear
functions from R™ x R™ x ... x R™ = (R™)* to R", for every k,m,n € N we
denote by ||| o gm gy : L®(R™ R™) — [0,00) the function which satisfies for all

A e L®(R™ R") that

A(ug, ug, ... u
Al Lo @m ny = sup [ACur, g, . - ) || ’
wr sz, e\ {0} (|t ][Rem [w2][Rem -+ - [|uk || rem

(1.7)

for every m,n € N we denote by L(®(R™ R") the set given by LO(R™ R") =
R", and for every m,n € N we denote by ||-[| ;o gm gy : R" = [0,00) the function
which satisfies for all € R" that ||| o) gm gn) = H.’L"fRn Note that for all m,n €
N, A € L(R™ R") we have that L(R™,R") = LO(R™ R") and ||A|pgnrr) =
| All L) (g gy~ Let us also add a few further comments on some of the mathematical
objects appearing appearing in Theorem 1.0.1 above. In Theorem 1.0.1 above we
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intend to approximately solve the stochastic optimization problem in item (i) above.
More specifically, in Theorem 1.0.1 above we intend to weakly approximate the global
minimizer = € R of the function R? 3 6 — E[F (0, Z,)] € R, where F: RY x S —
R is a sufficiently regular function and where Z;: 2 — S is a random variable
on the probability space (€2, F,P) with values on the measurable space (S5,S). In
Theorem 1.0.1 above we intend to accomplish this by means of the stochastic gradient
descent process ©: Ny x  — R? defined recursively in (1.5). In (1.6) in item (ii) in
Theorem 1.0.1 above we establish that for every sufficiently regular function o: R? —
R and every arbitrarily small € € (0, 1) we have that the weak error |¢(Z) —E[(0,,)]|
converges with convergence rate 1 —e to 0 as n — 0o. The weak error analysis which
we use in our proof of Theorem 1.0.1 above is strongly based on employing first-order
Kolmogorov backward PDEs associated to ordinary differential equations (ODEs).
In that aspect our strategy of our proof of Theorem 1.0.1 is inspired by the weak error
analysis for numerical approximations of stochastic differential equations (SDEs). In
particular, the weak error analysis for numerical approximations of SDEs is often
based on employing second-order Kolmogorov PDEs associated to SDEs; see, e.g.,
Kloeden & Platen [60, Chapter 14], Ré8ler [87, Subsection 2.2.1], Miiller-Gronbach
& Ritter [76, Section 4] and the references mentioned therein for weak error analyses
for numerical approximations of SDEs.

The rest of this article is structured in the following way. As we mentioned earlier,
the weak error analysis which we use in our proof of Theorem 1.0.1 above is strongly
based on employing first-order Kolmogorov backward PDEs associated to ODEs. To
this end, we recall in Chapter 2 existence and regularity properties for solutions of
such first-order Kolmogorov backward PDEs. In Chapter 3 we use the analysis for
first-order Kolmogorov backward PDEs from Chapter 2 to study weak approximation
errors for stochastic approximation algorithms (SAAs) in the case of general learning
rates. In Chapter 4 we specialize the weak error analysis for SAAs in the case of
general learning rates from Chapter 3 to accomplish weak error estimates for SAAs
in the case of polynomially decaying learning rates. In Chapter 5 we apply the weak
error analysis results for SAAs from Chapter 4 to establish weak error estimates for
SGD optimization methods.



Chapter 2

Existence results for solutions of
first-order Kolmogorov backward

partial differential equations
(PDEs)

The weak error analysis which we use in our proof of Theorem 1.0.1 above is strongly
based on employing first-order Kolmogorov backward PDEs associated to ODEs. In
this chapter we present in Proposition 2.4.1 in Section 2.4 below an elementary ex-
istence result for solutions of such first-order Kolmogorov backward PDEs. In our
proof of Proposition 2.4.1 we use the well-known regularity result for solutions of
ODEs in Lemma 2.3.2 in Section 2.3 below and we use the elementary uniqueness
result for solutions of ODEs in Lemma 2.3.4 in Section 2.3 below. Our proof of
Lemma 2.3.4, in turn, employs the well-known result for continuous functions on
compact topological spaces in Lemma 2.2.2 in Section 2.2 below and the well-known
Gronwall integral inequality in Lemma 2.1.2 in Section 2.1 below. In addition, our
proof of Proposition 2.4.1 also uses the essentially well-known result on the possibil-
ity of interchanging derivatives and integrals in Lemma 2.2.6 in Section 2.2 below. A
slightly modified version of Lemma 2.2.6 can, e.g., be found in Durrett [38, Theorem
A.5.1]. In order to formulate the statement of Lemma 2.2.6 we employ the essen-
tially well-known measurability result for derivatives of sufficiently regular functions
in Corollary 2.2.5 in Section 2.2 below. Corollary 2.2.5 follows directly from the
elementary measurability results in Lemmas 2.2.1, 2.2.3, and 2.2.4 in Section 2.2
below. Moreover, in this chapter we present in Lemma 2.1.1 a well-known Gronwall-
type differential inequality, we present in Lemma 2.2.7 a direct generalization of the
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result on the possibility of interchanging derivatives and integrals in Lemma 2.2.6,
we present in Proposition 2.3.1 an essentially well-known existence and uniqueness
result for solutions of ODEs, and we present in Corollary 2.3.3 a direct generalization
of the regularity result for solutions of ODEs in Lemma 2.3.2. In Chapter 3 below
we employ Lemma 2.1.1, Lemma 2.1.2, Lemma 2.2.2, Corollary 2.2.5, Lemma 2.2.6,
Lemma 2.2.7, Proposition 2.3.1, Lemma 2.3.2, Corollary 2.3.3, and Proposition 2.4.1
to study weak approximation errors for SAAs.

2.1 Gronwall-type inequalities

Lemma 2.1.1. Lett € R, T € (t,00), b € C([t,T],R), f € C'([t,T),R) satisfy for
all s € [t,T] that f'(s) < b(s)f(s). Then we have for all s € [t,T] that

£(5) < F(t)exp ( /t “b(u) du) . (2.1)

Proof of Lemma 2.1.1. Throughout this proof let v: [t,T] — (0, 00) satisfy for all

s € [t,T] that )
v(s) = exp (/ b(u) du) (2.2)

~+

and let ¢: [t,T] — R satisfy for all s € [t,T] that
o) = 1. 23)

Observe that for all s € [t,T] we have that v/(s) = b(s)v(s). This implies that for all
s € [t,T] we have that

gl(s) - U(S)2
f’(S)U(S) ;(Sf)(;)b(S)U(S) (24)
b(s)f(s)v(s) = f(s)b(s)o(s) _
- v(s)? '
This assures that g is non-increasing. This reveals that for all s € [¢t, T it holds that
P s <90 =18 = 10 (2.5)

This establishes (2.1). The proof of Lemma 2.1.1 is thus completed. O
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Lemma 2.1.2. Let T € (0,00), a,b € [0,00), let f: [0,7] — [0,00) be B([0,T])/
B([0, 00))-measurable, and assume for all t € [0,T] that

/o |f(s)]ds < o0 and f(t)§a+b/0 f(s)ds. (2.6)

Then we have for all t € [0,T] that f(t) < aexp(bt).

Proof of Lemma 2.1.2. We claim that for all n € Ny, ¢t € [0,7T] we have that

() <a (z (b;,) ) 4 bt /Ot$f(s) ds. (2.7)

k=0

We now establish (2.7) by induction on n € Ny. The base case n = 0 is an immediate
consequence of (2.6). For the induction step Ny 3 n — n+ 1 € Ny assume that (2.7)
holds for a given n € Ny. Observe that the induction hypothesis and (2.6) ensure
that for all ¢t € [0, 7] we have that

f(t) <a (i (%)k) T prH /Ot(t;—f)nf(s) ds

k=0

bre n . (2.8)
<a Z(bt) —i—b"“/ Ukl a—l—b/ f(v)dv )ds
Moreover, note that for all ¢ € [0, 7] we have that
t t — )" 1 [—(t— n4+17s=t tn—f—l
/ (=) gy - L[==9" ) . (2.9)
o nl n! n+1 o (n+1)

Furthermore, observe that Tonelli’s theorem implies that for all ¢ € [0,7] we have

that
/t—s /f dvds—// (t = )" (0) Locoeecs) dv ds
—/ f(v)/(t—s) ds dv
/f { ;+)I+11::: "

. n+1
/ fv n+1 dv.

(2.10)
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Combining this, (2.8), and (2.9) establishes that for all ¢t € [0, 7] we have that
k n s
Sa(z H >—|—bn+1 (a—i—b/ f(v)dv)ds
=0 k! 0
n (bt) k) (bt)"* Lt —s)mt!
= — +a bn+2/ ——F——f(s)ds 2.11
(&% o i/ 21
n+1 ( t

- (kzo o >+b"+2/0 %f(s)d&

This proves (2.7) in the case n + 1. This finishes the proof of the induction step.
Induction hence establishes (2.7). Next observe that (2.7) implies that for all ¢ €
[0,T], n € Ny we have that

F(t) < aett 4+ b+ /t t=s)

0 n!

f(s)ds <ae” + b”“i—i /Ot f(s)ds. (2.12)

Moreover, note that (2.6) ensures that for all ¢ € [0,7] we have that

[
lim sup [b”“—/ f(s) ds} =0. (2.13)

n—00 n! 0
Combining this and (2.12) establishes that for all ¢ € [0,7] we have that f(¢) <
aexp(bt). The proof of Lemma 2.1.2 is thus completed. O

2.2 Sufficient conditions for interchanging deriva-
tives and integrals

Lemma 2.2.1. Let (S,S) be a measurable space, let (X,dx) be a compact metric
space, let (Y, dy) be a separable metric space, let C(X,Y) be the space of continuous
functions endowed with the topology of dy -uniform convergence, let f: X xS — Y be
a function, assume for all x € X that (S 2 s+— f(z,s) €Y) is S/B(Y)-measurable,
and assume for all s € S that (X 3 x — f(z,s) € Y) € C(X,Y). Then we have
that

(Sos—=(X2xw f(z,s) €eY) e C(X,Y)) (2.14)

is S/B(C(X,Y))-measurable.

Lemma 2.2.2. Let (X,X) be a compact topological space, let (M,d) be a metric
space, and let w € M, f € C(X,M). Then we have that

sup ({d(f(z),u) € R: z € X} U{0}) < oco. (2.15)
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Lemma 2.2.3. Let (X,|[|y) and (Y,||ly) be finite dimensional normed vector
spaces, let (S,S) be a measurable space, let F' = (F(x,5))@s)exxs: X xS =Y
be (B(X)®S)/B(Y)-measurable, and assume for all s € S that (X > x — F(z,s) €
Y) e CYX,Y). Then we have for all x € X that

(3 s (ZF)(z,s) € L(X,Y)) (2.16)
is S/B(L(X,Y))-measurable.

Proof of Lemma 2.2.3. Throughout this proof let V = C({w € X: |Jw||x < 1},Y),
let |||, : V = [0, 00) satisfy for all f € V that

1 fllv = suPpefwex: jujx <y 1 (R)lly (2.17)

(cf. Lemma 2.2.2), let ¢: C(X,Y) — V satisfy for all ¢ € C(X,Y") that
p)={we X: ||lw||x <1} 3 h— p(h)€Y), (2.18)

and let ¢o: {f € V: fis linear} — L(X,Y) satisfy for all A € {f € V: f is linear},
h € X\{0} that

W(AR) = [hlxA( ). (2.19)
Observe that the assumption that Vs € S: (X 2 2 — F(x,s) € Y) € CHX,Y)

implies that for all z € X, s € S, € € (0,00) there exists r € (0,00) such that for all
h € X\{0} with ||h||x < r we have that

|F(x+h,s)— F(z,s) — (%F)(ac, s)h|ly <e

Thlx (2.20)

This reveals that for all z € X, s € S, € € (0,00) there exists r € (0, 00) such that

|F(x+ h,s) = F(x,s) = (& F)(x,5)h|y
sup <e

(2.21)
he{weX: 0<||w| x <r} HhHX

This ensures that for all z € X, s € S, ¢ € (0,00) there exists r € (0, 00) such that
for all 6 € (0, 7] we have that

|F(x+ h,s) = F(x,s) = (£ F)(x,8)h|y
sup <e

(2.22)
he{weX : 0<||w|| x <6} HhHX
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This reveals that for all x € X, s € S it holds that

|F(x+h,s)— F(z,s) — (B%F)(;E, s)h|ly
Al x

lim sup sup
(0,00)57r—=0 he{weX : 0<||w||x <r}

] =0. (2.23)
This assures that for all x € X, s € S we have that

lim sup sup

|F(x +rh,s) — F(z,s) — (L F)(x, s)thy]

(0,00)57—0 he {weX : 0<|lw]x <1} 7R x
(2.24)
This reveals that for all z € X, s € S it holds that
lim sup sup ‘w — (£ F)(=, s)hH = 0. (2.25)
Y

(0,00)3r—0 he{we X : 0<||w|| x <1}

This and (2.17) demonstrate that for all x € X, s € S we have that

lim sup H({w eX:|ul|lx<1}>h— w €Y) - L((B%F)(a:,s))H
(0,00)3r—0 \%
= limsup sup

r Oz
(0,00)3r—0 he{weX : 0<||w|| x <1}

’M (2 F)(, s)hH — 0. (2.26)
Y

Next observe that Lemma 2.2.1 (with S = 5, S =8, X ={w € X: ||w||x < 1},
dx = (fw € X: [w|x <1} x{w € X: flwllx <1} 3 (y,2) = |ly — z[lx € [0,00)),
Y=Y,dy =Y XY > (y,2) = |ly—z2|ly €[0,00)), f=({w € X: |Jw||x <1} xS5>
(h,s) — F(x+rh,s) € Y) for x € X, r € (0,00) in the notation of Lemma 2.2.1)
implies that for all x € X, r € (0,00) we have that

(Sos—{weX: |w|x<1}>h— F(zx+rh,s)eY)eV) (2.27)
is §/B(V')-measurable. This and (2.26) prove that for all x € X we have that
(S35 o ((ZF)(z,s)) € V) (2.28)

is §/B(V)-measurable. Moreover, note that for all f,, € {f € V': f is linear}, n € N,
and all functions g: {w € X: |Jw||x <1} — Y with

lim sup sup [fn(R) = g(B)]ly =0 (2.29)

n—oo  he{weX: ||lw||x <1}

we have that
g€ {feV: fislinear}. (2.30)
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This ensures that
{f eV: fislinear} € B(V). (2.31)

Combining this, the fact that VA € L(X,Y): «(A) € {f € V: fis linear}, and
(2.28) proves that

(S35 ((ZF)(x,s)) € {f €V: fis linear}) (2.32)

is S/B({f € V: fislinear})-measurable. Furthermore, observe that for all A €
L(X,Y), z € X\{0} we have that

(AN = allx ((4) (525 ) = lellxA (2 ) = Az (2.33)

This implies that for all A € L(X,Y’) we have that

U((A)) = A (2.34)
Next note that for all fi, fo € {f € V': f is linear} we have that
[¥(f)h — ©(f2)hlly

[(f1) = (f)llexy)y = sup

heX\{0} 1Al x
o G A e
hex\{0} 1Al x

= SUDpefwex: [w|x<1} |1 = f2)(B)ly-
Combining this and (2.17) establishes that
Y e C({f € V: fis linear}, L(X,Y)). (2.36)
This, (2.31), (2.32), and (2.34) demonstrate that for all x € X we have that
(S35 (ZF)(z,s) € L(X,Y)) (2.37)
is S/B(L(X,Y))-measurable. The proof of Lemma 2.2.3 is thus completed. O

Lemma 2.2.4. Let (S,S) be a measurable space, let (X, dx) be a separable metric
space, let (Y, dy) be a metric space, let F': X x S —Y satisfy for alls € S, x € X
that (X sy — F(y,s) €Y) e C(X,Y) and (S 2w — F(z,w) € Y) is S/B(Y)-
measurable. Then F is (B(X)® S)/B(Y')-measurable.

Proof of Lemma 2.2.4. This is a direct consequence of, e.g., Aliprantis & Border |1,
Lemma 4.51]. The proof of Lemma 2.2.4 is thus completed. O
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Corollary 2.2.5. Let d,m,n € N, let (S,S) be a measurable space, let F =
(F(2,9))@s)erixs: RY xS — R™ be (B(RY) ®@ S)/B(R™)-measurable, and assume
for all s € S that (R? > z — F(z,s) € R™) € C"(RY,R™). Then we have for all
ke{l1,2,...,n}, x € RY that

(S 3 s (ZeF)(x,s) € LO(RLR™)) (2.38)
is S /B(L"¥) (R, R™))-measurable.

Proof of Corollary 2.2.5. This is a direct consequence of Lemma 2.2.3 and Lemma 2.2.4.
The proof of Corollary 2.2.5 is thus completed. O

Lemma 2.2.6. Let d,m,n € N, let (S,S,u) be a finite measure space, let F' =
(F(2,9))@s)erixs: REXS — R™ be (B(R?)®S)/B(R™)-measurable, let f: R — R™
be (n — 1)-times differentiable, assume for all s € S that (RY > x — F(x,s) € R™) €
C™"(RY,R™), and assume for all x € R that

TR N[ I P

d€(0,00) uE[ 5,6)4 (239)
+ () (@ + w2150 (o £6(d2) < 00
(cf. Corollary 2.2.5) and
£ @) = [ (EF) ) nlds). (2:40)
s
Then
(i) we have that f € C"(R* R™) and
(ii) we have for all z € R? that
F@) = [ P o) ) (2.41)

Proof of Lemma 2.2.6. Throughout this proof let fi, fa, ..., fm: R? — R satisfy for
all z € R? that

let F1, Fy,...,F,: RYx S — R satisfy for all z € R%, s € S that

F(z,s) = (Fi(z,s), Fy(z,s),..., Fn(z,s)), (2.43)
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let 6, € (0,00), € RY, satisfy for all x € R? that

sup [ EF) o+ 09 ey 5) < (241
vE[—62,62]4 J S
and let e; = (1,0,...,0), es = (0,1,0,...,0), ..., eg = (0,0,...,0,1) € R% Note

that, e.g., Coleman [25, pages 93-94, Section 4.5] assures that for all z € R?
Q1,09, ..., 1n € {1,2,...,d}, 7 €{1,2,...,m}, s € S we have that

(Gram e Fi) (@, 8) = (5 Fy) (@, 8) (eiy €4 - €4, (2.45)

This ensures that for all z € R?, iy,4y,...,4, € {1,2,...,d}, j € {1,2,...,m} we
have that

146,
sup /‘ 8%8% L)@+, )| u(ds)
VE[—85,02]¢

= sup / ((Z5F) (@ + v, 8) (e, €y, - - - ,ein)|1+6‘” p(ds) (2.46)

1404
< [s?pé /(H( Fy)(@ + v, 8)l| oo ey llen Irelles l[ra - - lleq lre) ™ p(ds)
ve

- o /H D+ 0,8 A(ds).

In addltlon, note that, e.g., Coleman [25, Proposition 4.6] and (2.43) demonstrate
that for all z € R%, s € S we have that

(g ) (2, 8) = (G F1)(2,9), (g Fo) (2,5, -+ (G Fra) (2, 9)) (2.47)
This reveals that for all z € RY, s € S, j € {1,2,...,m} it holds that

(2 F) (@, 8) (Y195, y)|

(2 F5) (@, 8) || oo ey = sup (2.48)
oo R eringoy  Nyallael[yalize - 9nlme
(2 F) (2, 8) (W1, Yo - - )l
S sup 9 = H(Bm"F)(‘raS)HL(")(Rd,Rm)‘
Y1,Y2,--,yn ERI\ {0} Hyl“Rd”yQHRd HynHRd

Combining this, (2.46), and (2.44) implies that for all z € R? iy,4y,...,4, €
{1,2,...,d}, j €{1,2,...,m} we have that

140z
s [ (g F)e v ™
i OFig -
VE[—84,02]¢

< o /H P 40,9 g 1(d5) < 0
VE[—8z,05]4 ’

(2.49)



20

Next observe that the assumption that Vs € S: (R? 3 y — F(y,s) € R™) €
C"(R4 R™) and the fundamental theorem of calculus imply that for all z € R?
Q1,09, ..., 1n € {1,2,...,d}, 7 €{1,2,...,m}, h € R we have that

on—1 gn—1
(axilazi2...8mn_l f9)<x + heln) - (axila%,‘,axin_l fj)<x>

:L(axilaxfzu.gxin Fy) (2 + hey,, s) p(ds) —/S(Wﬂ)(%é‘)u(d@

-1 1

- / (gaamg mamy F)(@ + heins 8) = (gam, cam F3) (@, 8) (ds)

-1 1

// 31118122 .0z, J)(I‘l’uein,s)duu(ds).
(2.50)

Moreover, note that Tonelli’s theorem, Holder’s inequality, and (2.49) prove that for
all x € RY, 4y, dg, ... i, € {1,2,...,d}, j € {1,2,...,m}, h € [-0,,0,] we have that

/ | 8@18@2 .0z, )(ZE + ue;,, s ‘ du,u dS)

/ ’ 8:1:1189012 .0z, )(ZE +uezn7 },M dS du

< ]h[ sup /‘ T Fy) (@ + v, 8)| pu(ds) (2.51)
[~2,62] neT

146, ﬁ 1
S |h| SU_p (/{ (9:2118%2 .0z, )(ZE+U S)’ [,L(dS)) : |,U(S)|(1 1+5x)

—62,02]4
116
146, +dx 1
= |h!< sup / |Gy o £) (2 - 0,9)) u(dS)) (9| < .

This, Fubini’s theorem, and (2.50) assure that for all x € R?, i1, 4s,...,4, € {1,2,...,d},
je{1,2,...,m}, h € [=,,0,] we have that

<—a%a£§ )@+ he,) — (Gt )(@)

n—

= [ [t P+ v ) s 252
/ /alea% . F;)(x + ue;,, s) p(ds) du.
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In addition, observe that, e.g., Klenke [59, Corollary 6.21] and (2.49) ensure that for
all v € RY 4y, iy, ..., 0, €{1,2,...,d}, 7 € {1,2,...,m} we have that

(83 s (52— Fj)(x+v,5) ER),v € [-8,,8,]", (2.53)

81177;1 8177;2 81‘1,”

is a uniformly integrable family of functions. This reveals that for all + € R
Q1,09, ... 0n € {1,2,...,d}, j € {1,2,...,m}, and all functions u = (ug)pen: N —
[—0,,0,]¢ it holds that

(S35 (52— Fj)(x+ups) €R), k€N, (2.54)

0wy 0%y ...0T4,

is a uniformly integrable sequence of functions. This and the Vitali convergence the-
orem (see, e.g., Klenke [59, Theorem 6.25]) assure that for all z € RY, iy, is,. .., i, €
{1,2,...,d}, 7 € {1,2,...,m}, and all functions v = (up)pen: N — [0, ,]? with
lim supy,_, ., ||uk||re = 0 we have that

limsup/S |(WFJ)($ + ug, s) — ((Wzﬁﬂ)(x, s)| u(ds) = 0. (2.55)

k—o0

This reveals that for all x € RY, dy,dy,...,i, € {1,2,...,d}, j € {1,2,...,m} it
holds that

lim sup/ I F T T e F}) (x4 vey,, 8) — (5o—5—5—F}) (2, 5)| u(ds) = 0. (2.56)

20 8112 8xm 837118901283:%

This implies that for all x € R? iy,4y,...,4, € {1,2,...,d}, 7 € {1,2,...,m},
€ (0,00) there exists § € (0,00) such that

Vo e (~4,6): /\ e )+ ves, . 5) — (g F) (. 5)| 1(ds) < 2.

(2.57)
Combining this and (2.52) ensures that for all z € R?, 4y,4y,...,4, € {1,2,...,d},
Jj€{1,2,...,m}, € € (0,00) there exists § € (0, 00) such that for all h € (—9,5)\{0}
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we have that
‘%((Wﬁ)(l’ +he;,) — (Wﬁ)(l’))
~ [ B ) )
' / /ax”a% o Fi) (@ + uei,, s) p(ds) du (2.58)

/ / 8:(:118:012 .0z, T e el )(x7 S) M(d‘g) du

B h / / } 82:118@2 Bz, F)(:L’ T UCiy, S) - (amlaﬁ:...axin Fj)(mv S)‘ N(ds) du <e.

This demonstrates that for all z € RY, iy,4y,...,4, € {1,2,...,d}, j € {1,2,...,m}
we have that

. 1 n—1 n—1
lim sup ‘_((axi 892 .0z _]%)(I + heln) - (axi 692 .0z f})(!ﬂ))
h—0 h 1 2 n—1 1 2 n
heR\{0} (2'59)

- /‘S<Bmilaxf:...8xinﬁ}>(x7s) ,u(ds) = 0.

This reveals that for all x € RY, 4y,dy,...,i, € {1,2,...,d}, j € {1,2,...,m} it
holds that

(Gt @) = [ gt ) lds). (2:60)

Next observe that (2.55) proves that for all z € R%, 4y,iy,...,i, € {1,2,...,d}, j €
{1,2,...,m}, and all functions u = (ug)ren: N — R? with limsup,_, . ||ug||ge = 0
we have that

112:1}13 /(WF)(CI%W,S)M(CZS) —L(%aﬁﬁﬂ-)(%@ pu(ds)
<hiri>8£p/| e e T (@ + s 8) — (o —5e Fi) (@, 5)| p(ds) = 0.
(2.61)

This reveals that for all iy,1s,...,4, € {1,2,...,d}, j € {1,2,...,m} it holds that

(Rd >z / mF)(x, s) u(ds) € R) € C(R%,R). (2.62)
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Combining this, (2.60) and, e.g., Coleman [25, Corollary 2.2] demonstrates that for all
r € RY iy iy, ... i, € {1,2,...,d}, 7 € {1,2,...,m} we have that f € C"(R? R™)
and

This establishes items (i)—(ii). The proof of Lemma 2.2.6 is thus completed. O

Lemma 2.2.7. Let d,m,n € N, let (S,S,u) be a finite measure space, let F' =
(F(2,9))@s)erixs: REXS — R™ be (B(R?)®S) /B(R™)-measurable, let f: R — R™
be a function, assume for all s € S that (R > x +— F(x,s) € R™) € C*(RY R™),
and assume for all x € R that

s /HF 2, a4 35 (25 F) @+ 1, DI gy 1(d2) < 00 (2.64)
€l— k=1

0€(0,00) 4,

(cf. Corollary 2.2.5) and

f(x) :/F(x,s)u(ds). (2.65)
S
Then
(i) we have that f € C"(R*, R™) and
(ii) we have for all k € {1,2,...,n}, v € R? that

fO(z) = / (25 F) (. 5) pu(ds). (2.66)

Proof of Lemma 2.2.7. This is a direct consequence of Lemma 2.2.6. The proof of
Lemma 2.2.7 is thus completed. O

2.3 Existence, uniqueness, and regularity results

for solutions of ordinary differential equations
(ODEs)

Proposition 2.3.1. Let d € N, L,T € [0,00), f € C([0,T] x R? R?) satisfy for all
te[0,7T], z,y € RY that

(8 x) = f(E y)llre < Ll — yllpa. (2.67)
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Then there exists a unique x € C({(s,t) € [0,T)?: s <t} x RY R?) which satisfies
for allz € R, s €(0,T], t € [s,T] that

X(s,t,x) = x+/ fu, x(s,u,z)) du. (2.68)

Proof of Proposition 2.3.1. Throughout this proof let ¢g: (=1,7 + 1) x R¢ — R¢
satisfy for all s € (—1,0), t € [0,T], u € (T, T + 1), x € R that g(s,x) = f(0,z),
g(t,x) = f(t,z), and g(u,z) = f(T,z). Note that the hypothesis that f € C([0,T] x
R? RY) and (2.67) imply that for all t € (=1,7 + 1), z,y € R? we have that g €
C((-1,T + 1) x R4 R?) and

lg(t;2) = g(t, y)llre < Lllz = y|[pa. (2.69)

This and, e.g., Teschl [102, Corollary 2.6] ensure that there exists a unique x: {(s,t) €
0,7]%: s < t} x R — R? which satisfies for all x € R s € [0,7T], t € [s,T] that
([s, 7] 2 u s x(s,u, ) € RY) € C([s,T],R?) and

X(s,t,x) =z + / g(u, x(s,u,x)) du = x + / fu, x(s,u,z)) du. (2.70)

Moreover, observe that, e.g., Teschl [102, Theorem 2.9] assures that y € C({(s,t) €
[0,7]%: s <t} x R R?). The proof of Proposition 2.3.1 is thus completed. O

Lemma 2.3.2. Letd,n € N, T € (0,00), f € C"(R%,R?) and let ” € C(|0,T],R?),
9 € R, satisfy for all ¥ € RY, t € [0,T)] that

07 = + /t f(07)ds. (2.71)
0

Then we have that ([0,T] x R? > (t,9) — 07 € RY) € C™([0, T] x R%, RY).

Proof of Lemma 2.3.2. This a direct consequence of, e.g., Coleman [25, Theorem
10.3]. The proof of Lemma 2.3.2 is thus completed. O

Corollary 2.3.3. Let d,n € N, f € C"(R4,R?) and let 07 € C([0,00),R%), ¥ € R,
satisfy for all 9 € R, t € [0,00) that

0V =+ /t £(67) ds. (2.72)
0

Then we have that ([0,00) x R? 3 (¢,9) — 67 € RY) € C™([0,00) x R4, RY).
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Proof of Corollary 2.5.5. This is a direct consequence of Lemma 2.3.2. The proof of
Corollary 2.3.3 is thus completed. [

Lemma 2.3.4. Let d € N, T € (0,00), ¥ € R¢, A € C([0,T], L(RY,RY)), let
y1,y2: [0, 7] — RY be B([0,T])/B(R?)-measurable, and assume for all t € [0,T],
i€ {1,2} that

/0 lyi(8)||ra ds < o0 and  yi(t) =17 —I—/O A(s)yi(s) ds. (2.73)

Then we have that y; = ys.

Proof of Lemma 2.3.4. First, note that (2.73) and the triangle inequality ensure that

AHMﬂ—Mﬂw%SAIM®MHWMﬂW%<w- (2.74)

Next observe that (2.73) and the triangle inequality for the Bochner integral prove
that for all ¢t € [0,7] we have that

/O A(5) (w1 (5) — ya(s)) ds

) = e = | .

< [ IAG) () = ) s .
0 2.75

t
S/HMﬁMmyMﬂﬁ—m®mM8
0
t
SHWMMMMWMWMJKMM$—W@MM&

Moreover, note that the fact that [0,7] is a compact set, the assumption that A €
C([0,T], L(R? R%)), and Lemma 2.2.2 establish that

sup ||A(v)| prarey < 00. (2.76)
ve[0,T

Combining (2.74), (2.75), and the Gronwall integral inequality in Lemma 2.1.2 hence
assures that for all ¢t € [0, 7] we have that

y1(t) = ya(t). (2.77)

The proof of Lemma 2.3.4 is thus completed. O]
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2.4 Existence results for solutions of first-order
Kolmogorov backward PDEs

Proposition 2.4.1. Let d € N, T € (0,00), ¥ € C*(R4L,R), f € CY (R, RY), let
0" = (67 )icpory € C([0,T),RY), 9 € R, satisfy for all ¥ € RY, t € [0,T] that

¢
07 =1 +/ f(07)ds, (2.78)
0
and let v = (u(t,9))@9epmxra: [0,T] x RT = R satisfy for all t € [0,T], ¥ € R?
that u(t,9) = ¥(6?). Then
(i) we have that u € C1([0,T] x RYR) and
([0,T] x R 3 (t,9) — 0] € RY) € C'([0,T] x R, R?), (2.79)
(ii) we have for all t € [0,T), ¥ € R? that f(6]) = (Z67)f(V), and
(i4i) we have for all t € [0,T], ¥ € R? that

Proof of Proposition 2./4.1. First, observe that Lemma 2.3.2, the assumption that
f € CY(R? R?), and the assumption that 1 € C*(RY R) establish item (i). Next let
ys: [0,T] — R 9 € RY, satisfy for all 9 € R?, ¢ € [0, 7] that

ya(t) = (£507)1(9), (2.81)
and let z9: [0, T] — RY, 9 € R4, satisfy for all ¥ € R?, ¢ € [0, 7] that
2(t) = f(67). (2.82)

Observe that the assumption that f € C'(R? R?) and (2.79) ensure that for all
¥ € RY we have that yy, 29 € C([0,T],R?). This and Lemma 2.2.2 prove that for all
¥ € R? we have that

T
/ 195 (s)[[ra + [1z0(8)[lre ds < T sup |lys(s)llza + T sup [|z9(s)||re < 00. (2.83)
0

s€[0,T) 5€[0,T)

Next note that the assumption that f € C1(R? R?) and (2.79) demonstrate that for
all ¥ € R? we have that
([0, 7] x RY 3 (t,h) — f'(0]T")(&6;") € LR, RY)) € C([0,T] x RY, L(RY, R?)).
(2.84)
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Lemma 2.2.2 hence assures that for all ¥ € R? we have that

sup —LF(O7 ) (5500 ) e ze) < 00 (2.85)
(s,h)€[0,T]x[—1,1]¢

This ensures that for all ¥ € R, ¢ € [0, 7] we have that

t
sup / 1767 (207 |2 g gy ds < 0. (2.56)
0

he[—1,1]4

Lemma 2.2.6 and (2.78) hence imply that for all ¥ € R?, ¢ € [0, T] we have that

267 = IdeJr/ F1(09)(Z67) ds. (2.87)

This reveals that for all ¥ € RY, ¢ € [0, T] it holds that

(260 1(0 / P07 (207)£(0) ds. (2.88)

This and (2.81) assure that for all 9 € RY, t € [0, T] we have that

wlt) = 1)+ [ F(07) o) d. (2.80)

Moreover, observe that the assumption that f € C1(R? R?) and (2.79) prove that
for all ¥ € R% ¢ € [0, 7] we have that

z9 € C([0,T],R%). (2.90)

The fundamental theorem of calculus hence demonstrates that for all ¥ € RY, t €
[0, T] we have that

29(t) = 2z9(0) —|—/0 25 (s) ds. (2.91)

Combining this and (2.78) ensures that for all ¥ € R, t € [0, 7] we have that

29 /f (09)f(6%) d (O)+/Otf’(9§)zﬁ(s) ds. (2.92)
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Furthermore, note that the assumption that f € C*(R% R%) and (2.79) imply that
for all ¥ € R? we have that

(10,772 s = f'(07) € L(R",RY)) € C([0,T], L(RY, R)). (2.93)

This, (2.89), (2.92), the fact that Vo € R%: 24(0) = f(¥9), (2.83), and Lemma 2.3.4
demonstrate that for all ¥ € R? ¢t € [0, 7] we have that

yolt) = 29 (t). (2.94)

Combining this with the chain rule and the assumption that V¢ € [0,7T], 9 €
Re: u(t,9) = (0Y) proves that for all ¥ € R? ¢ € [0,T] we have that
(zru)(t,0) = ¢'(0))(50)) = ¥/ (67) F(6)) = ¢/ (6] )29 (1)

=007 )ys(t) = ¥'(07) (5500 f () = (55u) (£, 9) £ (D).

This and (2.94) establish item (ii) and item (iii). The proof of Proposition 2.4.1 is
thus completed. O

(2.95)



Chapter 3

Weak error estimates for
stochastic approximation

algorithms (SAAs) in the case of
general learning rates

In this chapter we use the analysis for first-order Kolmogorov backward PDEs from
Chapter 2 above to study weak approximation errors for SAAs in the case of general
learning rates. In particular, we establish in Proposition 3.7.1 in Section 3.7 below
weak error estimates for SAAs in the case of general learning rates with mini-batches.
Our proof of Proposition 3.7.1 employs the well-known results on the possibility of
interchanging derivatives and expectations in Section 3.2 below, the essentially well-
known spatial regularity results for flows of certain deterministic ODEs in Section 3.3
below, the auxiliary intermediate results on upper bounds for second-order spatial
derivatives of certain deterministic flows in Section 3.4 below, the elementary tempo-
ral regularity result for SAAs in Lemma 3.5.1 in Section 3.5 below, and the auxiliary
intermediate results on a priori estimates for SAAs in Section 3.6 below. In Sec-
tion 3.9 below we combine Proposition 3.7.1 and the elementary auxiliary results on
upper bounds for integrals of certain exponentially decaying functions in Section 3.8
below to establish in Corollary 3.9.1 below weak error estimates for SAAs in the
case of polynomially decaying learning rates with mini-batches. In Setting 3.1.1 in
Section 3.1 below we present a mathematical framework for describing SAAs in the
case of general learning rates. In the results of this chapter we frequently employ
Setting 3.1.1.
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3.1 Mathematical description for SAAs in the case
of general learning rates

Setting 3.1.1. Let d € N, £ € R4, let (S,8) be a measurable space, let (Q, F,P)
be a probability space, let Z,: 2 — S, n € N, be i.i.d. random variables, for every
set A let #4 € NoU {oo} be the number of elements of A, let v: [0,00) — {A C
N: #4 < oo} satisfy for all t € [0,00) that 0 < #(scp: ys)20y < 00, let G =
(G(2,9)) @.5)erixs : RYx S — RY be (B(RY) ® S)/B(R?)-measurable, assume for all
s € S that (RY 2 z + G(z,s) € RY) € C*(RY,R?), assume for all x € R? that

max inf  sup E|||G(z, Z))||re + [|[(ZG)(z + u, Z1)|

1+6
7 < 00 3.1
i€{1,2} 6€(0,00) ye[—5,]¢ Oz ( )

L(“(Rd,Rd)

(cf. Corollary 2.2.5), let g: RT — R? satisfy for all x € RY that g(x) = E[G(x, Z,)],
let 67 = (67 )ic0.00) € C([0,00),RY), ¥ € R?, satisfy for all t € [0,00), ¥ € R? that

t
07 = +/ g(07) ds (3.2)
0
(cf. item (i) in Lemma 2.2.6), let [-]: [0,00) — [0, 00) satisfy for all t € [0,00) that

[t] = max{s € [0,t]: v(s) # 0}, (3.3)

and let © = (04(w))w)ci.c0)xa: [0,00) x @ — R? be the stochastic process with
continuous sample paths (w.c.s.p.) which satisfies for all t € (0,00) that ©¢g = & and

t—|t
@t = C'_‘)[[ﬂ] + ;y(l{[t]]]]z [Ene'y([[t]]) G(@[[t]], Zn> . (34)

3.2 Sufficient conditions for interchanging deriva-

tives and expectations
Lemma 3.2.1. Assume Setting 3.1.1. Then
(i) we have that g € C1 (R, RY) and
(ii) we have for all v € R? that ¢'(z) = E[(2G)(z, Z1)].

Proof of Lemma 3.2.1. This is a direct consequence of Lemma 2.2.6. The proof of
Lemma 3.2.1 is thus completed. [
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Lemma 3.2.2. Assume Setting 3.1.1, let n € N, assume for all s € S that (R? >
y+— G(y,s) € RY) € C*(RY, RY), and assume for all x € R that

max inf  sup ]E[H( O )z +u, Zl)HlLJ(Q‘f(

: < Q. 3.5
1€{1,2,...,n} §€(0,00) u€[—6,6]¢ Oz ( )

Re,R)
Then
(i) we have that g € C™(R% R?) and
(ii) we have for all v € R? that E[||(Z=G)(z, Z)| Lo (R gay] < o0 and
g(”)(x) = E[(%G)(x, Zl)} ) (3.6)

Proof of Lemma 3.2.2. Lemma 2.2.7 (with d = d, n = n, (5,S,n) = (Q,F,P),
F=@RxQ 5 (yw) — Gy, Z1(w)) € RY, f =g, k = n in the notation of
Lemma 2.2.7) establishes item (i) and item (ii). The proof of Lemma 3.2.2 is thus
completed. O

3.3 Spatial regularity results for flows of deter-
ministic ODEs

Lemma 3.3.1. Let d € N, L € R, T € (0,00), let g € C*(RY,R?) satisfy for all
z,y € R? that

(9(z) = 9(y), * — y)re < Lllz — yllza, (3.7)
and let 0° € C([0,T],RY), ¥ € R%, satisfy for all t € [0,T], ¥ € R? that

t
67 :19+/ g(6?) ds. (3.8)
0

Then we have for all z,y € RY, t € [0,T] that ||0F — 607 ||ga < || — yl|ge exp(Lt).

Proof of Lemma 3.3.1. Throughout this proof let E*Y = (E*¥(t))icjo.r) = (B )ico -
[0, 7] — [0,00), z,y € R4, satisfy for all 2,y € R?, ¢ € [0,T] that

EfY =167 — 67 [z (3.9)

Note that the assumption that g € C*(R?¢ R?), (3.8), and Lemma 2.3.2 ensure that
for all z € R? we have that 6° € C'([0,T],RY). This and (3.7) prove that for all
z,y € RY t € [0, T] we have that E*Y € C*([0,T],[0,00)) and

(E™)'(t) = 2(g(07) — 9(07), 07 — O] )ma < 2LI10F — 0} |[ga = 2LE}™. (3.10)
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The Gronwall differential inequality in Lemma 2.1.1 hence assures that for all z,y €
R%, t € [0, T] we have that

107 — 07 [17a = EF < Eg¥ e = ||z — yl[gae®". (3.11)
The proof of Lemma 3.3.1 is thus completed. O

Lemma 3.3.2. Let d € N, L € R, T € (0,00), g € CY(R%R?) and let §° €
C([0,T],RY), ¥ € R?, satisfy for all t € [0,T], x,y € R? that

t
0f =x +/ g(67) ds (3.12)
0

and |07 — 07 ||ge < ||z — yl||ra exp(Lt). Then we have for all x,y € R? that (9(z) —
9(y), x — y)ra < Lljz — y|3..

Proof of Lemma 3.5.2. Throughout this proof let E*¥ = (E%Y(t))cpom = (EY)iepo,n):
[0, 7] = [0,00), z,y € R%, satisfy for all z,y € R%, t € [0, T] that

EyY =167 — 67 |- (3.13)
Observe that for all x,y € R? h € (0, T] we have that
165 — 62130 — 1165 — 66llza 165 — Ghll5a — e — 3
h h
3.14
- ”m_y”%deth_ IIx—ylléde%O B ) e2Lh_62L~O ( )
< . ~ oyl |

Next note that the assumption that ¢ € C1(R? R%), (3.12), and Lemma 2.3.2 imply
that for all z € R? we have that 6* € C'([0,T],R?). This and (3.14) prove that for
all 7,y € R ¢ € [0,T] we have that E*¥ € C*([0,T],[0,00)) and

2
167 — Ohllza — 1165 — 65z

(E*¥Y(0) = lim

h—0 h
he(0,00)
(3.15)
) | @2Lh _ 210 )
< o=yl | lm | =20 -yl
he(0,00)
This reveals that for all z,y € R? it holds that
e —y, g(z) — :[291’—09, 67) — g(6Y ]

(@ —y,9(x) = g(y))ra = | 2007 — 07, 9(07) — 9(0/))ma| (3.16)

= (B")(0) < 2L||z — y||za.
The proof of Lemma 3.3.2 is thus completed. O
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Corollary 3.3.3. Let d € N, L € R, T € (0,0), g € C*R%RY) and let §° €
C([0,T],RY), ¥ € R%, satisfy for all t € [0,T], ¥ € R? that

t
07 :19~|—/ g(0?) ds. (3.17)
0

Then the following two statements are equivalent:
(i) It holds for all z,y € R that (g(z) — g(y), x — y)ra < L|jz — y||2a.
(i4) It holds for all z,y € R, t € [0,T] that ||0F — 07||re < ||z — y||re exp(Lt).

Proof of Corollary 3.3.3. Observe that Lemma 3.3.1 ensures that ((i) = (ii)). More-
over, note that Lemma 3.3.2 establishes that ((ii) = (i)). The proof of Corollary 3.3.3
is thus completed. [

Lemma 3.3.4. Assume Setting 3.1.1 and let L € R satisfy for all z,y € R? that
(9(2) = 9(y), 2 = ypa < Lllz — y|lga. (3.18)
Then
(i) we have that ([0,00) x R? 3 (t,9) — 07 € R?) € C'([0,00) x RY, R?) and
(i) we have for all ¥ € R?, t € [0,00) that ||(:Z607)||1ra e < exp(Lt).

Proof of Lemma 3.3.4. First, observe that Corollary 2.3.3 and Lemma 3.2.1 prove
item (i). Next note that item (i) and the triangle inequality imply that for all
¥ € RY t € [0,00) we have that

lim sup H T ‘
h—0
heR4\{0}

< lim sup [H” ( Hﬁ)h—
h—0
heRN\{0}

(919+h 9;9)

ot [0 = o)

]R

o
< hr;?jélp H T (Z67)h — |R (07 h —g7) ‘R + hmsup H Tolea (67 — 67y
heR4\{0} heRd\{o}

67+ — g?) ]Rd . (3.19)

Rd

= lim sup H
h—0
heR4\{0}

7]l
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This, (3.18), and Corollary 3.3.3 assure that for all ¥ € R¢, ¢ € [0,00) we have that

: 1 Lt
lim sup H”h”R (%67 hH <e
h—0

(3.20)
heR4\ {0}
This reveals that for all ¥ € RY, v € R?\{0}, t € [0, 00) it holds that
15507 Yolle = imsup || 355620l
AER\{0}
_ li 1 8919 AL < Lt (321)
= [0l Hiljélp 3 (5501) Mol e || ga = [0]ge €™
AeR\{0}
This establishes item (ii). The proof of Lemma 3.3.4 is thus completed. O

Lemma 3.3.5. Assume Setting 3.1.1. Then we have for all a,b € [0,00), ¥ € R?
s

that 6\°*) = 07,
Proof of Lemma 3.5.5. Throughout this proof let a,b € [0,00), ¥ € R¢ and let
e: [0,b] — R satisfy for all s € [0 b] that

= H9a+s 302)
Observe that the fact that (][0, b] St 0y, € RY) and ([0,0] 5t — (97@) € RY) are
continuous implies that there exists a non-empty convex compact set K C R? which
satisfies for all s € [0, b] that

919

a+s

(3.22)

Rd”

and 0% ¢ K. (3.23)
Moreover, note that Lemma 2.2.2 and Lemma 3.2.1 assure that

sup 19" (%) || L(ra,ray < 00 (3.24)
S

In the next step we observe that (3.2) proves that for all s € [0, b] we have that

6(5) = HeaJrs s

a+s S
— 19—1—/ 9(67) du — (93+/ g(6) du)
0 0 Rd

a+s a s
= 19+/ g(02) du — (19+/ 9(0?) du—l—/ g(@fﬁg))du)
0 0 0
a+s S
= / g(Q}Z)du—/ g(@l(fg))du
a 0
— [ 9t02.0) - 9(6)
0

(3.25)

R4

Rd

R4
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This, the triangle inequality for the Bochner integral, and the mean value inequality
demonstrate that for all s € [0, b] we have that

)% [ 1of02,2) - 000
< [ s 1o/ @laguono | 1621, - 0
0 zeK

= sup ' (0) sy [ elw)
zeK 0

du (3.26)

Rd

The Gronwall integral inequality in Lemma 2.1.2 and (3.24) hence assure that for all
s € [0, b] we have that

e(s) = 0. (3.27)
The proof of Lemma 3.3.5 is thus completed. n
Lemma 3.3.6. Assume Setting 3.1.1 and let L € (0,00) satisfy for all z,y € R?
that
(9(x) = g(y), 7 = Y)ra < —Lllz = y|Fa- (3.28)
Then

(i) we have that there exists a unique = € R? which satisfies that g(Z) = 0,

(i) we have for all t € [0,00) that 67 = =,
(iii) we have for all h € R, t € [0,00) that |05 — Z||ga < ||h||ga exp(—Lt), and
(iv) we have for all z € R? that lim sup,_, . ||0F — Z||ge = 0.

Proof of Lemma 3.3.6. First, observe that Lemma 3.2.1, Corollary 3.3.3, and (3.28)
imply that for all ¢ € [0,00), 2,y € R? we have that

167 — 07 llea < [l — yllpae™"". (3.29)

This and the Banach fixed point theorem demonstrate that there exists a unique
function : (0,00) — R which satisfies for all ¢ € (0, 00) that

0’ = B, (3.30)
Next we claim that for all n € N, ¢ € (0, 00) we have that

Bt = P (3.31)
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We establish this by induction on n € N. The base case n = 1 is clear. For the
induction step N 3 n — n+ 1 € N observe that Lemma 3.3.5 and the induction
hypothesis imply that for all ¢ € (0, 00) we have that
Bt
00 =00 =00 =00 = 0% = B = B (3.32)

(n+1)t nt+t nt nt T

This finishes the proof of the induction step. Induction hence establishes (3.31).
Observe that (3.31) implies that for all m,n € N, t € (0,00) we have that

By = Bpmy = Bt = Br. (3.33)

This reveals that for all t € QN (0, 0c0) it holds that
By = P (3.34)

This proves that for all t € QN (0, 00) we have that
0 =0 =B, = B (3.35)

Therefore, we obtain that for all t € [0, 00), n € N and all functions ¢ = (g )gen: N —
QN (0,00) with limsup,_,, |gx — t| = 0 we have that

00 = By. (3.36)

Moreover, observe that Corollary 2.3.3 and Lemma 3.2.1 assure that
([0,00) 3t = 0" € RY) € C'([0, 00), RY). (3.37)

Combining this and (3.36) proves that for all ¢ € [0,00) we have that
07 = 3. (3.38)

This, (3.2), and (3.37) ensure that for all ¢ € [0,00) we have that

0= 5(67) = 9(0") = 9(B1). (3.39)
Combining this and (3.28) implies that for all z € {y € R?: g(y) = 0} we have that
0= (0,2 — Bi)ra = {g(x) — g(B1),z = Bi)re < —Lllx = Biza. (3.40)

The assumption that L > 0 and (3.39) therefore prove item (i). Moreover, note that
(3.38) establishes item (ii). Corollary 3.3.3 hence demonstrates that for all h € R?
t € [0,00) we have that

107" — Billga = (107" — 6] ||ga < ||h||gae™ ™. (3.41)

This establishes item (iii). Next observe that item (iii) implies item (iv). The proof
of Lemma 3.3.6 is thus completed. O
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Lemma 3.3.7. Assume Setting 3.1.1, let L € R, v € C*(R%,R), and assume for all
z,y € R? that
(9(x) = g(y), x = y)pe < Lz = yl[7a. (3.42)
Then we have for all t € [0,00), z,y € R? that
[(0F) — 9 (07)] < sup{ [/ (N} + (1 = N0l Lray € R: A € [0,1]} (3.43)
|l = yl|ra exp(L2). '

Proof of Lemma 3.5.7. Throughout this proof let M: [0,00) x R? x R? — [0, o0]
satisfy for all t € [0,00), z,y € R? that
M{t,2,5) = sup 10O + (1= N ey € R A€ 0.1}, (340

Note that the fundamental theorem of calculus, Lemma 3.2.1, and Corollary 3.3.3
assure that for all ¢ € [0,00), z,y € R? we have that

(07 — (0)] = / WO + (1= N6 (67 — 0) d
/\Hm Qy 0 — 6Y)| d\
< [ 108 + 0 - e - o) 5
< [ 10007 + 0= 08 g 0F — O
0
< M(t, 2,910 — 0!|za < M(t, 2, 9)l|z — yllza exp(Lt).
The proof of Lemma 3.3.7 is thus completed. O

Lemma 3.3.8. Assume Setting 3.1.1, let ¢p € CH(R%R), T € (0,00), and let u =
(u(t,9)oyeprxra: [0,T] x R* — R satisfy for all t € [0,T], ¥ € R? that u(t,v) =
U(O7_y). Then

(i) we have that u € C'([0,T] x RY, R) and
(ii) we have for all t € [0,T], ¥ € R? that (Zu)(t,0) = —(Zu)(t,9)g(V).

Proof of Lemma 3.3.8. Throughout this proof let v: [0,T] x R? — R satisfy for all
t €[0,7], ¥ € R? that

v(t,9) = p(67). (3.46)
Note that combining Lemma 3.2.1 and item (i) in Proposition 2.4.1 proves item (i).
Next observe that item (iii) in Proposition 2.4.1 assures that for all ¢ € [0, 7], ¥ € R?

we have that
(50)(t,9) = (550)(t, 9)g(D). (3.47)
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This reveals that for all ¢ € [0,7], ¥ € R? it holds that

(Bu)(t.9) = —(G)(T — £,8) = ~(Z0)(T = 1. 9)g(8) = —(Zu)(LV)g(0). (3.48)
This establishes item (ii). The proof of Lemma 3.3.8 is thus completed. ]

Lemma 3.3.9. Assume Setting 3.1.1, let) € CL(RYR), T € (0,00), L € R, assume
for all z,y € R that

(9(z) — 9(y), 2 — y)gpe < Lz — y|[3a, (3.49)

and let u = (u(t,V))0)epmxre: [0,T] X R? — R satisfy for all t € [0,T], ¥ € R?
that u(t,9) = (0%_,). Then

i) we have that u € CY([0,T] x R4 R) and
(1)

(ii) we have for all t € [0,T], ¥ € R? that

1(55) (8 O qma gy < 10" (0| g y exn(L(T — t)). (3.50)

Proof of Lemma 3.3.9. First, note that item (i) in Lemma 3.3.8 proves item (i). Next
observe that item (ii) in Lemma 3.3.4 implies that for all ¢ € [0, 7], ¥ € R? we have
that

1(z5) (8 )l gy = 19 (07—) (5507—0) || gma )

< 19 (07— )| a2 (5507 | e ey (3.51)
< ||¢,(9§Z—t)||L(Rd7R)€L(T_t)-
This establishes item (ii). The proof of Lemma 3.3.9 is thus completed. O

3.4 Upper bounds for second-order spatial deriva-
tives of certain deterministic flows

Lemma 3.4.1. Letd € N, g € CY(RY,R%), L € R, and assume for all x,y € R that

(9(z) — g(y), 2 — y)ra < Lz — y||3a- (3.52)
Then we have for all z,v € R? that (¢'(v)z,z)ge < L|z|3a.
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Proof of Lemma 3.4.1. Throughout this proof let z,v € R%. Note that

1
lim sup H—(g(v +h)—g)—4gWh)|]| =0. (3.53)
hoo || |Allre R
heR4\{0}
This demonstrates that
1
lim sup ’—(g(v + Az) — g(v) — A\g'(v)x) = 0. (3.54)
A—=0 A Rd
AER\{0}
This reveals that
1
lim {—(g(v + A\x) — g(v))} =¢'(v)x. (3.55)
A—0 A
AeR\{0}
This and (3.52) assure that
(¢ (v)z, 7)pa (3.56)
1 1
_ < i, [ 3(at0+30) - )] > =t [ Jloto+ 30) = g(0), )
A—0 A A—0 A
AER\{0} rd  AER\{0}
1 1
= lim | —(g(v+ \z) — g(v), \)ga | < limsup | — L || \z|[2a| = Ll|z|2e.
A—0 A2 A—0 A2
AER\{0} AER\{0}
The proof of Lemma 3.4.1 is thus completed. ]

Lemma 3.4.2. Let t,L € R, T € (t,0©), d € N, b € C([t,T],R?), let A €
C([t, T], L(RY,R?)) satisfy for all s € [t,T], u € R? that

(A(s)u, uhpa < L ullza (3.57)
and let yy,y» € CH([t, T],RY) satisfy for all i € {1,2}, s € [t,T] that
yi(t) =0 and  (y;)'(s) = A(s)yi(s) + b(s). (3.58)
Then we have that y; = ys.

Proof of Lemma 3.4.2. Throughout this proof let ¢ € C'([¢t,T],R) satisfy for all
s € [t,T] that
2
p(s) = llyr(s) = y2(s)llga - (3.59)
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Observe that (3.59), (3.58), and (3.57) imply that for all s € [t,T] we have that
2(5) = 201 (5) — 92(5), (1) (5) — (32 (5))s
= 2(y1(s) — y2(s), A(s)(y1(s) — y2(s)))ra (3.60)
< 2L [|yi(s) — y2(s) e = 2Lep(s).

This and the Gronwall differential inequality in Lemma 2.1.1 prove that for all s €
[t, T| we have that

p(s) < p(t)e? 7. (3.61)
This and (3.58) assure that for all s € [t,T] we have that ¢(s) = 0. The proof of
Lemma 3.4.2 is thus completed. [

Lemma 3.4.3. Assume Setting 3.1.1. Then
(i) we have that g € C?(R%,RY),
(i1) we have that
([0,00) x RY 5 (¢,9) — 6] € RY) € C*([0,00) x R, RY), (3.62)

(iii) we have for all ¥ € R that
([0,00) 3 t = 2,67 € LO(RLRY)) € C'([0,00), LP(RY,RY),  (3.63)

and

i) we have for all t € [0,00), ¥ € RY that
(iv)

2(200) = Za(9(0)). (3.64)

Proof of Lemma 3.4.3. First, note that Lemma 3.2.2 proves item (i). This and Corol-

lary 2.3.3 demonstrate item (ii). Next observe that for all ¢ € [0, 00), ¥ € R? we have
that

207 = 9(07). (3.65)

This, item (i), and item (ii) ensure that
([0,00) x RY 3 (t,9) — 26, € RY) € C*([0,00) x R, RY). (3.66)
This reveals that

([0,00) x R 3 (£,9) 8192( 207) € LORLRY))

e C([0,00) x R% L (R RY)). (3.67)
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Schwarz’s theorem (cf., e.g., Kénigsberger [61, Section 2.3]) hence proves that for all
t € [0,00), ¥ € R? we have that

o7 (507) = 5 (5700) = 35 (ovmn®h) = ooar (350 (3.68)

This and (3.67) assure that

(10,00) x R 3 (¢, 9) — Cwat( 207) € LA(RYRY)

€ ([0, 00) x R, L (RY, RY)). (3.69)

Schwarz’s theorem (cf., e.g., Konlgsberger [61, Section 2.3]) therefore implies that

for all t € [0,00), ¥ € R? we have that 8?819( 1949;9) exists and
avaw (5000 = ooai (3300)- (3.70)
This and (3.68) establish item (iii) and that for all ¢ € [0,00), ¥ € R? we have that
2

o7 (500) = ora (a500) = 5 (3207, (3.71)
Combining this with (3.65) establishes item (iv). The proof of Lemma 3.4.3 is thus
completed. O
Lemma 3.4.4. Assume Setting 3.1.1, let T' € (0,00), L € R, and assume for all
z,y € R? that

(9(2) = 9(y), 2 = ypa < Lllz = |- (3.72)
Then

(i) we have that g € C?(R%, RY),
(ii) we have that ([0,00) x R? 3 (¢,9) — 6 € R?) € C?([0,00) x RY RY),

(i4i) we have that there exist unique x° € C({(s,t) € [0,T]*: s < t} x RYRY),
9 € RY, which satisfy for all ¥ € RY, s € [0,T], t € [s,T], x € R that

t
V(sta) = + / 7(07) X (5, u, 7) du, (3.73)
and

(iv) we have for all t € [0,T], 9,v,w € R? that

Gt o0) = [ (st O (G000 (o) b (374)
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Proof of Lemma 3.4.4. First, observe that Lemma 3.4.3 proves item (i) and item (ii).
Next note that item (i), item (ii), the fact that the set [0,7] C R is compact, and
Lemma 2.2.2 assure that there exists c¢: RY — (0, 00) which satisfies for all ¥ € R?,
t € [0, 7] that

||g/(6)f>||L(Rd,Rd) < ¢y. (3.75)

This proves that for all ¥ € RY, 2,y € RY, s € [0, T we have that
Ig'(6)x — g'(0)yllra < collz — yllga. (3.76)

Proposition 2.3.1 hence ensures that there exist unique x? € C({(s,t) € [0,T]*: s <
t} x R4, RY), 9 € R which satisfy for all 9 € RY, s € [0,T], t € [s,T], x € R that

t
(s, t,x) =x +/ g0 X (s,u, ) du. (3.77)

This proves item (iii). In the next step let ¥, v, w € R%, let A € C([0,T], L(R?, R?))
satisfy for all ¢ € [0, 7] that
A(t) = g'(07), (3.78)

let b € C([0,T], RY) satisfy for all ¢ € [0, 7] that
b(t) = g"(0)) (5507 v, (5500 Jw), (3.79)
let y € C1([0,T], R?) satisfy for all ¢ € [0, 7] that
y(t) = (507 (v, w) (3.80)

(cf. Lemma 3.4.3), and let z € C1([0, T], R%) satisfy for all ¢ € [0, 7] that

t
2(t) :/ X" (s,t,b(s)) ds. (3.81)

0

Note that (3.80) and (3.2) imply that

y(0) = (£00) (v, w) = () (v, w) = 0. (3.82)

Moreover, observe that (3.80), Lemma 3.4.3, and the chain rule ensure that for all
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t € [0,T] we have that

y'(t) =
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In addition, note that (3.81) assures that
2(0) = 0. (3.84)

In the next step we combine (3.81), (3.78), and (3.77) to obtain that for all ¢ € [0, T
we have that
t

) =xBL00) + [ AN (51,0(5)) do (3.85)

=b(t) + A(t)z(t) = A(t)z(t) + b(t).
Furthermore, observe that Lemma 3.4.1 and (3.72) imply that for all ¢ € [0,7],

u € R? we have that
(A(t)u, u)ga < Ll|ullfa- (3.86)

Combining this, (3.82)—(3.85), and Lemma 3.4.2 demonstrates that for all ¢ € [0, 7T]]
we have that

y(t) = z(t). (3.87)

This establishes item (iv). The proof of Lemma 3.4.4 is thus completed. O

Lemma 3.4.5. Letd € N, a,L € R, b € (a,00), let f € C([a,b] x RY,RY) satisfy for
all z,y € R, s € [a,b] that

<f(57$) - f(sa y)>$ - y>Rd < LH.’L’ - y“%&da (388)

and let x7. € C([t,b],R?), x € RY, t € [a,b], satisfy for allt € [a,b], x € RY, s € [t, D]
that

t
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Then we have for all x,y € RY, t € [a,b], s € [t,b] that
IxF s = xtsllre < [l = yllgae™t0. (3.90)

Proof of Lemma 3.4.5. Throughout this proof let ¢ € [a,b], x,y € R, let E: [t,b] —
R satisfy for all s € [t,b] that

E(s) = lIxts = Xtsllga (3.91)
Note that (3.91), (3.89), and (3.88) assure that for all s € [t,b] we have that
El(s) = 2<f<87 Xf,s) - f(sa X?,s)?Xf,s - XZS)Rd < QLHXZC,S - X?,SH]?M = 2LE<S) (392)

The Gronwall differential inequality in Lemma 2.1.1 hence implies that for all s € [t, b]
we have that

IxXEs = Xtsllrae = [E()['? < [E@)]2eM 070 = |l — y||pae™ 0. (3.93)
The proof of Lemma 3.4.5 is thus completed. O]
Lemma 3.4.6. Assume Setting 3.1.1, let T € (0,00), L € R, and assume for all
x,y € R that
(9(x) = 9(y), 2 — y)re < Lllz = ylfa. (3.94)
Then

(i) we have that g € C?(R%,RY),
(i) we have that ([0,00) x R? > (t,9) — 0 € R?) € C*([0,00) x RY, R?), and
(iii) we have for all ¥ € R, t € [0,T) that

t
||%03HL(2)(R‘1,R‘1) S /0 eXp(L(t + S)) Hg”(9§>||L(2)(Rd,Rd) ds. (395)

Proof of Lemma 3.4.6. First, observe that Lemma 3.4.4 proves item (i) and item (ii).
Next let 9, v,w € R let A: [0,T] — L(R4, R?) satisfy for all ¢ € [0, 7] that

At) = g'(67), (3.96)
let b: [0, 7] — R? satisfy for all ¢ € [0, 7] that

b(t) = g"(0)) (550 v, (5507 w), (3.97)
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and let x € C({(s,t) € [0,T]?: s < t} x R R?) satisfy for all s € [0,7T], t € [s,T],
r € R? that

xstac—x—i—/A X(s,u,x) du (3.98)

(cf. Lemma 3.4.4). Note that Lemma 3.4.1 implies that for all z,y € R, ¢ € [0, 7]
we have that

(A(t)r — A(t)y, = — y)ra < Ll — ylga. (3.99)

Furthermore, observe that item (iii) in Lemma 3.4.4 assures that for all s € [0, 77,
t € [s,T] we have that
X(5,1,0) = 0. (3.100)

Combining this, (3.99), (3.98), and Lemma 3.4.5 proves that for all s € [0,7T], t €
[s, T| we have that

Ix(s,t,b(s))llre = [Ix(s,,0(s)) — O]
= HX(S?tv b(S)) - X(Sv t? O)HRd S eL(t_S)Hb(S>HRd'

This, Lemma 3.4.4, and the triangle inequality for the Bochner integral ensure that
for all ¢t € [0, 7] we have that

150000l = | [ 3t @ (G000, (1)) |

= ‘/ X(s,t,b(s
0
t
< [ b s
0

Next observe that for all s € [0,T] we have that

Hb( ”Rd = Hg” 019 (3199;9) (3790;9 ||Rd

(3.101)

/Hxstb HRdds (3.102)

o (3.103)
< 1I1(3502)vllrall (5582 )wlizallg” (0| o (-
Lemma 3.3.4 hence implies that for all s € [0, 7] we have that
16()llga < [1llga lewllga llg” (03] o et ey e (3.104)
Combining this and (3.102) proves that for all ¢ € [0, 7] we have that
t
(25 07) (v, w) s < [[0]ga ”wHRd/ "2 g" (07 Lo (et ey ds
0 (3.105)

t
= Jlollge [l / L) g7 (67| o ) .
0
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This establishes item (iii). The proof of Lemma 3.4.6 is thus completed. O

3.5 Temporal regularity results for SAAs in the
case of general learning rates

Lemma 3.5.1. Assume Setting 3.1.1 and let T € (0,00). Then

(i) we have for allw € Q, t € [0,T) with v(t) = 0 that [0,T] > u + O,(w) € R? is
differentiable at t and

(ii) we have for allw € Q, t € [0,T) with v(t) = 0 that
%@t(w) = m Zjefy([[t}]) G(Op(w), Zj(w))|- (3.106)

Proof of Lemma 3.5.1. Combining the assumption that
Vit e [07 OO>: 0< #{SE[O,t]: y(s)£0} < OO (3107)

with (3.4) establishes item (i) and item (ii). The proof of Lemma 3.5.1 is thus
completed. O

3.6 A priori estimates for SAAs in the case of gen-
eral learning rates

Lemma 3.6.1. Letn € N, p € {0} U[l,00), x1,29,...,2, € R. Then we have that

n p

>

=1

< [znjl |xi|p} . (3.108)

Proof of Lemma 3.6.1. Throughout this proof assume w.l.o.g. that p > 1. Observe
that the triangle inequality and Hoélder’s inequality imply that

s

=1

1 1
! " (3.109)

p—1
= n pr

n
>
=1

n n n
<D fml < 2 |zl 2 |l
i=1 i=1 i=1

This establishes (3.108). The proof of Lemma 3.6.1 is thus completed. O
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Lemma 3.6.2. Assume Setting 3.1.1, assume for all v,w € [0,00) with v # w that
Y(v) Ny(w) =0, and let ¢ € [0,00), p € [1,00), m € R satisfy for all z € R? that

E[IG (. Z0) 5] < (1 + a2, (3.110)
Then we have for all t € [0,00) that
E|ll 7 Zeriy GO i)l < (1 +E[I013]): (3.111)

Proof of Lemma 3.6.2. Throughout this proof let ¢t € [0,00), j € ¥([t]). Note that
Lemma 3.6.1 and the triangle inequality assure that

E [Hm 2 e GO Z5) Hﬁd]
WE[(ZJ@(M) 1G (O, Zj)HRd)p]

< B P e 16O, 20 ]
- %E[ijﬂtﬂ) IG (O, Zj)llf{gd].

Moreover, observe that combining the assumption that Z;, j € N, are i.i.d. random
variables, the assumption that V (v,w) € {(a,b) € [0,00)*: a # b}: y(v) Nvy(w) = 0,
and (3.4) proves that for all j € v([t]) we have that Z; and ©Op; are independent.
This, (3.112), the assumption that j € y([t]), and the assumption that Z;, j € N,
are i.i.d. random variables ensure that

P

)

E H > ievq GO Z5)
< o Lien EIG(Op, Z) k]
— E[|G(O. 2]

/ 1G(O1(w), Z(w)) |2 P(dew)

/ / 1G(O(w), 2 (@)L P(d) P(deo).

Combining this and (3.110) demonstrates that

p m
[ 7 Siein GO 20|[,] < [ 1+ 10w I Pl
=E[c(1+ O zd)]
= c(1+E[||Og]|z#])-
This establishes (3.111). The proof of Lemma 3.6.2 is thus completed. O

IN

(3.112)

_1
F([eD)

(3.113)

_1
F([eD)
(3.114)
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Lemma 3.6.3. Assume Setting 3.1.1, assume for all v,w € [0,00) with v # w that
y(v) Ny(w) =0, let p € [1,00), and assume that

E[|G(, Z1)ll5]
:;151 ( it HZ’HRd}p > < o0. (3.115)

Then we have for all t € [0,00) that
E[l0mll] < oo (3.116)

Proof of Lemma 3.6.3. Throughout this prooflet t: Ny — [0, 00) be a non-decreasing
function which satisfies that

{t €0,00): y(t) # 0} = {t,,: n € Ny} (3.117)

Observe that (3.115) implies that there exists ¢ € [0, co) which satisfies for all € R?
that
E[|IGla, 1) 5] < o1+ ol2). (3.118)

Next note that the assumption that V¢ € [0,00): 0 < #{(sc(o4: v(s)20} assures that
to = 0. This and the assumption that ©y = £ imply that

E[|©4 %] = E[I00]2.] = 6] < . (3.119)

Furthermore, observe that the Minkowski inequality and (3.4) ensure that for all
n € Ny we have that

1/p

1/ n 42
(100 5] = [E[I0, + S22 5 ) GlOy,, Z)) 2]

[H#Wn) ZJG’Y (tn) th’ ” }

This, (3.118), and Lemma 3.6.2 prove that for all n € Ny we have that

(3.120)

< B[00 ][ + (tosr — t)

BI04 115" < [E[106 ] + (b1 = )] (1 + B[4 [15:])] 7. (3.121)
Induction and (3.119) therefore assure that for all n € Ny we have that
E[[©4, 5] < oo (3.122)

This establishes (3.116). The proof of Lemma 3.6.3 is thus completed. O
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Corollary 3.6.4. Assume Setting 3.1.1, assume for all v,w € [0,00) with v # w
that y(v) Ny(w) =0, and let p € [1,00), ¢ € [0,00) satisfy for all x € R? that

E[IG (e, Z0)[%] < e(1+ 212 (3.123)
Then
(1) we have for allt € [0,00) that
E[101]2,] < 2 et — [ + 2711 +cft — FPE[IOu L] (3124)
and
(ii) we have for all T € [0, 00) that

sup E[]|6,]8.] < . (3.125)
t€[0,T)

Proof of Corollary 3.6.4. First, note that (3.4) and the Minkowski inequality imply
that for all ¢ € [0, 00) we have that

/
‘E[H@tﬂid”lp [H@ ([[[[i}]]]zzjew([[t]]) (O, Z; H]

1/
< [E[IOp ] [ + ¢ = ID|E[l5= Sienqy GO Z) ]
Lemma 3.6.2 and (3.123) hence prove that for all ¢ € [0, 00) we have that
1 1 1
(€] < [E[100] " + (¢ = D |c(l + E[OglR])|*. (3.127)
Lemma 3.6.1 therefore demonstrates that for all ¢ € [0, 00) we have that
E[l1©lfa] < 2" B[O llga] + (¢ — [DP2" " e(1 + E[1O4]lza])
=2t — )" + 22 (L + et — [ED")E (1O 1] -

This proves item (i). Next note that (3.128) ensures that for all T € [0, 00) we have
that

L, (3.126)

(3.128)

sup E[[|©][2,] < 2°7'eT? 4+ 271 (1 + ¢T7) sup E[||Op|2.]. (3.129)
te[0,T] t€(0,71]

The assumption that V71" € [0,00): 0 < #scjo,1]: v(s)203y < 00 and Lemma 3.6.3 hence
imply that for all 7' € [0, 00) we have that

sup E[[|6,]h.] < oc. (3.130)

t€[0,T]

This establishes item (ii). The proof of Corollary 3.6.4 is thus completed. O
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Lemma 3.6.5. Assume Setting 5.1.1, assume that #c(0,00): )20y = 00, and let
p € [1,00). Then the following two statements are equivalent:

(i) It holds that

sup E[[|©2,] < oc. (3.131)
t€[0,00)
(i1) It holds that
sup E[[|©p]h.] < oco. (3.132)
te[0,00)

Proof of Lemma 3.6.5. Throughout this proof let [-]: [0, 00) — [0, 0o] satisfy for all
t €0, 00) that

[t] = inf ({s € (t,00): v(s) # 0} U {oc}). (3.133)
Note that it is clear that ((i) = (ii)). Next we prove that ((ii)) = (i)). Observe
that the assumption that V¢ € [0,00): #(scfo,: 4(s)20y < 00 and the assumption that
#(te(0,00): v(1)20) = 00 assure that for all ¢ € [0,00) we have that

1] < oo. (3.134)
This and (3.4) prove that for all ¢ € [0, 00) we have that
O = Op + ([t] = [t o Xjerny GO Z))- (3.135)

Combining this and (3.4) ensures that for all ¢ € [0,00) we have that

(]t t-[1]
BECM R [[t]]@

= O + ﬂ (O + (1] = D) g Xsenqa) GO Z5)
- 1|t—]-| [[i]]@[[t]] + ﬂ [[t]]@[[t]] + (=t ]])# D Zjefy([[t]]) G(@[tﬂa Z;)
= O + (t = [ g e GO, Z5) = O
This and the triangle inequality imply that for all ¢ € [0, c0) we have that
1©¢]lre < (O llra + 1O [ a- (3.137)

Lemma 3.6.1 therefore demonstrates that
sup E[[|Oy]5a] < S[up)E[(“@[[t]]HRd + (1O ga)"]

te[0,00)

(3.136)

< 27" sup E[||Opl[2 + 1O ]|h4] (3.138)

te[0,00)

<27 sup [||@[[t]]H%d]
te[0,00)

This reveals that ((ii) = (i)). The proof of Lemma 3.6.5 is thus completed. O
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3.7 Weak error estimates for SAAs in the case of
general learning rates with mini-batches

Proposition 3.7.1. Assume Setting 3.1.1, assume for all v,w € [0, 00) with v # w
that y(v) Ny(w) = 0, let p € C*(R4,R), L € (0,00), assume for all y,z € RY that

(9(y) = 9(2),y — 2)re < =Ly — 2[za, (3.139)

assume that

" (E[!\G(x,zl 12.] | LG @ Z0]1| g oy
sert \ - [L+ [l2ra]” [+ ]

+||¢/($>||L(Rd,m)> < 00, (3.140)

and let Q: [0,00) x Q — R? be the stochastic process which satisfies for all t € [0, 00)

that
Qr = [Zje’y([[t]]) G(@[[t]sz)]- (3.141)

_1
#([eD)
Then

(i) we have that g € C*(R?4, RY),

1) we nave a ere exrists a unique = € wnicn satisjies a
i have that th st ique = € R? which sati that

limsup ||¢¢ — Z||ga = 0, (3.142)

t—o00

and

(111) we have for all T € (0,00) that

E[(©r)] - v(E)| < sup E[HQS—Q(@[[s}])HRd 1@l

s,0€[0,T]

1
(/ eXp( —S Hw// )\@—l—l )\ells]] HL(2>(RdR) (3143)
0

O +H1-Ne

T—s
+ [/ (07 ) ||L(Rd,R)/O exp(—Lu)||g" wmﬁ(l Ae[[s HL<2> (RY,Rd) dud)\)
T
+W(@?;)!!L(M)Hg'(@»@vuw} [ et - o [y a

+ sup {W(Aeg + (1 =N geg ER: AE, 1]}||§ — E||ge exp(—LT).
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Proof of Proposition 3.7.1. Throughout this proof let T € (0, 00), let E C [0,7] be
the set given by
E={te[0,T]: ~v(t) £ 0} U{T}, (3.144)

let u = (u(t,V))r0)eprxre € C([0,T] x R% R) satisfy for all ¢ € [0,T], ¥ € R? that
ult, 9) = ¢ (07_,), (3.145)

let u1o = (u1,0(t,9))@oeprxre € C([0,T] x R L(R,R)) satisfy for all t € [0,T],
¥ € R? that
uo(t,¥) = (Zu)(t,9) (3.146)

(cf. item (i) in Lemma 3.3.8), let upy = (uo1(t,9))wo)cprxre € C([0,T] x R,
L(R4,R)) satisfy for all ¢ € [0,T], ¥ € R? that
woa(t,0) = (Zu)(t,0) (3.147)

(cf. item (i) in Lemma 3.3.8), let 6: [0, 7] x Q — R? be the stochastic process which
satisfies for all ¢ € [0, 7] that
(515 - @t - @[[t]], (3148)

let 017 € C([0, 00), L(R?, RY)), ¥ € R, satisfy for all ¢ € [0,00), ¥ € R that
0," = 20/ (3.149)

(cf. item (ii) in Lemma 3.4.4), let 6>V € C(]0,00), L® (R4 R9)), ¥ € RY, satisfy for
all t € [0,00), ¥ € R? that

07" = 2607 (3.150)
(cf. item (ii) in Lemma 3.4.4), let a*: [0,00) x © — R% X € [0, 1], be the stochastic
processes which satisfy for all A € [0,1], t € [0, 00) that

a; = A0, + (1 — \)Op, (3.151)

and let A: [0, 00) x 2 — R? be the stochastic process which satisfies for all ¢ € [0, o)
that

A= g Vi) GO, Z5) | — 9(Opp) = @1 — 9(Opy). (3.152)

Observe that item (i) in Lemma 3.4.3 establishes item (i). Next note that Lemma 3.3.6
ensures that there exists a unique = € R? which satisfies that g(Z) = 0 and

lim sup ||65 — Z||ga = 0. (3.153)
t—o00
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This establishes item (ii). Next observe that the assumption that V¢ € [0,00): 0 <
F#(s€(0.4): ~(s)£0y < 00 ensures that there exist k € N, 1, t5,..., 4 € [0, T] which satisfy
that

O=ti<tb<--- <t = IIT]] and {t c [O,T] ’}/(t) #@} = {thtg,...,tk}.
(3.154)
Note that (3.154) implies that there exists j: {1,2,...,k} — N which satisfies for all
ne€{1,2,...,k} that

jn € V(tn). (3.155)

Next note that (3.140) and Lemma 3.2.1 assure that there exists ¢ € (0, 00) which
satisfies for all x € R? that

1/2

max {E[l|G(z, Z)lIza] ", l9(@)llze, g’ (@) | pagay} < el + [lzllza),  (3.156)

(|G 20) 2] < 1+ [, (3.157)
and
19 (@) || Lra ey < e (3.158)
Item (ii) in Lemma 3.3.9 hence ensures that for all ¢ € [0, 7], ¥ € R? we have that
|uo,1(t, D) L(rar) = ||(a%u)(tﬂ9)||L(Rd,R) < ||¢/(0§9ﬂ_t)||L(Rd,R)€_L(T_t) <ec  (3.159)
Next note Lemma 3.6.2 and (3.157) imply that for all ¢ € [0, 7] we have that

E[[|Q:llza] < c(1 +E[[|Op]lzd])- (3.160)

Jensen’s inequality therefore proves that for all ¢ € [0, 7] we have that

1/2

E[|Qlz] < [E[IQuZ]|"? < |e(1 +E[|0p12]) | (3.161)

Moreover, observe that (3.156) and Jensen’s inequality ensure that for all ¢ € [0, 7]
we have that

E[|lg(0)[lae] < c(1 +E[|O4]ze]) < (1 + [E[I|O¢)24] 7). (3.162)
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This, (3.159), and (3.161) assure that

T
/ E[(|[uo1(t, ©¢) || rar) + lluo(t, Ol e r))
0
(1Qil[ra + [19(Op) lre + [|9(©:) [[ra)] dt
T

< /O 2c(|c(1 +E[0]2) [ + (1 + [E[I|Og]12] ) (3.163)

+e(l+ |E[]02] |1/2)) dt

2 1/2 2 1/2
< 20T(|c(1 —i—( sup E[H@[[t]]HRdD)‘ +2c(1 + }( sup E[H@tHRd]H ))
t€[0,T t€[0,T]

In addition, observe that Corollary 3.6.4 and (3.157) prove that

sup E[[|0y][3a] < c. (3.164)
te[0,7)

This and (3.163) demonstrate that

T
[ E L0t 00limesy + o ¢, O30 )
0

- (1Q¢llre + 9(Op) lme + 119(O4)lre)] dt < o0

Furthermore, note that (3.159) and Jensen’s inequality imply that for all s,t € [0, T,
J € N we have that

E|uo,1(t, ©5)G(Os, Zj)| + luo.(t, ©5)9(0,)]

< E[[luo;(t, 0)|l (e 2 |G(Os, Z3) ke + [0 1 (¢, O5) | ) | 9(O) |
< cE[|G(Os, Z;)|Iga] + cE[[|9(Os)|re]

< c[E[IIG(Os, Z))IIZa] | + cE[llg(©s) ns]

Moreover, observe that the assumption that Z;, 7 € N, are i.i.d. random variables,
the assumption that V (v, w) € {(a,b) € [0,00)?: a # b}: y(v) Ny(w) = 0, and (3.4)
prove that for all s € [0,T], j € v([s]) we have that Z; and O, are independent.
This and the assumption that Z;, j € N, are i.i.d. random variables ensure that for
all s € [0,T], j € y([s]) we have that

B[IG(©11. Z) 1] = | 1G (1 (w). ;) s P(d
= [ [16@ue). Z@) k) Pa) (3167
= [ [ 16(®r(w). 2:()) 2 Ptaa) Pla)

(3.165)

(3.166)
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Combining this with (3.157) implies that for all s € [0,T], 5 € y([s]) we have that
E[IG(O11. Z) 1] < [ c(1+[0p()lEs) Plde) = (1 + E[J1a ). (3.168)

This and (3.166) demonstrate that for all s,t € [0,T], j € v([s]) we have that

E[|uo(t, ©p)G(Ops), Z5)| + |0 (t, Oe)9(Ope) ]

(3.169)
< 1+ B[O 2][ " + cE[llg(©pp) ).

Combining this and (3.156) assures that for all s,¢ € [0,T], j € v([s]) we have that

E [|uo,1 (t, Ops)) G(Opsp, Z5)| + o1 (t, Ops))9(Opsp)]

(3.170)
< AN+ E[Op1R]]" + (1 + E[Opgl14]).

Jensen’s inequality and (3.164) hence prove that for all s,¢ € [0,T], j € v([s]) we
have that

E[[uo(t, Os)) GOy, Z5)| + |uoa(t, O 9(Ops)1]
< 03/2‘1 + sup ]E[H@uH]?{d] ‘1/2 + 02(1 + sup |E[H@ul|]§d} }1/2) < 00
0,77 u€e[0,T]

u€|

(3.171)

Next note that item (ii) in Lemma 3.3.6 and Lemma 3.3.7 ensure that

[(67) — ¥(E)| = [ (67) — (67|
< sup {9/ (A, + (1= NOF) | ey € R: A€ 0,11} = Ellgse™  (3.172)
= sup {9/ (A, + (1 = N)Z) | oy € R: A € [0, 1] }I€ — Zfgoe™.

In the next step we combine (3.145) and (3.2) to obtain that for all ¥ € R¢ we have

that
(D) = (0 = u(T, ). (3.173)

This and the assumption that Vw € Q: Oy(w) = & prove that for all w € 2 we have
that
»(Or(w)) = u(T, Or(w)) (3.174)

and

Y(05) = ¥(02°“) = u(0,0p(w)). (3.175)
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Next observe that Lemma 3.5.1 and (3.141) assure that for all w € Q, ¢t € [0,T|\E
we have that

[0,TN\E C {u€[0,T]: [0,T] 3 s — O,(w) € R* is differentiable at u}  (3.176)

and
20,w) = Quw). (3.177)

This, item (i) in Lemma 3.3.8, and the fact that ¢ € C*(R% R) imply that for all
w € {1 we have that

0,T\NE C{te[0,7]:[0,T] > s u(s,04(w)) € R is differentiable at ¢t} . (3.178)
This reveals that for all w € Q, t € [0, T]\E it holds that
21u(t,6:())] = (Zu)(t, 04(w)) + (Zu)(t, 61(w)) 61w, (3.179)
Next note that (3.177) and (3.147) demonstrate that
[ Elguee)gen
0,7\ E
S/ E[H(%U)(@ @t)HL(Rd,R)H%@tHRd] dt (3.180)
0,7\ E
— [ Bl t.00) ez | Q] e
0,7\ E
This and (3.165) assure that

/ E[[(Zu)(t, 6,) 26, dt < oo. (3.181)
[0,T\E

Next observe that (3.145) ensures that for all ¢ € [0,T],9 € R? we have that

|(Fru) (&, 9) = [/ (07_) 5 (O _)| = [/ (07_)g(07_,)|

, (3.182)
< 1o (07— e llg (O 1ga-

This, (3.158), and (3.156) imply that for all ¢ € [0,77],9 € R? we have that

(Gt D] < cllg(0p_Dlize < 1+ [107_]|za). (3.183)
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The triangle inequality hence proves that for all ¢ € [0,T] we have that

E[|(2u)(t,0,)]] < (1 +E[[62,]|d])
= A(1+E[075% 7 [l24]) (3.184)
<A1+ |Epe + E[I65707) — E|ga]).

This, item (iii) in Lemma 3.3.6, and the triangle inequality ensure that for all ¢ €
[0, 7] we have that

E[|(Zu)(t,0)]] < A1+ |Z]lza + E[|O; — Zflpa]e )

< e
<A1+ [|E]|ge + E[[|©: — El|ra]) (3.185)
< (14 2|[Elpe + E[[|O:]ga])-

This reveals that

/OEU(%U)(t,@t)HdtS/O A (14 2|2 |ga + E[]|O¢||ra] ) dt

T
:T&(1+2\;5|\Rd)+c2/ E[||©, ] dt (3.186)
0

< Tc2(1 + 2||E||re) + T sup E[H@,gHRd}.
te[0,T

Jensen’s inequality and (3.164) hence imply that

/ E[|(Zu)(t,0,)] dt
0 b (3.187)

< T (1 +2|El|ga) + Te* sup (E[[|0¢]2.])"" < oo.
te[0,7]

Combining this, (3.181), (3.179), and the triangle inequality demonstrates that

/[OT]\E / | 5 [u(t, ©1(w))]| P(dw) dt

/ /at (£, 0u())] + | (D) (t, O()) 204(w)| P(dw) dt < 0.
0,71\

This, (3.174), (3.175), the fundamental theorem of calculus, the fact that #5 < oo,

(3.188)
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and Tonelli’s theorem prove that

E[[(Or) — $(65)]] = / (T, ©1()) — u(0, O (w))| P(dv)

</ /[ B O] drpay (3.189)
:/ /(%[u(t,@t(w))]m(dw)dt<oo.
0,7\E Jo

The fundamental theorem of calculus, (3.174), (3.175), the fact that #r < oo, and
Fubini’s theorem therefore assure that

E[i(0r)] — ¥(6%) = / u(T, O7(w)) — u(0, Bp(w)) P(dw)

_ /Q /[0 1 i O drP(a) (3.190)

_ /[O o /Q 2 (4(t, 0,(w))] P(dw) dt.

Furthermore, note that item (ii) in Lemma 3.3.8 implies that for all ¢ € [0, 7], ¥ € R?

we have that
UL()(t, 79) = —Up,1 (t, 19)9(19) (3191)

This and (3.179) assure that for all ¢t € [0, T]\F, w € Q we have that
g [t ©:(w))] = uro(t, Oc(w)) + w0, (t, On(w)) 5O (w)
= p1(t, 0,(w)) ((FO:(w)) — 9(O1(w))) -

Combining this and (3.177) demonstrates that for all ¢ € [0, T]\E, w € Q we have
that

(3.192)

gilult, ©:(w))] = uo(t, ©:(w)) (Qi(w) — g(Or(w))). (3.193)
The fact that #5 < oo and (3.190) hence imply that

Silu(t, ©4(w))] P(dw) dt (3.104)

E[¢(0r)] — ¢(65)

T\E

uo(t, ©r(w)) (@r(w) — g(Or(w))) P(dw) dt

S— S—

TNE

I
~

j
)

Uo, Qr(w) — 9(B1(w))) P(dw) dt.
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This reveals that

BU(©r)] - 0(65) = | Bluna(t.00) (@ —g(@)]dr (3199
This and (3.165) ensure that
E[(O7)] — (65) (3.196)

= /OTE[Uo,l(t> 0)(Q: — 9(O))] dt + /OTE[UOJ(@ 0:)(9(Op) — 9(61))] dt.
Combining this with (3.152) assures that
E[(61)] — v(65)
_ /O Bl (t,0)A dt + /0 "B [u0a (1,00 (9(Bp1) — 9(00)] d.

Next note that (3.154) and (3.3) demonstrate that for all i € {1,2,... k — 1},
t € [t;, ti11) we have that [[t] = t;. This assures that

/0 E [uo.1(t, Op)(Qr — 9(Oq))] dt

(3.197)

M

k—1 / i1 E[U0,1<t, @[tﬂ)(Qt - g(@[[t]]))} dt]

i=1Jy
T

+ E[u0,1<t7 Opy) (Qt - g(@[[t]}))} dt (3.198)

I \

t

£ [ Bt 0@, - g(e)] dt]

i=1Jy

+/t E[UO,l(t, O, )(Qx, _g(@tk))} di.

Combining (3.141) and (3.171) hence proves that

/0 E [uo. (£, 01)(Qs — 9(Ory))] dt (3.199)

_ k;l[* ((#j o E[uq, (1, O, )G(@ti,zj)o —E[uo,l(t,@ti)g(@ti)}) dt]

+ /T <(#7 - ]g: E [uo,1(t, By, )G(Oy,, Zj)]) — Efuoa(t, @fk)g(@tk)]) dt
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Furthermore, note that the assumption that Z;, j € N, are i.i.d. random variables,
the fact that for all s € [0,77], j € y([s]) it holds that Z; and O, are independent,
and (3.155) ensure that for all i € {1,2,...,k}, t € [0,T] we have that

! > Bluat06(00 %)) = 5 3 Eluat0)60,5)

#a(t) jértt) 2T jértt)
= Efu0a(t, 00604 2)] = [ t0a(t.0,()G(OL(w). 7, () Pde)
- / | w018 ()6(4 (), 5,() Pl Pld)
u01 (t, O (w ( G(O4 (), Z;, (w ’))P(dw’))]P’(dw) (3.200)
[uwstou( [ @z '>>P<dw'>) P(d)
/ﬂ o (1, 04, (W) EIG(O, (@), Z1)] Pdw)
— [ 02t 046))9(84 () P(d) = E[una(t. 0 )g(61)].

This and (3.199) imply that

| Bt 00)(@i = g(©10))] @t =0, (3.201)

Next observe that the fundamental theorem of calculus, Lemma 3.2.1, the fact that
#p < 0o, and (3.177) ensure that

/0 E[Uo,l(t> @t)(g(@[[t]]) - Q(Gt))} dt

T
B / E |uo, (t,0,) / 7(0.)Q, ds] dt
0 I14\E

T t . (3.202)
——/ E |uoa (2, @t)/[[ ' (0,)Q,ds| dt

0 1]

T ¢
—/ E /u071(t,®t)g'(@S)Qsds dt.

o |J/m
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This and Tonelli’s theorem assure that

/o E[uo(t, ©:) (9(Op1) — 9(04))] dt‘

T
/ E
0
/[[t [uo,1(t,©1)g' (05)Qs| ds | dt (3.203)

T
s/‘E
0 1
T t )
:/ /H]Euuo,l(t, 0,)9/(0.)Q.[] ds dt
0 t

T rt
= / /[[ﬂ E[Huo,l(tv @t>HL(Rd,R)HgI(QS)QsHRd} ds dt.
t

Item (ii) in Lemma 3.3.9 hence implies that

/ [10,1(t,©4)(9(Opg) — 9(©4))] dt

. )
/ up1(t,0:)g (0s)Qs ds | dt
[]

< / e~HT= /M 11069 )1 sy 19 (©)Qu ] s (3.204)

S/O e M0t —[t]) sup E[1¢/(07%) e pyllg' (©:)Qsllpa] dt

s€[0,T

Next note that the fundamental theorem of calculus for the Bochner integral (see,
e.g., [54, Lemma 2.1]) demonstrates that for all ¢ € [0, 7] we have that

o (t,0r) — g1 (t, Opg)
= /o ((Zuo1)(t, A0; + (1 = X)Opy)) (O — Opyp) dA.

This, (3.148), and (3.151) ensure that for all ¢ € [0,7] we have that

o (t,01) — o (t, Opp) = /0 (o)t @), dA. (3.206)

Moreover, observe that the chain rule, (3.149), and (3.150) assure that for all ¢ €
(0,T7], 9,y, 2 € R we have that

(Fuo) (1)) (4, 2) = (Zw) (t,9)) (, 2) = (v (67-0) (Y, 2)
= (Z W' (07 07" ) (2) (3.207)
= w”(9z’? t)(91 ﬁtz eT ty) +¢/(‘9g—t>(9%ﬁt<z Y))-

(3.205)
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This and (3.206) imply that for all ¢t € [0,7] we have that

(u0,1(t, Or) — uo,1(t, Opg)) Ay

1 A A
B / U (07,) (07" o VA, 07" o 101) + V' (07 )( 07 (A, 6,)) dA.

0

(3.208)

Furthermore, note that (3.149) and Lemma 3.3.4 assure that for all ¢ € [0,7], X €
[0, 1] we have that

[ (O3 O 80 057%00) | < [ (050 | oy 1075 At 07501 |
HI/)” ||L(2) ]Rd]R Hel - HL Rd Rd ||At||RdH5tHRd
)

< e 2HTN] |y (6 1A ¢ lIre 10 za.
(3.209)

ol @

Next observe that Lemma 3.4.6 and (3.150) ensure that for all A € [0,1], ¢ € [0, 7]
we have that

[0/ (65,) (67 (A, )|
Hw ”L Rd R)”eéat At’(st ||]Rd (3-210)

2
Hl/’ ||L R4 R)”e ° HL(2) (R4,R) [ A¢l[ral|0¢ ]|

T—t
Sl 0 A 1T o e PR R
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Combining this, (3.201), Jensen’s inequality, (3.208), and (3.209) demonstrates that

T
/ Efuoa (t, ) A dt‘ _
0

/0 E[(uoa(f, ©1) — uos (t, Opy)) Al dt’
< /O [ (10, (£, 01) — o (£, O ))A] | dt

< /O E[|(uo,1(t,©:) — o (t, Opg)) A |] dt

T
:/ E ”(6%&) la’f At,el o L0y) + U (0 )( Qat (At,ét))d)\H dt (3.211)
0
4 [ ! A la la 2a
g/ E / |0 (07) (077 A, 07560 | + |0 (072 ,) (0775 (Ay, 67) \dA} dt
OT - 0
S/ B / e 2 HW Hm) (R4,R) 1Al 110l
" - T—t
+e M- lt)||¢ HL(RdR HAtHRd ”5tHRd/O 7L8H9H ‘ga HL<2) (Re,R%) de)‘l dt.

Next note that (3.4) and (3.141) assure that for all ¢t € [0,7], w € 2 we have that

16 (@)l = [|©2(w) @[[tJ] )|

=(t— [[t]])H F (1) jeri)
= (t = [tD) 1Qe(w)llz

G(O(w). Z;(w) (3.212)

Rd

Combining this and (3.211) proves that

T
/ Efuo1(t, ©1)Ay] dt‘
0
T 1
sﬂeﬂﬂﬂa—mmpmmw@mw(ﬁ U005 ) oy (3-213)

T—t
+ H@D ||L na R)/O B_LS“QII(QE?)HL(2)(Rd,Rd) ds d)\)} dt.
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This, (3.197), and (3.204) imply that
[BL(Or)] —w(65)]

T
< / Eluoa(t, Or) A dt‘ +
0

[ Bluaate.00) (s(00) - 9(00)] ]

T 1 by
< [ e [[th[HAtHRd Qg (/ eI (05| o e

I le(e;i\t>HL(Rd,R)/0 e’L“Hg”(‘gZ?)HL@)(Rd,Rd) du d)\>] dt (3.214)
T

+ / eIt~ [t]) sup B[ [[(09)]| g 19/ (©0)Qullga| dt
0 ve(0,T)

A

T 1
= [0t — i (| hadas 100 ([ 0RO D e
1009 T —Lul| M/ pa}
S L) Py e PRSP dudx)]
+ sup E[lewgtt)||L(Rd,R)||g/(@”)Q“”Rd}) dt.
ve(0,T

This reveals that
T
E[(Or)] — $(65)] < / e LT (¢ — [1])

1
L(T—s ad
©sup E[HAsHRd HQS”Rd (/0 e T )|’wll(9T—s)“L<2>(Rd,R)

$,0€[0,T]
T—s
+ le(‘gg“;\_s>HL(Rd,R)/o 67LquH(93?)||L<2)(RdvR“l) du d)\)

+ Hw,(egs—s)”L(Rd,R)Hgl(gv)Q”HRd} dt (3.215)

1
I(T—s A
= Sup E[HAsHRd ||QsHRd </0 e T )||¢//(0§“—S)HL(2)(R‘1,R)

5,0€[0,T]

T—s
1|9 05 D] /0 ¢l 05| oo ey dA)

T
10 e @I | [0y
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Combining this, the triangle inequality, (3.151), and (3.172) proves that

E[(0r)] — 0(2)] < [E[(Or)] — $(65)] + [0(05) — v(E)]
< sup E{H@s—g@ﬂsﬂ)nm H@suw( / = (07|

s,0€[0,T]

(O +1-NoL, Ts,u ,\95( A@S
+ Hw +(1- [[]] HLRdR)/O L ” // +(1-A)O4] HL<2> Rde)dud)\>
T
+ Hw’«f?is)||L<Rd,R>|Ig’<@v>QUIIRd] / e M0 (1 — [4]) dt
+ sup {Hw’()\QgT +(1—-X)2) ||L(]Rd r) € R A€o, 1]}”5 — EHRde—LT. (3.216)

This establishes item (iii). This completes the proof of Proposition 3.7.1. O]

3.8 Upper bounds for integrals of certain expo-
nentially decaying functions

Lemma 3.8.1. Assume Setting 3.1.1, let L € [0,00), let t: N — [0,00) be non-
decreasing, and assume that

{t € ]0,00): y(t) # 0} = {t,: n € N}. (3.217)

Then we have for all k € {2,3,...} that

/Ok exp(—L(ty — 1)) — [t]) dt % Z; Xp(—L(tk — to41)) (tars — )% (3.218)

Proof of Lemma 3.8.1. First, observe that the assumption that V¢ € [0,00): 0 <
H#1se0.4]: 7(s)207 < 00 ensures that

7(0) # 0. (3.219)

This, (3.217), and the assumption that t: N — [0, 00) is non-decreasing imply that

t = 0. (3.220)
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This reveals that for all £ € {2,3,...} it holds that

t k=1 ftat1
b/m et [t dt = X e L&D (¢ — [t]) dt
0 n=1Jt,
k—1 t'n.+1
<5 ottt / (t—t,) dt (3.221)
n=1 th
— = —L(tg—tn41) 1 _ )2 T _1 - Ltk —tnt1) )2
= e (t—t,) = Z (toy1 — )"
n=1 2 t=tp 2521
The proof of Lemma 3.8.1 is thus completed. n
Lemma 3.8.2. Let v € [0,1). Then
(i) we have for alll € N that
L1 1
— > [+ =1 3.222
£ ey a2
and
(ii) we have for alll € N that
o1 1 1
< 1-v — 1-v ) '
E;HV_1+1_V(1 1) — (l V) (3.223)

Proof of Lemma 5.8.2. First, observe that for all [ € N we have that

1 L 1. Lror e
ZWZZ/ v Z[l—l/ ]
n=1 n:i n z =1 f[:n (3.224)
_ 1 1—v _ 1-v] . _ — 1 1—1/_1 )
1_1/7;1[(714— ) n'~"] 1_y((l+ ) )

This proves item (i). Moreover, note that for all [ € {2,3,...} we have that

L1 o1 LMol e
— =1 — <1 —dr =1 1=y
nzzjlny _'_nz::QnV_ +nZ::2 n—1 T ! +2{1_Vx LGl
=1+ Zl: ;nl”’ - (n— 1) (3.225)
= |1 —v 1—v

_ 1 1-v _ 1 1-v
—1+—y(l 1)— (l y).

1—v
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Next observe that L .
—=1=—(1""=1). 3.226
n;l nv 1—v ( V) ( )
This and (3.225) establish item (ii). The proof of Lemma 3.8.2 is thus completed. [

Lemma 3.8.3. Assume Setting 3.1.1, let L € [0,00), n € (0,00), v € [0,1), let
t: N — [0, 00) satisfy for allm € {2,3,...} that t, =0 and

m—1 n
tn =2 —, (3.227)
n=1 nv

and assume that
{s €[0,00): y(s) # 0} = {t;,: m € N}. (3.228)
Then we have for all k € {2,3,...} that

/0 "exp(—L{t, — 0)(t — [t]) dt

_ n? exp(Ln) [kiQ exp(—%<kl—u _ nl—u)) . 2k — 1)7211. (3.229)

- 2 n=1 n2 2

Proof of Lemma 3.8.3. Throughout this proof let k € {2,3,...}. Observe that
Lemma 3.8.2 implies that for all n € {1,2,... k — 1} we have that

n 1—v n 1—v
i Snt (7 =1)and G2 (K- ). (3.230)

Lemma 3.8.1 hence ensures that

tr 1 k—1
/ PO~ [} dt < 5 3 e ) (3.231)
0 n=1
<1 kffexp(—L (L —1) = (n+ 20" = 1)) UK i "
T2 = v L-v n2| ' 2(k—1)%
_ et A exp(T2 (K™ = n'™) | Pk — 1)~
2 n=1 7’L2V 2 '
This establishes (3.229). The proof of Lemma 3.8.3 is thus completed. O]

Lemma 3.8.4. Let ¢ € (0,00), € € (0,Y2), o = (%)1/8

satisfy for all x € (0,00) that

and let v: (0,00) — R

v(x) = ** % exp(cz®). (3.232)

Then v is non-increasing on (0, a] and non-decreasing on [a, 00).
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Proof of Lemma 3.8.4. First, observe that for all z € (0,00) we have that

v'(x) = cex® exp(ca®)r* 7 + exp(cr®) (=2 + 2¢)x* P
= ceexp(ca®)z* ™ — (2 — 2¢) exp(ca®)a* ™ (3.233)

= exp(ca®)z® ?[cea® — (2 — 2¢)].

This reveals that

{z € (0,00): V() =0} = {a}. (3.234)
Next note that for all € (0, 00) we have that
V" (x) = (ce)?x" exp(ca®)a® 3 — ceexp(ca®) (3 — 3¢)a*

— (2 — 2¢)cex® texp(ca®)r* 7 + (2 — 2¢) exp(ca®) (3 — 2e)x* !

= (ce)? exp(ca®)z** — ceexp(ca®) (3 — 3e)z* 4
— (2 — 2¢)ceexp(er®)r®* ™ 4 (2 — 2¢)(3 — 2¢) exp(ca®)w* ™ (3.235)
4e—4 3e—4

= (ce)? exp(ca®)z** — (5 — 5e)ce exp(ca®)x
+ (2 — 2¢)(3 — 2¢) exp(ca®)x*™*

= ceexp(ca®)r* ! <cex —(5—5e)x" + (2— 25)(3 25)> '
This implies that
’U”(CO — CgecofoéZs*4 (CEOé (5 - 55)0& —+ w>

= cee 4 (05 (2 25) — (5 — 5¢) (2 25) 4 (2=2)6- 25))

ce ce

= e a1 ((4 - 8 +4¢%) — (10 — 20 + 10¢?) + (6 — 10e + 4e?))
— et a2574<2€ — 2¢? ) > 0.

(3.236)

Combining this with (3.234) verifies that v is non-increasing on (0,a] and non-
decreasing on [a, 00). The proof of Lemma 3.8.4 is thus completed. O

Lemma 3.8.5. Let a € (0,00), € € (0,1/2). Then we have for alll € N that
! 1+1
- n*2exp(an®) < e +/ r* % exp(ar) d. (3.237)
n=1 1

Proof of Lemma 3.8.5. Throughout this proof let v: (0,00) — R satisfy for all x €
(0,00) that

2e—2

v(x) = 2 " exp(az®) (3.238)
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and let

‘ﬁzmax{(—oo,

2—25|1/6] A Z} .

ag

Note that for all [ € N we have that

1 min{9,l} 1

S n*2exp(an®) = S v(n) < v(l) + 22 v(n) + > v(n).

n=1 n=1 n=min{N,l}+1

Combining this and Lemma 3.8.4 assures that for all [ € N we have that

!
3" n* % exp(anf)
n=1

min{N,/} ,n l n+1
<o)+ > v(n)dz + > / v(n)dz
n=2 n—1 n=min{MN,1}+1 Jn

min{MN,l} pn l n+1
<o)+ > v(z)dr + > / v(z) dx
n=2 n

n—1 n=min{MN,l}+1
n+1

min{N1}—-1 pntl !
=v(l)+ > / v(x)de + > v(x) de

n=min{N,}+1 Jn

<w(l)+ nzl_:l /:H v(z)dr =v(1) + /ll+1 v(x)de.

This demonstrates (3.237). The proof of Lemma 3.8.5 is thus completed.

Lemma 3.8.6. Let n € N, a € [0,00). Then we have for all e € (0,1/2), A

that

(exp(a(A°n® —n®)) + (An)*7).

(3.239)

(3.240)

(3.241)

€ (0,1]

(3.242)
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Proof of Lemma 3.8.6. Observe that for all € € (0,1/2), A € (0, 1] we have that
/ ¥ ?exp(a(z® — n)) dx
1

An n
= / ¥ ?exp(a(z® —n)) dx + / 2% ? exp(a(z® — nf)) dx
1 A

n
n

An
< eXp(a()\ana_ns))/ 222 d:v+/ 2252
1 A

n (3.243)
o 1 =00
< exp(a(A°n® — ne))/l ¥ do + {25 — 1m2€_1] o
(a(An® — ) ot ()
= e _
AT T e T e
1 _
=1"% (exp(a(A°n® —n%)) + (An)*7).
The proof of Lemma 3.8.6 is thus completed. O

Lemma 3.8.7. Assume Setting 3.1.1, let L,n € (0,00), € € (0,1/2), let K: (0,1) —
(0, 00] satisfy for all X € (0,1) that
K(\) (3.244)

n* exp(Ln + 1)
= sup
neNN[2,00) 2(1 - 26)

<n1—2a [2 exp(— %(1 _ )\a)na) +(n— 1)28—2} + )\26—1”7

and assume that

{36[0,00):7(8)#@}:{0}U{§: 7 mEN}. (3.245)

=1 nl-¢

Then we have for all X € (0,1), k € N that

k—1 n

LT e e (- LS ) + L de < KOOR <00 (3:216)

Proof of Lemma 3.8.7. Throughout this proof let A € (0,1), & € NN [2,00), let
a="%€(0,00), let v: (0,00) — R satisfy for all z € (0, 00) that

v(z) = 2% ? exp(az®), (3.247)
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let k: NN [2,00) — (0, 00) satisfy for all n € NN [2,00) that

N el 1-2¢ [0, —a(1—A%)ne 2e—2 2e—1
k(n) = m(n 2e +(n— 1)) + 2>, (3.248)
and let t: N — [0, 00) satisfy for all n € {2,3,...} that { = 0 and
P (3.249)
el

Note that Lemma 3.8.3 implies that

/ " e g _ [ dt

[ne Z exp@(n“’fﬂ*%'

Next observe that Lemma 3.8.5 ensures that

z n* 2 exp(a(n® — k%)) < e™* (e“ + /lk_l v(x) dx) . (3.251)

Combining this and (3.250) demonstrates that

tg 2,Ln . k—1 2 k—1 2e—2
/ et — ] dt < et (e“+ / v() dx) MUAUR) 5 )
0

—

2  Ln—ak® k 2 E—1 2e—2
L e <+/ U(x)dx) I Gt
2 1 2
(3.252)
Lemma 3.8.6 hence assures that
tr
/ e LU= — [t]) dt
0
2 Ln—ak®+a n k 2]{3—128_2
<1 + 1 / 2 expla(a® — k) de + T U
2 2 1 2
2 Ln—ak®+a 2 ,Ln 2 _1)\2e-2
ne ne £1.€ 15 2e—1 n (k 1)
kS —k Ak _—
< 5 +2(1_2€)(exp(a( ) + (Ak)*=7Y) + 5
n26L17+a

= ) (exp(_ake) +exp(—a(l — N)k%) + (Ak)* ™ + (k — 1)25*2).

2(1 — 2
(3.253)
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This reveals that

/ " oL (¢ _ ] dt

et 2e—1 262
< o7 (2exp(=a(l = X)) + (k) (k= 1)%2)
_ nzeLn+ak2€—1 (k1725 [2 ( (1 )\e)kg) 4 (k' 1)2672:| + )\28*1)
T 2(1-2) LT
< K(A\)E*1
In addition, note that the fact that
lim sup <n1—2€ exp(—a(l — X)n®) + n' =2 (n — 1)25—2) ~0 (3.255)
n—oo
ensures that
772€L77—‘,—a)\2€—1
hin_iljp k(n) = EETEE < 00. (3.256)
This reveals that
sup  k(n) < oo. (3.257)
neNN[2,00)
Combining this and (3.254) establishes (3.246). The proof of Lemma 3.8.7 is thus
completed. O

3.9 Weak error estimates for SAAs in the case
of polynomially decaying learning rates with
mini-batches

Corollary 3.9.1. Assume Setting 3.1.1, assume for all v,w € [0,00) with v # w
that y(v) Ny(w) = 0, let ¢ € C*R4LR), € € (0,1/2), L,n € (0,00), assume for all
y,z € R? that

(9(y) = 9(2),y — 2)re < —Llly — 2za, (3.258)

E[|G(z, 2))2]  NE[(ZG) @ Z0)]|| g o ,
SHR( [H (37 1)||R] ] L(R ’R)‘i‘"w(@HL(Rd,R) < 00,
z€R4

[1+ HxHRd]? [1+ ||z |ga]
(3.259)
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and

(s €[0,00): v(s) £ 0} = {0} U {:1 e } , (3.260)

let Q: [0,00) x Q — R? be the stochastic process which satisfies for all t € [0,00)
that

Qt - #«/(1[@]]) ZJEV ([D) G(@[[tﬂ7 )7 (3261)
let K: (0,1) — (0, 00] satisfy for all A € (0,1) that
KX (3.262)
2 Ln
n°exp(Ln+2) ¢ |, ool ms
= € S 2 77 1— )\6 € o 1 < )\ e
L [TSEEES (n fren( = 20 - ) + (= 1 )|

and let C': [0,00) — [0, 00] satisfy for all T € [0,00) that

C@%ZSM>EM@—ﬂ@MWWW%Md

s,0€[0,T]

1
O +(1-08p
-(/em<< )6 1) ooy (3.263)
0
T—s
05 +1-Ner, A4 +(1-N)Oy,
+ [l (67 H)HL(Rd,R)/O exp(—Lu)||g" (6a H)HL(Q)(Rd,Rd) du d)‘>

+ Hl/)/(e?is)HL(Rd,R)Hg,(@v)Q’UHRd}

(cf. item (i) in Lemma 3.4.3). Then
(i) we have that there exists a unique = € R which satisfies that
limsup ||65 — Z|ga = 0 (3.264)
t—00
and

(i1) we have for all A € (0,1), k € N that
‘EW(@Zk*i L)] - ¢(E>

n=1 ,1—¢

< k:2€—1

KNO(E, 0 at) + 8 en( - L0 75)) (3065

-su>mwm¢klﬂ+u—aﬁmuwmﬁm—am4.

a€l0,1] Yno1 e
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Proof of Corollary 3.9.1. First, observe that item (ii) in Proposition 3.7.1 implies
that there exists a unique = € R? which satisfies that

lim sup ||65 — Z||ga = 0. (3.266)

t—o00

This establishes item (i). Next note that item (iii) in Proposition 3.7.1 and Lemma 3.3.7
demonstrate that for all 7' € [0, c0) we have that

Elv©n)] - @] < s E|1Q. - o(O1) s [1Q:l

$,0€[0,T
([ N gy + W]
0
T—s
‘/0 —Lu” " /\@s+(1 /\9[[5 HL2> Rde)dudA> (3.267)

T
IR @@l [ 00— i
+ sup {Hz//(oz@% + (1 —a)=) HL RiR) € R: a €0, 1]}”5 — Z||gae 7.

This and (3.263) imply that for all T' € [0, 00) we have that

E[v©n)] - v@| < ) [ 00— [ar

(3.268)
+ sup ([|¢/(atf + (1= )D)|| gy ) 1€ — Ellpac™".
a€0,1]
Lemma 3.8.7 therefore ensures that for all A € (0,1), K € N we have that
E[ (Ot ngn —9(E)| < O(Th ) KOk
k—1 n
+ sup (H (a0 + (1= @) g ) IE = Elae™ 001 785)
a€l0,1] -

) (3.269)

— f2e-1 [K()\)C( Z’:L;i nln_a) + kl—Qae—L(Zili s

- sup (||1/1(0495 1

a€l0,1] 2=t ni—¢

+ (1= @) e ) IE — EHW] .

This establishes item (ii). The proof of Corollary 3.9.1 is thus completed. O



Chapter 4

Weak error estimates for SAAs in
the case of polynomially decaying
learning rates

In this chapter we specialize the weak error analysis for SAAs in the case of general
learning rates from Chapter 3 to accomplish weak error estimates for SAAs in the
case of polynomially decaying learning rates. In particular, we present and prove in
this chapter the main result of this paper, Theorem 4.6.2 in Section 4.6 below, which
establishes weak convergence rates for SAAs in the case of polynomially decaying
learning rates with mini-batches. In Section 4.7 we apply Theorem 4.6.2 to establish
in Corollary 4.7.1 in Section 4.7 below weak convergence rates for SAAs in the case
of polynomially decaying learning rates without mini-batches. In Section 4.8 below
we illustrate Corollary 4.7.1 by means of an elementary example. Our proof of
Theorem 4.6.2 employs the weak error analysis result in Corollary 3.9.1 in Section 3.9
above, the elementary results on suitable sequences of uniformly bounded functions
in Section 4.2 below, the elementary result on differentiable functions with bounded
derivatives in Lemma 4.5.4 in Section 4.5 below, and the a priori estimates for suitable
approximation error constants associated to SAAs in Lemma 4.5.5 in Section 4.5
below. Our proof of Lemma 4.5.5, in turn, uses the result on the possibility of
interchanging derivatives and expectations in Lemma 3.2.2 in Section 3.2 above, the
a priori estimates for SAAs in the case of general learning rates in Lemma 3.6.3 in
Section 3.6 above, the a priori estimates for SAAs in the case of polynomially decaying
learning rates in Section 4.3 below, and the a posteriori estimates for conditional
variances associated to SAAs in Lemma 4.4.2 in Section 4.4 below. In the scientific
literature a posteriori estimates similar to the ones as in Lemma 4.4.2 can, e.g., be
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found in [53, (3) in Theorem 1.1, (169) in Corollary 3.5, and (217) in Theorem 3.7]).
Our proof of Lemma 4.4.2, in turn, employs the elementary growth bound estimates
in Lemma 4.4.1 in Section 4.4 below. In the scientific literature similar results to
Lemma 4.4.1 can, e.g., be found in Dereich & Miiller-Gronbach [34, Remark 2.1]. In
Setting 4.1.1 in Section 4.1 below we present a mathematical framework for describing
SAAs in the case of polynomially decaying learning rates. In the results of this
chapter we frequently employ Setting 4.1.1.

4.1 Mathematical description for SAAs in the case
of polynomially decaying learning rates

Setting 4.1.1. Letd e N, £, = € RY, ¢ € (0,2), n, L € (0,00), (M,)nen, C N, let
(S,S) be a measurable space, let (2, F,IP) be a probability space, let Zpn: Q@ — S,
(m,n) € N2, be i.i.d. random variables, let t: Ny — [0, 00) satisfy for allm € Ny that
tm =[], let G = (G(2,9)) (z5)erixs: REx S = R? be (B(RY) @ S)/B(R?)-
measurable, let g: RS — R? be a function, assume for all s € S that (R > x
G(z,s) € RY) € C*(R4,RY), assume for all x,y € R? that

f Gz, Z Z) e < 4.1
2% sl o B |G (@, Zua)llea + (G (@ + v Zun) IS gy | < 00, (41)

(v —Z,9(2))pa < —Lllg(@)l[ga:  (#—y,9(x) = 9(y))rs < —Lllz — ylla, (4.2)
and g(x) = E[G(x, Z11)] (cf. Corollary 2.2.5), let 6° € C([0,00),RY), ¥ € R, satisfy
for all t € [0,00), ¥ € R that

t
07 = +/ g(6?) ds (4.3)
0

(cf. item (i) in Lemma 2.2.6), and let ©: [0,00) x  — R? be the stochastic process
w.c.s.p. which satisfies for all m € Ny, t € [t,,, tmi1) that Oy = £ and

t—t,) [P
0, =0, + zm{m) {z GO0, Zoirn)| (4.4)
m n=1

4.2 On a sequence of uniformly bounded functions

Lemma 4.2.1. Let dy,dy,d3 € N, f € C(RY x R%2 R%) and let K C R be a
non-empty compact set. Then
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(i) we have for all x € R™ that sup,cx || f(x,y)|lga; < 00 and
(it) we have that R" > x+— sup,cr || f(2,y)||gas € R is continuous.
Proof of Lemma 4.2.1. Throughout this proof let g: R — R U {oo} satisfy for all

x € R% that
g(z) = sup || f(z,y)lgas , (4.5)
yeK

let 2 = (2 )nen, : No — R% satisfy that

limsup ||z, — xo||ga; = 0, (4.6)
n—oo

and let k: N — N be strictly increasing. Note that the assumption that f is contin-
uous ensures that for all z € R% we have that

(R®? 35y f(z,y) € R®) € C(R™,R®). (4.7)

Lemma 2.2.2 and the assumption that K is a non-empty compact set hence establish
item (i). Next observe that (4.7) and the assumption that K is a non-empty compact
set assure that there exists ¥ = (yn)nen, : No — K which satisfies for all n € N that

9(900) = ||f<I07y0>||Rd3 (4-8)

and
9(@rm) = 1f @r(ny, Yn)llras (4.9)

(see, e.g., Coleman [25, Theorem 1.3]). Furthermore, observe that the assumption
that K is a non-empty compact set and the Bolzano-Weierstrass theorem demon-
strate that there exist y € K and strictly increasing [: N — N which satisfy that

limsup [|yym) — ¥lre. = 0. (4.10)
n—oo

This and (4.6) imply that (2xum)), Yim)) € R® x R, n € N, is a convergent sequence
in R" x R%. The assumption that f is continuous, (4.6), and (4.9) hence assure
that g(zrum))) € R,n € N, is a convergent sequence in R and

Tim g (zkaey)) = [ f(@rae) Yim)lras = 11 (@0, ) lpes- (4.11)

This and (4.5) prove that

Tim g(zkaimy)) = 1 (20, ) llpes < 9(0)- (4.12)
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Moreover, note that (4.8), (4.6), the assumption that f is continuous, and (4.5) imply
that

9(xo) = [/ (0, y0)l|as

= Hf(gl_{go Th(i(n))> Y0) || s

= || limf(zra(m), %0) |y (4.13)
= T [|f(zkaem), Yo)llres

< lim g(zam))-

Combining this and (4.12) assures that

limsup [g(zxqm))) — 9(zo)| = 0. (4.14)

n—oo

This and, e.g., [54, Lemma 3.2] prove that the sequence g(z,) € R, n € N, converges
to g(xo). This reveals that ¢ is continuous at xg. This establishes item (ii). The
proof of Lemma 4.2.1 is thus completed. O]

Lemma 4.2.2. Assume Setting 4.1.1 and let yp € C*(R4R). Then
(i) we have that limsup, .. [|65 — Z|ge = 0 and

(1i) we have that

sup sup <n1*2€ exp(— Lty )&/ (A5 + (1 — )\)E)HL(Rd,R)) < oo (4.15)

neN \e(0,1]
Proof of Lemma /.2.2. First, note that (4.2) assures that
{r e R%: g(z) =0} = {Z}. (4.16)

This and item (iv) in Lemma 3.3.6 establish item (i). In the next step observe that
item (i) in Lemma 3.8.2 assures that for all k£ € {2,3,...} we have that

o3

(k* —1). (4.17)

k=1 g
th1 = >
k-1 nZ:)l e

This implies that for all £ € {2,3,...} we have that

9 — _9e _Lm(pe_ _9e _Lnpe Ln 1-2¢ _Lnge Ln
kl 256 Lty Skl 266 L (ke 1):k1 256 8k:Ees :(ks) 866 6k566 ) (418)
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This reveals that

lim sup k' e~ Hi-1 = 0, (4.19)
k—o0
Moreover, note that for all ¢ € [0,00) we have that
sup [/ (A0; + (1 = NE)|| ey = sup [V} + (1 = M) |- (4.20)
xe[0,1] A€[0,1]

In the next step we combine item (i) and the fact that liminf, . t, = 0o to obtain
that
lim sup ||, — Z|ge = 0. (4.21)
k—o00
Furthermore, observe that Lemma 4.2.1 and the fact that Vi is continuous assure
that for all z € R? we have that

sup |[[VY(Az + (1 — NE)||ge < 00 (4.22)
A€[0,1]
and
(Rd Sy sup [V + (1 — N)E)||pa € R) € C(R%,R). (4.23)
A€(0,1]
This and (4.21) prove that the sequence
(supscion IVOOEE, + (1= VD)) (4:24)

is convergent in R and

limsup sup [|[Vo(M:  + (1 = NE)||ge = sup |[VYAZE+ (1 — N)E)||ga

te—1

k—oo  A€[0,1] AE[0,1] (4.25)
— V() e

This, (4.20), and (4.19) establish (4.15). The proof of Lemma 4.2.2 is thus completed.

[l

4.3 A priori estimates for SAAs in the case of
polynomially decaying learning rates

Lemma 4.3.1. Assume Setting 4.1.1 and let Gy, C F, t € [0,00), satisfy for all
t € (0,00) that

Go =1{0,Q} and Gt = 00(Zmi1n: (myn) € Ng x Ny n <M, ¢, < 1).
(4.26)
Then we have for all t € [0,00) that ©; is G;/B(R?)-measurable.
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Proof of Lemma 4.3.1. First, observe that (4.4) ensures that for all m € Ny, ¢ €
(tm, tmy1) we have that

m—1 _ My,
O, =&+ | >0 M > GO, Zni1j)
=0 M, =3 (4.27)
t—ty) T '
+ (&n—tm) Z G(@tm, Zm+1,n)'
m n=1

Next we claim that for all m € Ny, t € (t,,, tnr1] we have that ©; is G;/B(R%)-
measurable. We prove this by induction on m € Nj. For the base case m = 0 note
that (4.26) assures that for all ¢ € (to, ;] we have that

Gy =o0a(Z1n:ne{1,2,....9}). (4.28)
Furthermore, observe that (4.27) and the assumption that ©: [0,00) x 2 — R% is a
stochastic process w.c.s.p. prove that for all ¢ € (t, t;] we have that

t Dy
O, =¢+ o n; G(& Z1,). (4.29)

This and (4.28) prove that for all t € (to, t;] we have that ©, is G;/B(R%)-measurable.
For the induction step Ny 3 m — m + 1 € Ny observe that (4.26) assures that for all
t € (ty41, tmse] we have that

Gt =0a(Zis1n: (k,n) € Ng X N, n <Oy, B <m +1). (4.30)

Moreover, note that (4.27) and the assumption that ©: [0, 00) x  — R? is a stochas-
tic process w.c.s.p. demonstrate that for all ¢ € (t,,41, tro] we have that

o=+ | 35 =t S Gla,, Zuy)
n=0 n j=1

’ o (4.31)
—_ m—+41
+% Y. G(Oui1s Zimtan)-

m—+1 n=1

The induction hypothesis and (4.30) hence imply that for all t € (4,41, tni2] we
have that ©; is G;/B(R¢)-measurable. This finishes the proof of the induction step.
Induction therefore establishes that for all m € Ny, t € (t,,,, t,,11] we have that O, is
G¢/B(R?)-measurable. Combining this with the fact that ©g is Gy/B(R?)-measurable
ensures that for all ¢ € [0,00) we have that ©; is G;/B(R¢)-measurable. The proof
of Lemma 4.3.1 is thus completed. O
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Lemma 4.3.2. Assume Setting 4.1.1, let F,, C F, n € Ny, be the sigma-algebras
which satisfy for all n € N that

Fo = {0,Q} and F, = 0a(Zmi1,: (m,j) € Ng x N, j <M, m <n—1),

(4.32)
and assume for alln € Ny, j € {1,2,...,9M,} that
E[IG(©Oy, Zns1)lsa] < x. (133
Then we have for all n € Ny, A € F,, that
E| g S (GO, Zuis) - 9(0,,)) 14| = 0. (4.34)

Proof of Lemma 4.3.2. Throughout this proof let D: Ny x Q — R be the stochastic
process which satisfies for all n € Ny that
1 oy

D, = o (GO, Znt1,5) — 9(Oy,)) (4.35)
n j=1

and let Y: Ny x Q — R? be the stochastic process which satisfies for all n € Ny that
Y, =06y,. (4.36)

Observe that the assumption that Z,, ;, (m,j) € N?, are i.i.d. random variables and
(4.32) ensure that for all n € Ny, j € {1,2,...,9,} we have that

Zypt1,; 1s independent of F,,. (4.37)

Moreover, note that Lemma 4.3.1 proves that Y is an (IF,),en,/B(R?%)-adapted
stochastic process. This, (4.37), the fact that Vo € R, (n,j) € N?: E[||G(z, Z,.;)||ra] <
oo, the fact that Vz € R% (n,j) € N?: g(z) = E[G(z, Z,.,)], (4.33), and, e.g., [53,
Corollary 2.9] establish that for all n € Ny, j € {1,2,...,9,}, A € F,, we have that

Hence, we obtain that for all n € Ny, A € F,, it holds that
1 m’ll
E[D,14] = o ZlE[(G(@tw Zni15) — 9(04,)) 1]

n j=

1 m’fl
= o Zl (E[G(Oy,, Znt1,5)14] — E[g(O4,)14]) (4.39)

n j=

1 M

a2 (E[G(Yy, Znsr,)La] — Elg(Ya)La]) = 0.

The proof of Lemma 4.3.2 is thus completed. O]
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Proposition 4.3.3. Letd € N, ¢,k € (0,00), Z € RY, let v = (V) nen, : No — (0, 00)
be a function, let g: R? — R be B(RY)/B(RY)-measurable, let (Q, F,P, (Fp)nen,)
be a filtered probability space, let ©: Ny x Q — R? be an (F,)nen,/B(RY)-adapted
stochastic process, and assume for allx € R, n € N, A€ F,_; that

E[[190/lzs + 0n = (On-1 +7129(0n-1))lga] < o0, (4.40)
E[(©n — (On-1 +79(On-1)))14] =0, (4.41)
(r =2, g(2))pa < —cmax {||lz — E[ga, l9(z)[5a}, (4.42)
E[[|©n = (On-1 +79(On-1))[za] < (7)°6(1 +E[©n-1 = Ellga]), (4.43)
and
limsup i = 0 < lim nf [%(;Z;; + C;’fy;l] . (4.44)

Then there ezists C' € (0,00) such that for all n € Ny we have that

E[||©, — E] < Cm (4.45)
and
sup E[[|0,, — Z24] < o0. (4.46)
meENy

Proof of Proposition 4.3.3. First, note that [53, Corollary 3.5] (with d = d, (V,)nen,
= (’Yn)nENm g = gv (Q7 Fa ]P)a (Fn)nENo) = (Qa fa ]P), (Fn)neNo)a Dk: = [@k_(ekfl—i_’mg(@k*l))]/’Yka
©=0, ()= (,)ri, c=c¢, k =k, =Z for k € Nin the notation of [53, Corol-
lary 3.5]) implies that there exists C' € (0, 00) such that for all n € Ny we have that

E[|©5 — Elza] < Crn. (4.47)
The assumption that limsup,, .. v, = 0 hence ensures that
sup E[[|0,, — Z24] < o0. (4.48)
meENy
Combining this with (4.47) completes the proof of Proposition 4.3.3. ]

Lemma 4.3.4. It holds for all ¢ € (—o0,1) that

limsup [n° — (n — 1)°| = 0. (4.49)

n—oo
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Proof of Lemma /.3.4. First, observe that for all € € (—o0,0) we have that

limsupn® = 0. (4.50)

n—o0

This reveals that for all € € (—o0,0) it holds that

limsup [n° — (n — 1)°| = 0. (4.51)

n—oo

Next note that for all € € [0,1), n € NN [2,00) we have that

OS!na—(n—1)€|=na—(n—1)a=n_8<n8_(”_1)8)

nl-e

4.52
n—n'"*n-17° n-—(n-1) 1 . (4.52)

nl-¢ - nl-¢ nl-¢

This and (4.50) imply that for all ¢ € [0,1) we have that
limsup [n° — (n — 1)°| = 0. (4.53)

n—oo

Combining this and (4.51) establishes (4.49). The proof of Lemma 4.3.4 is thus
completed. O

Corollary 4.3.5. Assume Setting 4.1.1, let k € (0,00), and assume for all n € N,
m € Ny, j€{1,2,...,9M,,} that

E[[16, = (O, + (tn = ta-1)9(O1,_))llpe + |G (O, Zinsrj)llra] <00 (4.54)

and
E[l|6y, — (B4,_, + (tn — ta-1)9(O1,_ )R] < (tn — tn-1)’k(1 + E[||Oy,_, — El34]).
(4.55)
Then we have that
sup E[[|0y, — E||z4] < oc. (4.56)

n€eNp

Proof of Corollary 4.5.5. Throughout this proof let oo = (a)nen, : No — (0, 00) sat-

isfy for all n € N that

N
ap =t, —t,1 = e (4.57)

let F,, € F, n € Ny, be the sigma-algebras which satisfy for all n € N that

Fo = {0,Q} and F, =0a0(Zmi1j: (m,j) € Ngx N, j <M, m <n—1),
(4.58)
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and let Y: Ny x Q — R? be the stochastic process which satisfies for all n € Ny that
Y, =06y, (4.59)

Note that Lemma 4.3.1 ensures that Y is an (F,),en,/B(R%)-adapted stochastic
process. Next observe that (4.54), (4.57), and (4.59) imply that for all n € N we
have that

E[IYa = (Y1 + ang(Ya-1))2]
= E[|0, — (O, + (ts — tui)g(O4,,))[[2a] < oo.

Moreover, note that combining Lemma 4.3.2 and (4.54) assures that for all n € N,
A € F,_; we have that

E[(Yn — (Yn—l + ang(Yn—l)))ﬂ-A}
= oy E [ﬁ Z;)‘n:nl_l (G(@tnfu an‘) - g(®tn71>) ILA} = 0.

Next observe that (4.2) ensures that g(=) = 0. This and (4.2) establish that for all
r € R? we have that

(4.60)

(4.61)

(@ =2, 9())re = (z — Z,9(2) — 9(E))rs < —Lllz = El[z0. (4.62)
Combining this with (4.2) implies that for all € R? we have that
(@ — 2, 9(x))re < —Lmax {||z — Z[lza, g(2) 2} (4.63)
Next note that (4.57) assures that for all n € NN [2,00) we have that
L
Qp — Op_1 Loy, _ nln_g B (nf?)l—E + 2(n7177)1—“3
T
' [(n—1)F =l N Ln'~® (4.64)
R R

[+ L] (-1 =]+ L1 L]0

Lemma 4.3.4 (with ¢ = (1 —¢) € (—o00,1) in the notation of Lemma 4.3.4) hence
ensures that

n - n— L n— L .

li}g{gf (0432 ! ;XOén L= 5> 0= h;nﬁsotip Q. (4.65)
Combining this, (4.60), (4.61), (4.63), and Proposition 4.3.3 (with d = d, v, = a,
CcC = L, K = R, E = E, g = g, (Q,F,]P, (Fk)keNo) = (Q,F,P, (Fk)k:eNo)a @n = Yn
for n € Ny in the notation of Proposition 4.3.3) establishes (4.56). The proof of
Corollary 4.3.5 is thus completed. [
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4.4 A posteriori estimates for conditional variances
associated to SAAs

Lemma 4.4.1. Let d € N, Z € RY, M, L € (0,00) and let f: R® — R? satisfy for
all z € R? that

(&~ 2, f(2))gs < —max{Llz — =2, M| f(2)]|2}. (4.66)

Then we have for all x € R? that
L|[z|lga — L|[Ellrs < Lz — El[ga < [|f(2)]|ra s
 max{1|[Zlga) (4.67)

< gl = Ellpe < =572 (1 + ||2]|ga)-

Proof of Lemma 4.4.1. First, note that (4.66) assures that for all z € R\{Z} we
have that

f(z) #0 (4.68)
and
f(E)=0. (4.69)

Furthermore, observe that (4.66) and the Cauchy-Schwartz inequality imply that for
all z € R? we have that

1f@)[ge < —37( = Z, f(@))re < 35ll2 — Ellrall £ (@)]|re- (4.70)

This, (4.68), (4.69), and the triangle inequality ensure that for all x € R? we have
that

—_ —_ max{1,||=
1 (@)[lge < L lle = Ellga < L (@]l + [|E]lge) < 22EE (1 4 g)00).  (4.71)

Moreover, note that (4.66) and the Cauchy-Schwartz inequality demonstrate that for
all z € R? we have that

o - Z2a <~ — , f(@))s < Lo — Zlpall (@) e (4.72)
This reveals that for all z € R? it holds that
Lljz = Z|lpe < || f(@)]|ga- (4.73)

This, (4.71), and the triangle inequality establish (4.67). The proof of Lemma 4.4.1
is thus completed. [
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Lemma 4.4.2. Assume Setting 4.1.1 and assume that

E|||G(x, Z 2.
sup < &, 1’1)||2R ]) < 0. (4.74)
z€ERI

[1+ [[2]le]

Then there ezists k € (0,00) such that for alln € N we have that
E[[|©, = (B4, + (t — ta=1)9(O4, 1)) ]
< (b= tua) K1+ E[|0y,; = Elffa]) < oo

Proof of Lemma /.4.2. First, note that (4.2) ensures that g(Z) = 0. This and (4.2)
establish that for all z € R? we have that

(4.75)

(0 = 2, g@))gs < —max{Llz — =), Lllg(@) 2l (4.76)
Lemma 4.4.1 hence assures that for all x € R? we have that
lg(2)||zs < == (1 4 2 za). (4.77)
Next observe that (4.74) and the fact that Va,b € R: (a + b)? < 2|a|* + 2|b|* imply
that
E[(|G(z, Z,1)|2
sup [“ (@ 1’;)||Rd] < 00. (4.78)
zeR4 1+ ”m”Rd

This and (4.77) demonstrate that there exists ¢ € (0, 00) which satisfies for all z € R?
that

lg(@)llee < e(1+ ||2llre) and  E[[|G(x, Z11)lIza] < c(1+ [[2]za)- (4.79)

Moreover, note that (4.4) and the fact that Vz,y € R?: [z +y|2, < 2|23 +2]|y| 24
ensure that for all n € N we have that

Efl©, — (an st (= tm1)g(O4, ) [ie]
(tﬂ t’n [”zmn 1 [Zj:nfl G(@fn 1=Zn9)} -9 @tn—l)“;d}

. (4.80)
<2ty — 1)’ E ||t T2 GO Zu)
+2(ty — tao1)* E[[l9(O4, -, )[za] -
This, (4.79), and Lemma 3.6.2 assure that for all n € N we have that
E[I8, = (B4, + (ta — ta-1)g(O, 1)) [za]
(4.81)

< 20ty — 1) (e(1+ (04, 12]) + E[(c(1 + 6, [Is))?]).
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Lemma 3.6.1 hence implies that for all n € N we have that
E[[©, — (O, + (tn — {ﬂ—l)g(@tn—l))“%&d}
<2ty — tu1)* (c(1 + |0, [12:]) + B2 (1+ €, I2)]).
Hence, we obtain that for all n € N it holds that
E[l©, — (O, + (tn — ta-1)9(Ox,_,)) I74]
< 2(ty — ta)*(c(1+ B[00, 1] + 22 (1 + E[0,,_,[12.])) (4.83)
= 2(ty — to-1)*(c +2¢°) (1 + E[|O, . [124]).

The fact that Vz,y € R?: ||z +y||2. < 2||z||2. + 2|y||3. therefore demonstrates that
for all n € N we have that

E[[|©, = (B4, + (ta — ta=1)9(O4, 1)) ]
< 2ty = ta1)* (e +26°) (14 2/|Z][2a + 2E[[1O, -, — ZJz4]) (4.84)
< (tw — 1) [2(c +2¢) (2 + 2| Ellga) | (1 + E[[IO4,, — Ellga])-
Next note that (4.74) and Lemma 3.6.3 imply that for all n € Ny we have that
E[]|0, 7] < oo. (4.85)

The fact that Va,y € R%: ||z + y|2. < 2||z||2. + 2||y[|z« hence ensures that for all
n € N we have that

(4.82)

E[10,_, — Ellga] < 2(E[IO¢, . lIa] + IE]Iza) < o0. (4.86)
Combining this and (4.84) establishes (4.75). The proof of Lemma 4.4.2 is thus
completed. O

4.5 A priori estimates for suitable approximation
error constants associated to SAAs

Lemma 4.5.1. Assume Setting 4.1.1 and let p,m € {0} U [1,00) satisfy that

E[l|G(z, Z11) 5] "
sup ’ + sup E| ||©, ||y | < oc. (4.87)
rcRd ( [1 + Hx”?de}P e [H t ’Rd]

Then we have that
sup E[Hmin Z;Di"l G(©y,, Zn+1,j)H%d} < 00. (4.88)

n€eNp
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Proof of Lemma 4.5.1. First, observe that (4.87) and Lemma 3.6.1 imply that there
exists ¢ € [0, 00) which satisfies for all z € R? that

E[G(x, Z11)lpa] < el + [l2]I5h)- (4.89)

Lemma 3.6.2 therefore assures that for all n € Ny we have that

E |l 25 GO0, Zus )] < c(1 +E[I04[152]). (4.90)
Combining this and (4.87) establishes (4.88). The proof of Lemma 4.5.1 is thus
completed. O

Lemma 4.5.2. Assume Setting 4.1.1 and let p,m € {0} U [1,00) satisfy that

||9(33)||Rd) m
sup | ———— | + sup E| ||y, [|zs | < oc. 4.91
xeRd(anuRd sup B 16,z (4.91)
Then we have that
sup E[[9(0,)]] < oo. (4.92)
te[0,00)

Proof of Lemma /.5.2. First, observe that (4.91) implies that there exists ¢ € [0, c0)
which satisfies for all z € R? that

19(2)lga < c(1 + [lz][ga)- (4.93)
This and Lemma 3.6.1 ensure that for all ¢ € [0, 00) we have that

E[llg(®)ka] < E[(c(1+[10]I5))"] < E[277 e’ (1 + [|0¢lgh)]

ol 1 LR[00, (4.94)
Lemma 3.6.5 and (4.91) hence demonstrate that
tES[B{EO)]E[Hg(@t)H%d} <orleP 4 2p_1cpt€s[})1£o)E[||@t||§g] < 00. (4.95)
This establishes (4.92). The proof of Lemma 4.5.2 is thus completed. O
Lemma 4.5.3. Assume Setting 4.1.1 and let p,m € {0} U[1,00) satisfy that
i)
:gﬂg (HE[(azGi(jHZ;Hg HL(Rd,Rd)> + :gl\%E[ 1O, [Ige ] < o (4.96)

Then
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(i) we have that g € C* (R, RY) and
(ii) we have that
sup E[|\g’(@t)Hi(Rd7Rd)] < 0. (4.97)

te[0,00)

Proof of Lemma 4.5.3. First, note that item (i) in Lemma 3.2.1 proves item (i).
Furthermore, observe that (4.96) and item (ii) in Lemma 3.2.1 demonstrate that
there exists ¢ € [0, 00) which satisfies for all z € R? that

19 @)l = [ENZGC) @ Z00)] oy < 1+ lalll). (498)
This and Lemma 3.6.1 imply that for all ¢ € [0, 00) we have that

Elllg' (O e pay] < E[(c(1+ 18:][7))"]
<E[277 (1 +[|©ga)] (4.99)
=271 + 2 P R[]0y 5h] -

Lemma 3.6.5 and (4.96) hence demonstrate that

sup E[llg/(00)|% g ] <2777+ 2717 sup E[JO,] < 0. (4.100)

t6[07oo) tE[0,00)
The proof of Lemma 4.5.3 is thus completed. O

Lemma 4.5.4. Let (V,||-||;) be a non-trivial R-Banach space, let (W, ||-||,;,) be an
R-Banach space, and let f € CY(V,W), ¢ € R satisfy for all x € V that

1" @) levw) < e (4.101)
Then we have for all x € V' that

L (@) llw < (e + 1A O lw) (T + [[zflv). (4.102)

Proof of Lemma 4.5.4. First, note that the fundamental theorem of calculus for the
Bochner integral (see, e.g., [54, Lemma 2.1]) proves that for all € V' we have that

1f’(/\av)x d)\H : (4.103)
0 W

1 (z) = fO)llw =
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This and the triangle inequality for the Bochner integral demonstrate that for all
x € V we have that

||f(93)—f(0)|!w§/0 Hf’(AfU)fCIIWdAS/0 LF ) qvw [l dA

X (4.104)
< [l dx = clall-
0
This reveals that for all z € V' it holds that
1f @) [w < [1f(2) = fO)lw + lF(0)[[w
< cllzflv + [£(0)[lw (4.105)
< (c+ [FOlw) @+ llzllv)-
This establishes (4.102). The proof of Lemma 4.5.4 is thus completed. O
Lemma 4.5.5. Assume Setting 4.1.1, let 1 € C*(R4, R) satisfy that
E[G(z, Z1,1)lI
aup [ L ko) L B[220 2] lyomege | <00 (4.106)
zeRd [1+ ||z||ga] ’

and sup,cge maxie (12} [0 (2) || o) ga gy < 00, let Q: [0,00) X Q — R? be the stochas-
tic process which satisfies for all m € Ny, t € [t;,, tna1) that

m
1 m
Qt = m— Z G(@fm, Zm—‘,—l,n)y (4107)
moa=1
and let C': [0,00) — [0, 00] satisfy for all T € [0, 00) that

O(r) = sup E[HQS — (Ol Qule (4.108)

s,0€[0,T]

1
L(T—s 0O +(1 Oy, 0 +(1 NET
([ T @ g + 1T e
0

T—s
_Iu A@ +(1-M\)Op,
[ e ] dudA) 109 5o 1 (©) Qs |

Then we have that

sup C(T') < 0. (4.109)
Te[0,00)
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Proof of Lemma 4.5.5. Throughout this proof let x € (0, 00) be a real number which
satisfies for all n € N that

E[|0y, — (O, + (tn — t,-1)9(O1,_,))|1 4]
< (ty — t1)’k(L+E[||0y, , — Z|2d])

(cf. Lemma 4.4.2). Note that Lemma 3.2.2 assures that for all z € R? we have that
g€ C*(RLRY) and  ¢"(2) = E[(ZG)(x, Z1,1)]. (4.111)

This, (4.106), and Lemma 4.4.1 prove that there exists ¢ € [0, o0) which satisfies for
all z € R? that

(4.110)

E(IG(, Zu)|2] < e+ Jollz)®, lg@)lee < o1+ lofle),  (4112)
and
ma {lg” (@)l oo ey [¥/@) oy [0 @) lpomomy} e (4113)
Lemma 4.5.4 hence implies that for all € R? we have that
19/ @) gy < (e + 19 (O] germay) (1 + 2 ])- (4.114)
Moreover, note that Lemma 4.4.2 proves that for all n € N we have that
E[[0, — (O1,_, + (ta — tae1)9(Oy,_,)) i) < 0. (4.115)

Next observe that the assumption that Z,, ,, (m,n) € N?, are i.i.d. random variables
and (4.4) ensure that for all n € Ny, j € {1,2,...,90,} we have that Z,,; and O,
are independent. This and the assumption that Z,,,,, (m,n) € N? are i.i.d. random
variables ensure that for all n € Ny, 7 € {1,2,...,90,} we have that

E[IG(O0. Zusis)ls] = [ 1G(01 (). Zussy)) s Pl
= [ [ 16O Zunns@) 2 P@a) Bde) (4110
= [ ] 16(®n ). 21.4(@)) |2 Pld) Pl
QJQ

Combining this with (4.112) and Lemma 3.6.3 demonstrates that for all n € Ny,
Jje{1,2,...,9,,} we have that

E[G(O4, Zusr,) 2] < / (11 04, (@)]lge)* P(dw)
< 2¢(1 4+ E[||Oy,||7a]) < o0

(4.117)
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This reveals that for all n € Ny, j € {1,2,...,9%,} it holds that

1/2
E[[G(O,, Zut1,)lzs] < [E[IG(On, Zusr )] | < oc. (4.118)
This and Corollary 4.3.5 imply that

sup [E[ [0, — Z[2.]|"* < . (4.119)
n€eNg

The Minkowski inequality hence assures that

sup |[E[ [0, 124 ]| < 1= ]lna + sup [E[ |6, - =Z)2.]]* < . (4.120)
neNy

neNg

Next observe that (4.113) demonstrates that for all 7" € [0, c0) we have that

/\es+(1 )‘)6[[3]]

1
sup E{IIQS — 9(Os) || IIQSIIRd/ " (072 M ze @) dA
0

s€[0,7T
1
< sup E[n@s—g@nsn)nw @l [ ce—“T—s)dA]
s€[0,7T 0
<c sup E[||Qs — 9(O)|Ire ||Qs]lga ]
s€[0,T
<c s B{IQ. ~ o0l Q.1 (1.121)
s€|0,00

Holder’s inequality therefore assures that for all T' € [0, 00) we have that

O +(1-XO

1
sup E{HQS — 9(Ors))[[re HQSHRd/O " (072 )z ra gy dA

s€[0,T]

<c s (EQ.~o(r) HW}\”QIEU|@8HWH”)

s€[0,00)

< c¢ sup \E[HQs—g(@nsn)Héde ESFSP)IE[HQSHMF/? (4.122)

s€[0,00)

Moreover, note that the Minkowski inequality implies that

sup !E[HQS — g(O)|24] [

s€[0,00)

< sup \E[HQSHWH 72y s[up)} llg©p) 12|

5€[0,00)

(4.123)
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In the next step observe that (4.112), (4.120), and Lemma 4.5.1 assure that

sup E[[|Qull24] = sup Bl > G (O, Zutay)llfa] < oo (4.124)

$€[0,00)
Next note that (4.112), (4.120), and Lemma 4.5.2 demonstrate that

sup E[[lg(Opg)[lz] < sup E[[|g(0,)[[za] < oo. (4.125)

s€[0,00) te[0,00)

Combining this, (4.123), and (4.124) ensures that

sup [E[[|Qs — g(Op)24] [ < oo (4.126)

$€[0,00)

This, (4.122), and (4.124) prove that

sup sup E{HQS 9O Qs

T€[0,00) s€[0,T]

(4.127)
/ L(T— S)Hw”( A@ +(1 )\)@[[S]])HL(Q)(Rd,R) d)\] < o0,
0
Next observe that (4.113) implies that for all 7" € (0, 00) we have that
)\9 +(1 NI
sup B[1Q: = o@un)les Qs | 19/
s€
T —Luy 1t NOst(1=A)O4]
/ e Hg <9u )HL@)(Rd,Rd) du d)\:|
0
1 T—s
< swp B[~ @l Qe [ [ duar]
s€[0,T] o Jo (4.128)

T—s
— & sup E[an—g(@usﬂ)an Q.0 [ du}
0

s€[0,7

sup E[[|Q, — 9(Op)lra [|Qsllga (1 — e #F)]

s€[0,T]

<2 sup E[[lQs — g(Op) e 1Qullza .

$€[0,00)

hlﬁw
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This and Hélder’s inequality ensure that for all 7" € (0, c0) we have that

>\9$+(1 A6,
sup [IIQS (@[[Sﬂ)||Rd||QS||Rd/ [ "N e gy

$€[0,T]
T—s
. / e_Lu”g”(e’L)l,\@S—’_(l_)\)e[[S]])HL(2>(Rd,Rd) du d)\] (4.129)
0
< sw (E[IQ. — s@lid| L1157,

Combining this, (4.124), and (4.126) demonstrates that

)\64—1 —\)Oy,
sup  sup {n@s— 9(01) e 110s e / /(8 M) | gz

Te[0,00) s€[0,7T)
T—s
_Iu AO+(1-N)O,
/ et ”9”(9" e H)||L(2>(Rd,Rd) dud/\] =0
0

Next observe that (4.113) and Hélder’s inequality imply that for all T € [0, 00) we
have that

(4.130)

sup E[||¢/ (022 )| nwa ) |9 (©0)Qullra]

s,0€[0,T7]

< sup E[cHg’(@v)QvHRd}

vE[0,00)

SCSUpEg/@U ddde
ve[()’oo) I:H ( )HL(R ,R )H HR ] (4131)

<c sup ([E[lg/ (@I} mens]|”*BlIQulE]]")

v€[0,00)

<c¢ sup |E[Hg )H%(Rd’Rd)} ‘1/2 6S[‘tgp ) |E[HQU”]§¢} ‘1/2.

ono

Furthermore, note that Lemma 4.5.3; (4.114), and (4.120) ensure that

o )E[Hg’(@v)\li(Rd,Rd)} < 0. (4.132)
ve|0,00

Combining this, (4.124), and (4.131) proves that

sup  sup E[[[¢/(052,) || n@emllg' (©0)Qullra] < oo (4.133)

T€[0,00) s,0€[0,T1]

This, (4.127), and (4.130) establish (4.109). The proof of Lemma 4.5.5 is thus com-
pleted. O
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4.6 Weak convergence rates for SAAs in the case
of polynomially decaying learning rates with
mini-batches

Proposition 4.6.1. Assume Setting 4.1.1 and let 1 € C?(R? R) satisfy that

2
sup (E[“G“’ 2] 4 el 0w 2] o Rd>) <o (4139
rert \ 1+ ||2|ga] |

and SUp,cpa Max;e (1 2y || ()|l L) (re,ry < 00. Then
(i) we have that {z € R?: g(x) =0} = {Z} and
(1) there exists C' € R such that for all n € N we have that

[E[(O,)] —(E)| < On*". (4.135)

Proof of Proposition 4.6.1. Throughout this proof let A € (0, 1), let K(\) € (0, 00)
be the real number given by

K(\) = sup {—"26% (nl—% [26_%(1_’\6)”8 + (n— 1)25‘2] + A%‘lﬂ (4.136)
neNN[2,00) 2(1 - 25)

(cf. Lemma 3.8.7), let Q: [0,00) x Q — R? be the stochastic process which satisfies
for all m € Ny, t € [t,,, t,n11) that

1 D

Qi = m. nz:l GO, Zmi1n), (4.137)

and let R: [0,00) — [0, 0o] satisfy for all 7" € [0, 00) that

R(T) = sup E[IIQS — (Ol Qu s (4.138)

$,0€[0,T7]

1
_ ,\@+1 N0, >\6+(1 MO,
( / e LT[y (07 ")l Lo gy + 19 (67 ) | L g)
0

—Lu” /, )\6 +(1— )\@[5

T—s
'/0 HL (2)(Re Re) dUdA> + de (92 s)HL R¢ R) ||9( v)QvHRd .
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Note that (4.134) and Lemma 3.2.2 prove that

sup [|g"(2)|] e e gty < 00 (4.139)
zeR

This, Lemma 3.2.1, and Lemma 4.5.4 demonstrate that

0 /
sup (”IE[(%G)(%ZM)] HL(Rde)) — sup (Hg (x)HL(Rd,Rd)) < 00, (4.140)
zeR?

reR [1+ f|ze] (L + l|llga]

Next observe that (4.2) assures that = is the unique zero of g. This proves item (i).
Item (iv) in Lemma 3.3.6 therefore ensures that

limsup |05 — Z||ga = 0. (4.141)

§—00

Corollary 3.9.1, (4.134), (4.140), and (4.2) hence assure that for all £k € N we have
that

E[0(0,)] - ¥(Z)
< (k4 0 | KOOR()

(k1) e s (908, + (1= )3 ) I~ Sl
agl0,

< (k+41)* [K(A) b R(T) (4.142)

+ (k4 1) e i (||1//(049fk +(1- 04)5)||L(Rd7R)> € — E||Rd:|
agl0,

< (k4 0% | KD sup R(T)

T€[0,00)

~+ sup ((l + 1)1_2€@_Ltl sup ({’1#’(0&‘95 + (]' - Q)E)HL(RdR))) ||§ - E||Rd:| .

1eNg a€0,1]

Next note that Lemma 4.2.2 and Lemma 4.5.5 imply that

sup ((z + 1)1 sup ([|v/(aff + (1 - a>E>HL<Rd,R>)) 1€ = Zlg

1eNg O‘E[Ovl]
+ K(\) sup R(T) < oco. (4.143)

T€[0,00)
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Furthermore, observe that for all £ € N we have that
(k+1)* 1 <> 1 (4.144)

This, (4.143), and (4.142) establish item (ii). The proof of Proposition 4.6.1 is thus
completed. n

Theorem 4.6.2. Let d € N, £, = € R¢, ¢ € (0,1/2), n,L,c € (0,00), (M,)nen, <
N, v € C*R%4R), let (S,S) be a measurable space, let (Q, F,P) be a probabil-
ity space, let Zyn: Q@ — S, (m,n) € N2, be i.i.d. random variables, let G =
(G(2,9)) @.s)erixs: R x S — R be (B(RY) @ S)/B(R?)-measurable, let g: R — R?
be a function, assume for all s € S that (R > z — G(x,5) € RY) € C?*(RY, RY),
assume for all x,y € R that

E[|G(z, Zu)lza] < e[l + l|2llza]®, (@ =, 9(2))ne < ~Lllg()[|Zs,  (4.145)

9(z) =E[G(z, Z11)], (= —y,9(x) — 9(y))pe < —L|jz — y||3a, (4.146)
£ [ e 2, 4.147
s s B[O+ A ] <00 (4147
and
HE[ ox2 G)(I’, Zl,l)} ||L(2)(R’1,Rd) + g}f’};} ||¢ ( )||L(i)(Rd,R) <c (4148)

(cf. Corollary 2.2.5), and let ©: Ny x Q — R? be the stochastic process which satisfies
for alln € N that ©y = £ and

mn 1
O = o1+ — gﬁ 3 GlOn-1: Zny) (4.149)

Then
(i) we have that {z € R?: g(x) =0} = {Z} and
(1) there exists C € [0,00) such that for alln € N we have that

E[(6,)] = %(Z)] < Cn*7". (4.150)

Proof of Theorem /.6.2. This is a direct consequence of Proposition 4.6.1. The proof
of Theorem 4.6.2 is thus completed. [



98

4.7 Weak convergence rates for SAAs in the case
of polynomially decaying learning rates with-
out mini-batches

Corollary 4.7.1. Let d € N, £, Z € R? ¢ € (0,Y2), n,L,c € (0,00), ¢ €
C*(R%L,R), let (S,8) be a measurable space, let (2, F,P) be a probability space,
let G = (G(2,9))@serixs: RT x S = R? be (B(RY) @ S)/B(R?)-measurable, let
Zn: Q2= S, n €N, bei.i.d. random variables, let g: R* — R? be a function, assume
for all s € S that (R? > z — G(x,s) € RY) € C?(RYRY), assume for all z,y € R?
that

E[|G@ Z)IR] < e[1+ alw]’, (&~ E.g())as < ~Llg@)Be,  (4.151)

9(z) =E[G(z,Z1)], (z—y,9(x) = g(y))ra < =Lz — y|/3a, (4.152)
) i 146
igﬁ;;} 661({)1,2) ues[l—ls(s]d E [H(WG)(JC +u, 21)| L(i)(RdﬂRd)] < 09, (4.153)
and
HE[(;—;G)(L Zl)] HL<2)(Rd,Rd) + Z.Ier{l%(} ||¢(i) (x)||L(i>(Rd,R) <c (4.154)

(cf. Corollary 2.2.5), and let ©: Ny x Q — R? be the stochastic process which satisfies
for all n € N that ©y = £ and

O, = O 1+ GO 1, 7). (4.155)
Then
(i) we have that {z € R?: g(x) =0} = {Z} and
(ii) there exists C' € R such that for all n € N we have that

E[(On)] - (Z)] < Cn* (4.156)

Proof of Corollary 4.7.1. This is a direct consequence of Theorem 4.6.2. The proof
of Corollary 4.7.1 is thus completed. O]
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4.8 SAAs for random rotation problems

Lemma 4.8.1. Let (2, F,P) be a probability space, let Z,: Q — [7/4,57/a], n € N,
be i.1.d. random wvariables, assume that Z; is continuous uniformly distributed on
(7/a,57/a), let A: [v/a,57/a] — R?*? satisfy for all s € [7/a,57/4] that

Als) = <cos(s) - sm(s)) | (4157

sin(s)  cos(s)

let G = (G(x,5))(@,5)er2x[r/asm/a) . R? X [7/a,57/4] — R? satisfy for all z € R?, s €
[7/a,57/4] that
G(z,s) = A(s)x, (4.158)

and let g: R? — R? satisfy for all z € R? that
9(z) = E[G(z, Z1)]. (4.159)
Then

(i) we have for all x € R? that

E[A(Z))] = ¥ <_11 j) = 2A(%r) (4.160)
and
o) = 2A(%)a, (1.161)

(i1) we have for all s € [7/a,57/4] that

(R* > z — A(s)z € R?) € C*(R*,R?), (4.162)

(iii) we have for all x € R? that

max  sup E[H(iG)(ﬂC +u, Z)|

2
; i < 00, 4.163
i€{1,2} ye[—1,1]2 o H )(RQ’RQ)} ( )

(iv) we have for all s € [7/1,57/4], x € R? that

IA(s)zllre = llzllze,  llg(@)llre = [ lee, (4.164)

and
E[||G(x, Z1)lIze] = ll|le, (4.165)
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(v) we have for all s € [7/a,57/4], © € R? that
(A(s), x)p2 = cos(s)| |3z, (4.166)
and

(vi) we have for all x,y € R* that
(@ —y,9(x) — g()re = =2z — || (4.167)

Proof of Lemma 4.8.1. First, observe that

57/4 s
E[cos(Z1)] = / cos(s)L ds = L[sin(s)]_ " (-2 ‘/75) = —YZ  (4.168)
and

57r/4

E[sin(Z1)] = [ sin(s)L ds = —ﬂcos(s)]sz{m/4 = L(—VZ 2y V2 (4169)

s=m/4 ™ 2
4

[\

This and (4.157) prove (4.160). Combining this, (4.158), and (4.159) demonstrates
(4.161). This establishes item (i). Moreover, note that item (ii) is obvious. Next
observe that for all x € R?, s € [7/4,57/4] we have that

(2G)(x,8) = A(s)  and  (LG)(x,s) =0. (4.170)

9z2
Furthermore, note that for all s € [7/4,57/4], x = (21, 22) € R? we have that

| A(s)z %2 = (cos(s)xy — sin(s)xa)® + (sin(s)x; + cos(s)wy)?

= cos(s)’x} — 2cos(s) sin(s)x1zs + sin(s)z3 (4.171)
2.2 ’

+ sin(s)%z? + 2 cos(s) sin(s)z1x5 + cos(s)?x2

= 27 + 73 = ||z

This and (4.170) establish item (iii). Next observe that (4.171) and (4.161) prove
that for all z € R? we have that

lg(@)llez = Zlzlee. (4.172)

In addition, observe that (4.171) and (4.158) ensure that for all z € R? we have that

E[IG(z, Z1)lg2] = E[lA(Z1)2[lg2] = Ell2llz2] = [[2][z- (4.173)
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Combining this, (4.171), and (4.172) establishes item (iv). Next note that for all
r = (11, 12) € R? s € [7/4,57/4] we have that
(A(s)x, z)gz = ((z1 cos(s) — xesin(s), x1 sin(s) + x9 cos(s)), (1, T2))g2
= 27 cos(s) + 3 cos(s)
= cos(s)|| x|z (4.174)

This proves item (v). Combining this with (4.161) assures that for all z,y € R? we
have that

(x—y,9(x) = g(W)r = 2(x —y, A(¥) (x — y))r2

= 2(A(F) (@ —y), (v — ) (4.175)
= 2eos()lle - ylfe = —Lllw — yllze.
This establishes item (vi). The proof of Lemma 4.8.1 is thus completed. [

Corollary 4.8.2. Let £ € R?* ¢ € (0,12), n € (0,00), ¥ € C*(R*R) satisfy
that sup,cge maxie 2} [0 ()| Lo g gy < 00, let (0, F,P) be a probability space, let
Zn: Q= [v/a,57/4], n € N, be i.i.d. random variables, assume that Z; is continuous
uniformly distributed on (7/4,57/1), let A: [7/1,57/a] — R?*? satisfy for all s € [7/4,57/4]

that (5) in(s)
Als) = <sin(s) cos(s) ) ’ (4.176)

let G = (G (x $)) (z5)eR2x [r/a5a] - RZ X [7/a,57/a] — R? satisfy for all z € R?, s €
tha

/4, 57/4]

G(z,s) = A(s)z, (4.177)
let g: R? — R? satisfy for all x € R? that
g(x) =E[G(z, Z1)], (4.178)
and let ©: Ny x Q — R? be the stochastic process which satisfies for all n € N that
=& and
On = On1 + =G (On_1, Zy). (4.179)
Then

(i) we have that {z € R*: g(x) =0} = {0} and
(ii) there exists C' € R such that for all n € N we have that

[E[¥(©n)] —1(0)] < Cn*™. (4.180)
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Proof of Corollary 4.8.2. First, note that item (iv) in Lemma 4.8.1 proves that for
all 7 € R? we have that

2
E[IG(. Z)IRe] = 1222 < [1+ llz]se] (4.181)

and

lg(@)llez = Zlee. (4.182)

Next observe that item (iii) in Lemma 4.8.1 establishes for all z € R? that

E||(&LG Al < 0.
s o BB O w2 ] < s

Moreover, note that item (vi) in Lemma 4.8.1 ensures that for all z,y € R? we have
that

(@ —y,9(2) — g(y))r2 = — 2|z — yl 3. (4.184)

This and (4.182) ensure that for all z € R? we have that

(z,9(2)) = (& = 0,9(x) = g(O)gz = —L2alze = —"2llg(@) 2. (4.185)
In addition, observe that for all x € R? s € [7/4,57/4] we have that

(ZG)(,5) = 0. (4.186)

This reveals that for all s € [7/4,57/4] it holds that

sup H(;—;G)(x, )|l @ (r2 r2) < 0. (4.187)
z€R?
Combining this with Corollary 4.7.1, (4.181), (4.183), (4.184), (4.185), and the
assumption that sup,cg: maxeq 2y [|[¥@ () ]| Lo r2R) < 00 establishes item (i) and
item (ii). The proof of Corollary 4.8.2 is thus completed. O



Chapter 5

Weak error estimates for
stochastic gradient descent (SGD)
optimization methods

In this chapter we apply the weak error analysis results for SAAs from Chapter 4
above to establish weak error estimates for SGD optimization methods. In particu-
lar, in Corollary 5.2.1 in Section 5.2 below we establish weak error estimates for SGD
optimization methods in the case of objective functions with linearly growing deriva-
tives. In our proof of Corollary 5.2.1 we employ the weak error estimates for SGD
optimization methods in the case of coercive objective functions in Corollary 5.1.2 in
Section 5.1 below. Our proof of Corollary 5.1.2, in turn, uses the elementary result
on derivatives of gradients of smooth functions in Lemma 5.1.1 in Section 5.1 below
and the weak convergence result for SAAs in Corollary 4.7.1 in Section 4.7 above.

5.1 Weak error estimates for SGD optimization
methods in the case of coercive objective func-
tions

Lemma 5.1.1. Let d,n € N, f € C*(R%R) and let g: RY — R? satisfy for all
r € R? that g(x) = (Vf)(z). Then

(i) we have that g € C"~HD(R4 RY),
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(ii) we have for all k € {1,2,...,n}, ,y1,%2, ..., yr € RY that

FP@) 2,k = GF (@) (Yo, y5, - -5 Uk), Y1) wes (5.1)

and
(iii) we have for all k € {1,2,...,n}, v € R¢ that
Hf(k)(x)HL(M(Rd,R) = Hg(k_l)(x)HLUC*U(Rd,Rd)' (5.2)

Proof of Lemma 5.1.1. First, note that the hypothesis that f € C"(R% R) estab-
lishes item (i). Next we prove item (ii) by induction on k € {1,2,...,n}. For the
base case k = 1 note that for all =,y € R? we have that

F'@)(y) = (9(x), y)wa- (5.3)

This proves (5.1) in the base case k = 1. For the induction step {1,2,...,n — 1} 3
k—k+1€{2,3,...,n}let k€ {1,2,...,n— 1} satisfy for all x,y,%,...,yr € R?
that

f(k)(x)<y17 Y2, - 7yk) = <g(k71)(x)(y27 Yz, .- 7yk)7 yl)Rd‘ (54)
Next observe that item (i) ensures that for all z,ys,¥s, . .., yrs1 € R? we have that
lim sup ‘g(k_l)(x + hyk+l)(y2> Yz, ... 7yk) - g(k_l)(fl?)(y% Yz, ... ayk)
h—0 h
heR\{0} (5.5)

= 0.

Rd

- g(k)(x)(y% Yz, - oo Yk yk+1)

The Cauchy-Schwartz inequality hence implies that for all z, 1,9, . . ., yrr1 € R we
have that

<g(k_1)($ + hyk+1)(y27 Y3, .o 7yk) - g(k_l)(x)@% Ys, ... 7yk)7 y1>Rd

I
im sup N

h—0
heR\{0}

— <g(k)(l')(y2a Ysy - oo Yk yk+1)7 y1>Rd

‘g(k1)<x + hyk-l—l)(yQa Y3, ... 7yk) - g(k*1)<x)(y27 Y3, - - 7yk)

< limsu

h—0
heR\{0}

- g(k)(i)(yzj?/& cen >yk>yk+1) ||y1||]Rd = 0.
d

R
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The induction hypothesis (see (5.4)) therefore assures that for all z, y1, ¥, ..., Yr+1 €
R? we have that

FO (@ + hye) (Y1, v2, - uk) — FO@) (1, yo, - ur)

lim sup
h—0 h
heR\{0}
- <g(k)(x)(y27y3a"'7yk+1)7y1>]Rd (57)
— lim sup <g(k71)(x + hyk-l—l)(yQa Yz, .- ayk) - g(kil)(l‘)(y% Ysz, .- 7yk')7 yl)Rd
h—0 h
heR\{0}

- <g(k)<x>(y27 Yz, - .- 7yk+1)?y1>Rd =0.

This and the assumption that f € C"(R? R) demonstrates that for all x, 41, ¥s,. . .,
Yrr1 € R? we have that

FED@) (v, yerr) = (90 (@) W2, Y35 - - Yrt) s Y1) e (5.8)

Induction thus proves item (ii). Next observe that item (ii) implies that for all
ke{1,2,...,n}, z € R% it holds that

|f(k)(x)(yl7y27 s 71/16)’

1F® @) || Lo megy = sup
(BB o pweray oy v lzal[yellm - - 9ellme

— sup |<g(k_1)(‘r)<y27 Y3y - 7yk)7 y1>Rd|

Y1,Y2,--, Yk ERA\ {0} HylHRdHZ/2||Rd s HkaRd

(k—1) 5.9

— sup sup ’<g (x)<y27y37 7yk)7 y1>Rd| ( )

Y2,93,- Yk ERN{0} [ y1€RN{0} HylHRdHy2HRd"'Hyk”Rd
— sup ||g(k71)<x)(y27 Y3, ... 7yk‘)||]Rd

y2,Y3,-.,yr ERIN\{0} ||y2||Rd||y3||Rd . IkaIIRd

= ||9(k_1)(17>||L<k—1>(Rd,Rd)~
This establishes item (iii). The proof of Lemma 5.1.1 is thus completed. O

Corollary 5.1.2. Let d € N, £, = € RY ¢ € (0,2), n,L,c € (0,00), ¢ €
C?(R%,R), let (S,S) be a measurable space, let (0, F,P) be a probability space,
let F = (F(x,5))serixs: R x S — R be (B(RY) @ S)/B(R)-measurable, let
Zn: Q) — S, n €N, be iid. random wvariables, let g: R? — R? be a function,
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assume for all s € S that (R* > x — F(z,s) € ]R) € C3(RYR), assume for all
z,y € R? that

E[[[(VoF) (2, Z1)|5a] < c[1+ 23], (x —E,g(x))pe < —Lllg(x)[[3e, (5.10)
9(x) = E[(VF)(z, Z1)], (z—y,9(x) —g(y))re < =Lz — yll3a, (5.11)
: o4 146
z‘g{lg)i%(} 561(51,&3) ueTE£6]dE [H<‘W F)@+u, 2,)] L”)(Rd»RJ =% (5.12)
and
93 i
HE[(WF)(% Zl)] HL(S)(Rd7R) + ig%%éi} ||¢( )(95)||L(i)(Rd,R) <c (5.13)

(cf. Corollary 2.2.5), and let ©: Ny x Q — R? be the stochastic process which satisfies
for alln € N that ©y = £ and

On =6n1+ 7= (Ve F)(On_1, Zy). (5.14)
Then
(i) we have that {z € R?: g(x) =0} = {Z} and
(ii) there exists C' € R such that for all n € N we have that

E[(0,)] - $(E)] < Cn*". (5.15)

Proof of Corollary 5.1.2. Throughout this proof let G = (G(,)) (s s)erixs: R x
S — R satisfy for all x € R?, s € S that

G(z,s) = (V. F)(x,s). (5.16)

Observe that the hypothesis that Vs € S: (R? 2 = — F(z,s) € R) € C3(R%,R)
ensures that for all s € S we have that

(RY> z — G(z,s) € RY) € C*(RY,RY). (5.17)

In addition, note that (5.16) and (5.10) imply that

N E[nc:(x,zl)nﬂid})Q _
x@5< 1+ |zlle]® )~ 19
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Next observe that item (iii) in Lemma 5.1.1 (withd =d, n =3, f = (R? > z
F(z,8) € R) € C3(R4LR), g = (RY> 2+ G(x,5) € RY) for s € S in the notation of
Lemma 5.1.1) assures that for all i € {1,2}, x € RY, s € S we have that

i 141
H(aaxz‘ G)(z, S)HL(Z')(Rd,Rd) = H(%F)(xa5>HL(2‘+1)(Rd,R)- (5.19)

This and (5.12) demonstrate that for all z € R? we have that

f E[lI(Z 25 gy | < o0 5.20
nax aeﬁﬁlm)u;’“&]d (35 G (@ + u, Z0) |13 gy | < 00 (5.20)

Jensen’s inequality hence proves that for all x € R? we have that

E%}E[H(dﬂe)(x,Zl)HL(i)(Rd,Rd)} < . (5.21)

Moreover, observe that for all yi, 92,3 € R? we have that (L®)(RYR) > A
A(y1,92,y3) € R) is a continuous linear function. This ensures that for all vectors
Y1, 92, ys € R? and all random variables A: Q — L®)(R4 R) with E[[[All poyrary] <
oo we have that E[|A(y1,ye,y3)|] < oo and

E[A](y1, y2,y3) = E[A(y1, y2, y3)]- (5.22)

Combining this, Corollary 2.2.5, and item (ii) in Lemma 5.1.1 (with d = d, n = 3,
f=RI> 2w F(z,Z(w) € R) € C3(RLR), g = (R > 2 — Gz, Z1(w)) € RY)
for w € Q in the notation of Lemma 5.1.1) implies that for all z, 91,32, y3 € R? we
have that

E[(Z:F)(x, 20)] (1, v, 43) = E[(ZF) (@, Z0) (01, v, )]

. (5.23)
= E[((Z:G)(x, Z1)(y2, y3), y1)ma)
Moreover, note that (5.21) assures that for all z,y1, 92, y3 € R? we have that
IEH(((%, G)(, Zl)(’y%ys)?yﬁRdH < E[H(axz G)(, Zl)(yz,yg)HRdHyllle} (5.24)

< ]E[H aa—G)(%'a ZI)HL@)(Rd,Rd)} ly2llrallysllrallys |re < oo.

This and (5.23) prove that for all x,y;, 32, y3 € R? we have that

E[(Z:F)(x, 21)] (41, v2,y5) = (E[(£2G)(w, Z0) (y2, ¥3)] 41 ) - (5.25)
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This reveals that for all z € R it holds that

‘E[(a 5 F)(2, 24)] (?Jl,y2,y3)‘

E[(Z:F)(x, Z1) = sup
H [ 8 ox3 ] HL(3)(Rd,R) Y192, ygeRd\{O} ||y1HRdHy2||Rd||y3”Rd
0

_ g [EGEOE 206 )] )l

y1,y2,¥3€ERN{0} ||y1||Rd||y2”Rd||y3||Rd (5 26)

[(E[(2=G)(w, Z1) (42, 45)] y1 ) '

= sup sup

y2,y3€RN{0} | y1€RN\{0} 1] el y2 || mel|ys |

HE[ i) QG)(:L" Zl)(y27y3)]HRd 52

= sup = = |E[(ZG)(x, Z)) '

=AY 7 0 7 £z | P

This and (5.13) demonstrate that for all x € R? we have that
HE[ G>($ %) ”|L(2)(Rd7Rd) + max H@D (a z)|| Loy (ragy < € (5.27)

ie{1,2}

Moreover, note that combining (5.14) and (5.16) ensures that for all n € N we have
that ©g = ¢ and

On =61+ 7=G(On_1,72y). (5.28)
Next observe that, e.g., [53, Lemma 4.4] proves that G is (B(R?) ® S)/B(R%)-
measurable. Corollary 4.7.1 (withd =d, £ = 2 =2 e =¢,n=mn, L = L,
c=c,v=1,(538)=(5,95), (Q,F,P) =(Q,FP), Z, =2, G,g=g9,0=0

for n € N in the notation of Corollary 4.7.1), (5.17), (5 18),

(5.11), and (5.10) therefore assure that {x € R¢: g(z) = 0} {E} and that there
exists C' € R such that for all n € N we have that

E[(8,)] = »(E)] < Cn* . (5.29)
The proof of Corollary 5.1.2 is thus completed. O

5.2 Weak error estimates for SGD optimization
methods in the case of objective functions with
linearly growing derivatives

Corollary 5.2.1. Let d € N, £, Z € R? ¢ € (0,Y2), n,L,c € (0,00), ¢ €
C*(R4R), let (S,8) be a measurable space, let (Q, F,P) be a probability space,
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let F = (F(0,5))@s)ecrixs: R* x S — R be (B(RY) ® S)/B(R)-measurable, let

Zn: Q0 = S, n €N, be ii.d. random variables, assume for all s € S that (R? >
0 — F(0,s) € R) € C3(R%R), assume for all 6,9 € R? that
2

E[[(VoF)(6, Z0)llia] < e[1+ [10]lz0]", (5.30)

f E||F(0,Z 0 7 < 5.31

22 st ) s B0 2]+ IG5 )0 + 2015 )] < 00, (5.31)

(0 —0 E[(VeF)(9 Z1)] = E[(VoF)(0, Z1))pa > L0 — 9|30, (5.32)

E[( E) 0 Z0)] || ooz + nax ||@/)( (O]l @ar) < ¢, (5.33)

and |E[(VoF) (0, Z1)]|lre < ¢||0—Z||ga (cf- Corollary 2.2.5), and let ©: Ny x Q — R?
be the stochastic process which satisfies for all n € N that ©g = & and

O, =6,1— 7=(VeF)(On-_1,Zn). (5.34)
Then
(i) we have that {6 € R: (E[F(0, Z,)] = infyepa E[F (9, Z1)])} = {Z} and
(i1) there exists C' € R such that for all n € N we have that
E[(0)] =9 ()] < Cn* (5.35)

Proof of Corollary 5.2.1. Throughout this proof let f: R? — R satisfy for all § € R¢
that

1(6) = E[F (6, 20)) (5.36)
Observe that (5.30) ensures that for all § € R? we have that
E[(VoF)(©. Z)z] < \/E[I(VoF)(6. Z)|2] < VE[L+ fllas].  (5.37)
This and (5.31) imply that for all § € R¢ we have that
B[[F(0, 2)| + (Vo F) (6, Z4) |zs] < oo. (5.38)

Next note that (5.30) and Lemma 3.6.1 (with n = 2, p = 2 in the notation of
Lemma 3.6.1) demonstrate that for all § € R? we have that

E[[I(VoF)(0, Z1) — E[(VoF)(0, Z1)]Izd]
=E[[[(VeF) (0, Z1) za] — IE[(VoF)(0, Z1)] |5 (5.39)
<E[I(VoF)(6, Z1)lI3a] < e[+ [10]lza]” < 2¢(1 + |0][3a).
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Combining this, (5.38), and [53, Lemma 4.8] (with d =d, p =2, k = 2¢, (Q, F,P) =
(Q,F,P), (5,8)=(5,8), X =27, F=F, f = f in the notation of [53, Lemma 4.8])
ensures that for all # € R? we have that

fEC'RLR)  and  (Vf)(0) =E[(VeF)(0, Z1)]. (5.40)

This and the assumption that V6 € Re: [|E[(VoF) (0, Z1)]||ge < ¢||0 — Z||ge prove
that for all # € R? we have that

(V) (O)l|ra < el — E||ga. (5.41)
This reveals that
(V)(E) =0. (5.42)
Combining this with (5.40) and (5.32) assures that for all # € R? we have that
(0 —E, (V)(0))ra = L0 — Z[7a. (5.43)
This proves that for all § € R? we have that
(0, (V)0 +Z))ra = L|6]|za. (5.44)

The fundamental theorem of calculus hence demonstrates that for all € R? we have
that

£0) = FE) + [JE+10 -2,
/f E+tO—-2)(0—-=)dt

[1]

— 1@+ / (VI)E+ 10— 2)), 10— =)z di (5.45)

1
— _ 1
> 5@+ [ Llo - D[ 7
0
=f(E)+L||9—E||§d/tdt FE) + 516 — 2.

The hypothesis that L € (0,00) therefore ensures that for all § € R*\{Z} we have
that

F(0) = F(E) + 510 = Elge > f(3)- (5.46)
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This establishes item (i). Moreover, observe that (5.41) and (5.43) ensure that for
all @ € RY, r € (0,00) we have that

200 — 2, = (VH(0))ra + (V) (O)lga < —2L[10 — Ellga + 7|0 — =]

5.47
~ (¢ —20)]0 - =R, 40
This reveals that
200 —=,—(Vf)(¢ V0|3
(s [LESCIOACIORY o o
r€(0,00) \ pera\{=} 10 — =3

Combining this with (5.42) and, e.g., [53, Proposition 2.16] (with d = d, ¥ = Z,
(,) = ¢ooras Il = Fllgas ¢ = —(Vf) in the notation of [53, Proposition 2.16])

prove that there exists M € (0, 00) which satisfies for all § € R? that
(0 =2, (V)(0))za > Mmax{]|0 — =24, [|(V.f) (0) Iz} (5.49)

This, (5.40), and (5.32) assure that for all 6,9 € R? we have that

(0 =9, =(V)(0) + (V)W0)ra = —(0 = I, (V)(O) — (V)(I))pa
< —L||§ — 9|24 (5.50)
< —min{L, M}||0 — V||

and
(0 =2, ~(VIO)ra = —(0 — Z, (V1) (0))ra < =M (V f)(0)l[za
< — min{Z, M}|(V)(O)].
Corollary 5.1.2 (withd =d, { =§, Z2=2e =¢,n=mn, L =min{L, M} € (0, 00),
c=c, =1, (S38)=(538), (QFP)=(Q,FP),Z, =2, F=—-F, g=(R*>
0 — —(Vf)(0) € RY), © = 0O for n € N in the notation of Corollary 5.1.2) therefore
establishes item (ii). The proof of Corollary 5.2.1 is thus completed. O

(5.51)
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