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Abstract

Deep learning algorithms have been applied very successfully in recent years to a range of prob-
lems out of reach for classical solution paradigms. Nevertheless, there is no completely rigorous
mathematical error and convergence analysis which explains the success of deep learning algorithms.
The error of a deep learning algorithm can in many situations be decomposed into three parts, the
approximation error, the generalization error, and the optimization error. In this work we estimate
for a certain deep learning algorithm each of these three errors and combine these three error es-
timates to obtain an overall error analysis for the deep learning algorithm under consideration. In
particular, we thereby establish convergence with a suitable convergence speed for the overall error of
the deep learning algorithm under consideration. Our convergence speed analysis is far from optimal
and the convergence speed that we establish is rather slow, increases exponentially in the dimensions,
and, in particular, suffers from the curse of dimensionality. The main contribution of this work is,
instead, to provide a full error analysis (i) which covers each of the three different sources of errors
usually emerging in deep learning algorithms and (ii) which merges these three sources of errors into
one overall error estimate for the considered deep learning algorithm.
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1 Introduction

In problems like image recognition, text analysis, speech recognition, or playing various games, to name
a few, it is very hard and seems at the moment entirely impossible to provide a function or to hard-code
a computer program which attaches to the input — be it a picture, a piece of text, an audio recording,
or a certain game situation — a meaning or a recommended action. Nevertheless deep learning has been
applied very successfully in recent years to such and related problems. The success of deep learning
in applications is even more surprising as, to this day, the reasons for its performance are not entirely
rigorously understood. In particular, there is no rigorous mathematical error and convergence analysis
which explains the success of deep learning algorithms.

In contrast to traditional approaches, machine learning methods in general and deep learning methods
in particular attempt to infer the unknown target function or at least a good enough approximation thereof
from examples encountered during the training. Often a deep learning algorithm has three ingredients: (i)
the hypothesis class, a parametrizable class of functions in which we try to find a reasonable approximation
of the unknown target function, (ii) a numerical approzimation of the expected loss function based on the
training examples, and (iii) an optimization algorithm which tries to approximately calculate an element
of the hypothesis class which minimizes the numerical approximation of the expected loss function from
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(ii) given the training examples. Common approaches are to choose a set of suitable fully connected deep
neural networks (DNNs) as hypothesis class in (i), empirical risks as approximations of the expected loss
function in (ii), and stochastic gradient descent-type algorithms with random initializations as optimiza-
tion algorithms in (iii). Each of these three ingredients contributes to the overall error of the considered
approximation algorithm. The choice of the hypothesis class results in the so-called approzimation error
(cf., e.g., [3, [ 19, 38, [40], 41] and the references mentioned at the beginning of Section B), replacing the
exact expected loss function by a numerical approximation leads to the so-called generalization error (cf.,
e.g., [0, M0, 18, 35 51] 68, [71] and the references mentioned therein), and the employed optimization algo-
rithm introduces the optimization error (cf., e.g., [2, 6, O, 15, 20, 26, 43, 45] and the references mentioned
therein).

In this work we estimate the approximation error, the generalization error, as well as the optimization
error and we also combine these three errors to establish convergence with a suitable convergence speed
for the overall error of the deep learning algorithm under consideration. Our convergence speed analysis
is far from optimal and the convergence speed that we establish is rather slow, increases exponentially in
the dimensions, and, in particular, suffers from the curse of dimensionality (cf., e.g., Bellman []], Novak
& Wozniakowski [56, Chapter 1], and Novak & WoZniakowski [57, Chapter 9]). The main contribution of
this work is, instead, to provide a full error analysis (i) which covers each of the three different sources of
errors usually emerging in deep learning algorithms and (ii) which merges these three sources of errors into
one overall error estimate for the considered deep learning algorithm. In the next result, Theorem [T}
we briefly illustrate the findings of this article in a special case and we refer to Section below for the
more general convergence results which we develop in this article.

Theorem 1.1. Let d € N, Lia,u € R, b € (a,00), v € (u,0), R € [max{1l, L, |al, |b], 2|ul, 2|v|}, 00), let
(2, A,P) be a probability space, let X,,: Q — [a,b]¢, m € N, be i.i.d. random variables, let ||-|: R? —
[0,00) be the standard norm on R%, let ¢: [a,b]? — [u,v] satisfy for all z,y € [a,b]? that |o(z) — (y)| <
L||z — yl|, for every 0,7,s € N, § € Ng, 0 = (01,04,...,60,) € R® withd >0 +rs+r let Af;g: R® — R"
satisfy for all v = (x1,xs,...,2x5) € R® that

.Af;f(x) = ({_1%95“] + Osrst1, {

S
(2 =

Z $i95+s+i] + Osirst2s- - s {Z $z95+(r1)s+i] + 95+rs+r) . (1)

=1 =1

let ¢: R — [u,v] and R,: R™ — R", 7 € N, satisfy for all 7 € N, x = (21,29,...,2,) € R", y € R
that ¢(y) = min{v, max{u,y}} and R.(zr) = (max{z;,0}, max{xy,0},... max{z,,0}), for every 0,7 €
{3,4,.., 0 e R witho > 7(d+ 1)+ (r = 3)7(r + 1)+ 7+ 1 let NP7 R? — R satisfy for all v € R? that

(me,T) (z) = (c o AGTEFDH(T=3)r(r+1) R o Af_::(d+1)+(Tf4)T(T+1) oR.o0...0 Af_::(qul) oR. o Af—jg) (z), (2)

1,7

let €y e [—R, R x Q — [0,00), 0, M, 7 € N, satisfy for alld,M € N, 7 € {3,4,...}, 0 € [-R, R]°,
weQuwithdo>7(d+ 1)+ (r—3)7(r+1)+7+1 that

1 [ M
Conrr (0 w) = 17 Zl\me’T(Xm(W)) — o(Xm(w))I?|, (3)
for every @ € N let ©yp: Q@ — [-R,R]°, k € N, be i.i.d. random wvariables, assume for every 0 € N

that Oy 1 is continuous uniformly distributed on [—R, R]°, assume for every d € N that (X,;)men and
(Oo.k)ken are independent, and let =y e prr: Q@ — [-R, R]°, 0, K, M, 7 € N, satisfy for alld, K, M,7 € N

AAAAA

for allo, K, M,7 € N, ¢ € (0,1] with [2d(2dL(v — u)e~! + 2)4 4+ 2]3 < 73 < 0 it holds that

P(/{a,b}d \mEDvaM’T’T(x) — ()| Px, (dx) > E) < eXp(—K<CT)_Ta€QD) + Qexp(b hl((CT)TE_Z) — &TM) (4)

Theorem [[L1]is an immediate consequence of Corollary in Section below. Corollary follows
from Corollary L7 which, in turn, is implied by Theorem [£3] the main result of this article. In the
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following we add some comments and explanations regarding the mathematical objects which appear in
Theorem [LT] above. For every 9,7 € {3,4,..},0 € R® with o > 7(d+ 1)+ (r = 3)7(t + 1) + 7 + 1 the
function M%7 : R — R in (@) above describes the realization of a fully connected deep neural network with
7 layers (1 input layer with d neurons [d dimensions|, 1 output layer with 1 neuron [1 dimension], as well as
7 — 2 hidden layers with 7 neurons on each hidden layer [7 dimensions in each hidden layer|). The vector
0 € R? in (@) in Theorem [LTabove stores the real parameters (the weights and the biases) for the concrete
considered neural network. In particular, the architecture of the deep neural network in (2]) is chosen so
that we have 7d+(7—3)72+7 real parameters in the weight matrices and (7—2)7+1 real parameters in the
bias vectors resulting in [rd+ (7—3)72+7]+[(T—2)7+1] = 7(d+ 1)+ (7—3)7(7+1)+7+1 real parameters
for the deep neural network overall. This explains why the dimension d of the parameter vector 6 € R®
must be larger or equal than the number of real parameters used to describe the deep neural network in (2])
in the sense that 9 > 7(d+ 1) + (7 —3)7(7 + 1) + 7+ 1 (see above (2)). The affine linear transformations
for the deep neural network, which appear just after the input layer and just after each hidden layer
in (), are specified in () above. The functions R,: R™ — R, 7 € N, describe the multi-dimensional
rectifier functions which are employed as activation functions in (). Realizations of the random variables
(X, Yin) == (X, 0( X)), m € {1,..., M}, act as training data and the neural network parameter vector
0 € R® should be chosen so that the empirical risk in ([B]) gets minimized. In Theorem [[T] above, we use
as an optimization algorithm just random initializations and perform no gradient descent steps. The
inequality in (@) in Theorem [Tl above provides a quantitative error estimate for the probability that the
L'-distance between the trained deep neural network approximation M=e.xM~7(z), x € [a, b]?, and the
function p(z), = € [a, b]¢, which we actually want to learn, is larger than a possibly arbitrarily small real
number ¢ € (0, 1]. In (@) in Theorem 1.1 above we measure the error between the deep neural network and
the function ¢: [a, b]¢ — [u,v], which we intend to learn, in the L!-distance. However, in the more general
results in Section below we measure the error in the L2-distance and, just to keep the statement in
Theorem [[.T] as easily accessible as possible, we restrict ourselves in Theorem [[.J]above to the L!-distance.
Observe that for every € € (0,1] and every 0,7 € {3,4,...} withd > 7(d+ 1)+ (7 =3)7(v+ 1)+ 7+1
we have that the right hand side of (]) converges to zero as K and M tend to infinity. The right hand
side of (@) also specifies a concrete speed of convergence and in this sense Theorem [[T] provides a full
error analysis for the deep learning algorithm under consideration. Our analysis is in parts inspired by
Maggi [50], Berner et al. [10], Cucker & Smale [I§], Beck et al. [6], and Fehrman et al. [26].

The remainder of this article is organized as follows. In Section Plwe present two elementary approaches
how DNNs can be described in a mathematical fashion. Both approaches will be used in our error
analyses in the later parts of this article. In Section [3 we separately analyze the approximation error, the
generalization error, and the optimization error of the considered algorithm. In Section ] we combine the
separate error analyses in Section [3 to obtain an overall error analysis of the considered algorithm.

2 Deep neural networks (DNNs)

In this section we present two elementary approaches on how DNNs can be described in a mathematical
fashion. More specifically, we present in Section 2.1l a vectorized description for DNNs and we present in
Section a structured description for DNNs. Both approaches will be used in our error analyses in the
later parts of this article. Sections 2.l and are partially based on material in publications from the sci-
entific literature such as Beck et al. [6] [7], Berner et al. [10], Goodfellow et al. [2§], and Grohs et al. [31}, 32].
In particular, Definition 2.1]is inspired by (25) in [7], Definition 22 is inspired by (26) in [7], Definition 23]
is [31, Definition 2.2], Definitions 2.6, 27, and are inspired by [I0, Setting 2.3], Theorem is a
strengthened version of [I0, Theorem 4.2], Definition is [31, Definition 2.1], Definition 214l is [31],
Definition 2.3|, Definition 2Z.T5 is [32, Definition 3.10], Definition 216 is [31, Definition 2.5], and Defini-
tion 217 is [31), Definition 2.17]. The proof of Theorem is analogous to the proof of Theorem 4.2 in
[T0] and is therefore omitted.



2.1 Vectorized description of DNNs
2.1.1 Affine functions

Definition 2.1 (Affine function). Let d,7,s € N, § € Ny, 0 = (61,0, ...,04) € R? satisfy d > § + rs +r.
Then we denote by Af;g: R* — R" the function which satisfies for all x = (21, xs,...,xs) € R® that

0541 0542 s Osys x Osrs+1
Os+s11 054542 co Osgas T2 054 rs42
Afg(x) = 0512541 Osiospo -+ Osiss 23 | £ | Osprsts
05+(r71)s+1 05+(r71)s+2 T 05-1—7’8 T 06-1—7’8-‘,—7’
S S [ S
= ([Zk:l xk95+k] + 95+7’s+17 |:Zk:1 xk95+s+k] + 95+7‘s+27 ERRE) Zk:l xke&l—(r—l)s—l—k] + 95+rs+r> .

2.1.2 Vectorized description of DNINs
Definition 2.2. Let d,L € N, ly,l1,...,l; €N, § € Ny, 6 € R? satisfy
L
d>6+> Ul +1) (6)

k=1

and let W,: R% — R% ke {1,2,..., L}, be functions. Then we denote by N 5&5’2 _____ v, R — R the
function which satisfies for all z € R that

0,6 l ! 1 0,5 L 21 I 1
(NePe  y)(@) = (04 +§k (k-1 +1) \I’LfloAlLt%k; Wloatl)
0 Wy 0 AP 0wy 0 AT ) () (7)

(cf. Definition 2T]).

2.1.3 Activation functions

Definition 2.3 (Multidimensional version). Let d € N and let ¢): R — R be a function. Then we denote
by M, 4: RY — R? the function which satisfies for all z = (21, 2, ..., 74) € R? that

My,a(z) = (b(21), ¥(22), ..., ¥(24)) - (8)

Definition 2.4 (Rectifier function). We denote by t: R — R the function which satisfies for all x € R
that

t(z) = max{z, 0}. 9)

Definition 2.5 (Multidimensional rectifier function). Let d € N. Then we denote by Ry: RY — R? the
function given by
Rg = Mea (10)

(cf. Definitions 23] and 2.7]).

Definition 2.6 (Clipping function). Let u € [—00,00), v € (u, 00]. Then we denote by ¢,,: R — R the
function which satisfies for all x € R that

Cup(z) = max{u, min{z, v}}. (11)

Definition 2.7 (Multidimensional clipping function). Let d € N, u € [—00,00), v € (u,00]. Then we
denote by €, ,4: R? — R? the function given by

Qu,v,d - s):ncu,v,d (12)
(cf. Definitions 23] and 2.6]).



2.1.4 Rectified DNNs

Definition 2.8 (Rectified clipped DNN). Let L,d € N, u € [—00,00), v € (u,00], 1 = (lp,l1,...,1l) €
NE+HL 0 € RY satisfy

L
d> il +1). (13)
k=1
Then we denote by .4.%!: R — R’ the function which satisfies for all € R that
NEO (g L=1
<%ﬁ@ﬁ={(3ﬂﬁx) (14)
( Riy Riyseeos mlkl,q,v%)(x) tL>1
(cf. Definitions 2Z5] 27, and 222]).
2.1.5 Local Lipschitz continuity of the parametrization function
Definition 2.9 (Maximum norm). We denote by [||/||: (U5, RY) — [0, 00) the function which satisfies
for all d € N, § = (01,0,,...,04) € R? that
ol = _ma [0 (19
Theorem 2.10. Leta € R, b€ (a,0), d,L € N, | = (I, l1,...,1) € N1 satisfy
L
d> Z l(lk—1 + 1), (16)
k=1

Then it holds for all 0,9 € R? that
sup || A% o (@) — A% so(@)| < Lmax{1, al, o]} (NI + )" (max{ 0111, 191" 1160 = 2lll  (17)

zefab]lo
(cf. Definition[Z8 and Definition[23).
Lemma 2.11. Letd € N, u € [~00,00), v € (u,0]. Then it holds for all z,y € R¢ that
€0 0.a(z) = Cuna)ll < [l =yl (18)
(cf. Definitions[2.7 and [2.9).
Proof of Lemmal2.11. First, note that for all z,y € R it holds that
Cunl) — Cun(w)] < |2 — 9] (19)

(cf. Definition 2.6). Hence, we obtain that for all & = (21, 29,...,24),y = (Y1, 92, ...,ys) € R? it holds
that

Cuw —Cup = uwlTi) = Cuw(¥i)| < i — Yil = - 20
€)= Cunal)ll = _max | Jeune) = cunlud] < _max Joi—ul =l sl (20
(cf. Definitions 277 and 2.9]). This completes the proof of Lemma 21Tl O

Corollary 2.12. Leta € R, b € (a,), u € [~00,0), v € (u,00|, d,L € N, | = (I, ly,...,1) € NE+!
satisfy

L
d> Uil +1). (21)
k=1
Then it holds for all 6,9 € R? that
sup |45 () — A% (@)l < Lmax{1, |al, [l} (N2l + 1) (max{ O] 1203 7 l6 =2l (22)

z€la,b]lo

(cf. Definitions and[2.9).



Proof of Corollary[2Z13. Observe that Theorem and Lemma [ZI1 demonstrate that for all 0,9 € R?
it holds that

sup (|45 (2) = AL @M = sup €00, (A% 00(@)) = Cuty (A58 o (@)

z€la,b]lo z€la,b]lo

< sup A% wo(2) = A o)l (23)

z€la,b]lo

< Lmax{L, |al, [b[} (I2lll + 1)* (onax{ [ 0]]|, [121I1})"" 1l — Il

(cf. Definitions 2.8, 2.9 and [2Z7). This completes the proof of Corollary O

2.2 Structured description of DNNs
2.2.1 Structured description of DNNs
Definition 2.13. We denote by N the set given by

N = ULen U(lo,h ..... I1)ENL+1 (X£=1(Rl”lk’1 X Rl’“)) (24)

and we denote by P, L,Z,O: N — N, H: N — Ny, and D: N — (UZC’:2 NL) the functions which satisfy
for all L € N, lp,ly,..., 1 € N, & € (Xp_ (Re¥%-1 x R)) that P(®) = Sy L1 + 1), L(®) = L,
Z((I)) = lo, O((I)) = lL, H((I)) =L— ]_, and D((I)) = (lo,ll, ey lL)

2.2.2 Realizations of DNNs

Definition 2.14 (Realization associated to a DNN). Let a € C(R,R). Then we denote by R,: N —
(UMGN C(Rk,Rl)) the function which satisfies for all L € N, Iy, ly,...,l, € N, & = (W, By), (W, Bs),

RN (WL, BL)) c (Xil:l(leXlk*1 X le)), To € Rlo,l‘l S Rll, Lo, € R-1 with VE € NN (O,L) Ti
SﬁaJk(kak_l + Bk) that

Ra(q)) € C(RZO,RIL) and (Ra(q}))(l‘o) = WLxL—l + BL (25)
(cf. Definitions 213 and 23)).

Definition 2.15 (Linear transformations as DNNs). Let m,n € N, W € R™ ™. Then we denote by
My € R™™ x R™ the pair given by Ny = (W, 0).

2.2.3 Compositions of DNNs

Definition 2.16 (Composition of DNNs). We denote by (-) e (-): {(®1,P2) € N x N: Z(®y) = O(P2)}
— N the function which satisfies for all L, £ € N, Iy, l1,...,lp, lo, 4, ..., le € N, &1 = (W4, By), (Wa, Bs),
o (WL’ BL)) S (Xé:l(leXlk_l X le))’ (I)Q = ((wla %1)7 (w% %Q)a ceey (wﬂa %2)) € (Xﬁ:l(R[kX[k_l X
R"%)) with ly = Z(®;) = O(®;) = Ig that

(131 L] (132 =
(
((th %1)7 (m% %2)7 vy (Qnﬁfla %371)7 (Wlwﬁu WI%S + Bl)7 L>1<¢
(W27 82)7 (W37 B3)7 ey (WL7 BL))

26

((Wlwl,W1%1+Bl),(WQ,BQ),(Wg,Bg),...,(WL,BL)) L>1=28 ( )
((201,B1), (W, Bs), ..., (We_1,Be_1), WiWe, WiBe+ By)) :L=1<g
. ((Wlmjla WiB, + 31)) L=1=¢

(cf. Definition 2.13)).



2.2.4 Parallelizations of DNNs
Definition 2.17 (Parallelization of DNNs). Let n € N. Then we denote by

P, {(®),®y,...,D,) € N": L(D)) = L(Dy) = ... = L(P,)} = N (27)

the function which satisfies for all L € N, (lio, i1, .- 0.0), (oo loay -y lon)y - vy (lnosln, -y lnr) €
N @ = (Wi, Bia), Whg, Bigo),...,(Wip, Bi)) € (X£:1(Rll’kxh’k_l X Rll’k)), Dy = (Wa1, Ban),
(Wao, Baa), ..., (War,Bayr)) € (Xp_y(Rzexle—1 5 Rw)), 0 @, = (Wni, Bui), Whz, Baa)s - - -,
(Wi, Bur)) € (X (Rinextni-1 x Rinr)) that

Wii 0 0 0 B
0 W271 0 0 B2,1
P, (0, ®y,...,0,) = 0 0 Wi -+ 0 | | Bsa :
0O 0 0 Wi Bns
Wis 0 0 0 Bis
0 WQ 2 O 0 BQ 2
0 0 Wg 2 0 , BS 2 , s (28)
0O 0 0 Wya) \ B
Wir O 0 0 B
0 WQ L O 0 BQ,L
0 0 W37L 0 , BB,L
0o 0 0 WL Ba.L

(cf. Definition ZT3)).

2.2.5 On the connection to the vectorized description of DNINs

Definition 2.18. We denote by 7: N — (UdeN Rd) the function which satisfies for all L,d € N,
lo, ll, R I, € N, P = ((Wl, Bl)7 (WQ, Bg), e (WL, BL)) S (X#Zl(leXl”ﬂ“l Xle)), 0= ((91, 92, - ,Hd) S
R k€ {1,2,..., L} with T(®) = 0 that

6(25;11 Li(li—1 1)+l —1+1
0(25;11 Li(li—141)+Hllg—1+2
d= P((I))a By, = H(Zf:_f Li(li—14+1))+lplpy—1+3 | and

9(2?;11 li(li—1+1))+lklk—1+lk (29)

O sr s 1)1 Ok =110y 1)) 42 O iy +1) s

9(2?;11 Li(lioi+1))+l_1+1 9(2’“ Pl (e 1) 1 +2 9(2’c Fl(lima 1) 420y
Wy = 9(21‘;11 Li(lim1+1))+2l_1+1 92;;3 Li(li141)) 42— +2 92’“ U 1+1)>+3zk_1 )
‘9(2?;11li(li_1+1>)+(lk—1)lk_1+1 9(2’“ Lo+ )= Dl 2 9(2’“ Tl 1)l

(cf. Definition ZT3)).



Lemma 2.19. Let a,b € N, W = (W, ;)i j)e(1.2..atx{1.2..01 € R, B = (B;)icq12..0p € R Then
T((W,B))) = (Wi, Wig,...,Wip, Wor, Wan, ..., Wap, ..., Wa1,Waa,...,Way, B, Bs, ..., By) (30)

(cf. Definition[2Z18).

Proof of LemmalZ19. Observe that (29) establishes (B0). The proof of Lemma [2.19]is thus completed. [

Lemma 2.20. Let L € N, 107l17---7lL c N, let Wk = (Wk,i,j)(i,j)e{l,Z ..... {12, lk 1} c lexlk_1’ k €
{1, 2,.. .,L}, and let By, = (Bk,i)ie{l,Q _____ It € le, k e {1, 2,.. ,L} Then

(i) it holds for all k € {1,2,...,L} that

T(((Wk, Bk))) - (Wk7171, Wk7172, ey Wk71,lk—17 Wk7271, Wk7272, ey Wk72’lk_1, ceey
Witts Wigg2s - s Wetetn s Bits Bra, - Biy,)  (31)

and

(i) it holds that

T(((Wl, B1), (Wa, Ba), ..., (Wi, BL))>
= (Wl,Ll? WLLQ, e Wl,l,lm e W17l1717 W17l1,27 e WLll,lO? Bl,lu BLQ, Cey Bl,l17
32
Wat1, Watas oo, Warass s Wass1, Watya, - .., Wauy 1,y Boty Baa, .., Bas, (32)

ey

WL71,1, WLJ,Q, e WL,LIL—N Ce WL,IL,17 WL,IL,27 e WLJLJL—N BL,17 BL72, R BL,lL)

(¢f. Definition[218).

Proof of Lemma[220. Note that Lemma ZZT9 proves item [(i)] Moreover, observe that (29) establishes
item The proof of Lemma 2.20] is thus completed. O

Lemma 2.21. Let a € C(R,R), ® € N, L € N, ly,ly,...,l, € N satisfy D(®) = (lo,l1,...,15) (cf.
Definition[Z13). Then it holds for all x € R that

(N 1000y () L=
(Ra(®@))(x) = § = (33)
(Nmi,lf’,aﬁi,b ..... sma,lLfl,ideL)(‘”) tL>1

(cf. Definitions 278 2.3, and[23).

Proof of Lemma[ZZ1. Throughout this proof let (Wi, By), (Wa, Ba), ..., (Wi, Br)) € (X (RUext-1 x
R'*)) satisfy ® = (Wi, By), (Wa, Bs), ..., (Wy, By)). Note that ([29) shows that for all k € {1,2,..., L},
x € R%-1 it holds that L

Wz + By, = (AT(CD),ZZ.:I li(li71+1))(l‘) (34)

lk—1,lk

(cf. Definitions and 2I)). This demonstrates that for all 7y € R, 2y € R1 ...z, € Rlz-1 with
Vke NN (0,L): xp = My, (Wyak—1 + By) it holds that

) L=1
T(®), 1 lillia+1 T(@), X il +1
Tp-1= (maJL—l ° AlL(_Q),E_Tl (st Mai;,_, 0 AIL(_;E_;l S e (35)
®
.0 Myy, 0 AZSI)’O) (x0) L>1



(cf. Definition 23)). Combining this and ([B4) with (), (), and (25) proves that for all zp € RY, x; €
Rll, o, T € Ri-1 with VE € NN (O, L) T = ma,lk(WkSL’k,1 —+ Bk) it holds that

(Ra(q)))(lb) = Wrxp 4+ Br = (AT(<I>)7E¢;11 li(li71+1))<xL71)

lp—1.lr
(M) (o) PL=1 (36)
- (Nm?(ff%ilg ..... EUta’lLil,ideL)(xO) cL>1
(cf. Definitions 2Z14], 23], and 22]). The proof of Lemma 221 is thus completed. O
Corollary 2.22. Let ® € N (c¢f. Definition[213). Then it holds for all x € RT(®) that
(AL (@) = (Ro(@))(@) (37)

(cf. Definitions 218, [2.8, and[2.1])).

Proof of Corollary[2.22. Note that Lemma 221 (I4]), (I0), and the fact that for all d € N it holds that
C_oo.00.a = idga establish (7). The proof of Corollary is thus completed. O

2.2.6 Embedding DNNs in larger architectures

Lemma 2.23. Let a € C(R,R), L € N, lo,l1,...,1l5,lo, b4, ..., [, € N satisfy for all k € {1,2,..., L} that
[0 == lo, [L == ZL, and [k Z lk, fO’f’ every k c {1, 2, ey L} let Wk - (Wk,i,j)(i,j)e{l,Q _____ L3 x{1,2, 0061} € lexhﬁ*l,
Wi, = (Whij) i j)e(12, it x{1.2, by € RE=1 By = (By i )ici 2,1y € R%, By = (Byi)icq12,..4) € RE,
assume for all k € {1,2,...,L}, i € {1,2,...,t}, 7 € NN (0,l;_1] that Wy ;; = Wi, and By; = By,
and assume for all k € {1,2,...,L}, i € {1,2,...,l;}, j € NN ({1, l—1 + 1) that Wy, ; = 0. Then

Ra((Wy, By), (Wa, Bs), ..., (W, Br))) = Ra(((201,B1), (W, Bs), . .., (W, B1))) (38)

(cf. Definition[2-17).

Proof of Lemma[Z23. Throughout this proof let m,: R%* — R* &k € {0,1,..., L}, satisfy for all k& €
{0,1,..., L}, x = (21,29, ..., 2 ) that

() = (21,22, ..., 2y,). (39)
Observe that the hypothesis that [j = [y and [, = [ shows that
Ra((W1, Br), (Wa, By), ..., (W, Br))) € C(R°,R'™) (40)

(cf. Definition [Z14]). Furthermore, note that the hypothesis that for all k € {1,2,...,1}, 1€ {1,2,...,l;},
J € NN(lk—1, lk—1+1) it holds that 20; ; ; = 0 ensures that forall k € {1,2,..., L}, v = (21,29, ...,2,_,) €
R'%-1 it holds that

lk—1 T MMe—1 T MMre—1 T
T (Wix + By) = ( Z Wi 15w | + B, Z Wi 2,ixi| +Broa, ..., Z Wy, 1, | + %k,lk>
:i=1 . :z=1 : :z=1 . (41)
lk—1 lk—1 le—1
= < Z Wi 1iwi | + B, Z Wy 25| + Bro,..., Z Wy, 1, | + %k,lk> -
Li=1 i Li=1 i i=1 |

Combining this with the hypothesis that for all k € {1,2,..., L}, i € {1,2,..., 1}, j € NN (0,1l;_1] that
W, ; = Wi and By; = By, shows that for all k € {1,2,...,L}, x = (z1,22,...,2;,_,) € R* 1 it holds
that

lk—1

Wk(m]kl’ -+ %k> = ( [Z Wk,l,ixi
i=1

= Wkﬂ'k_l(l‘) + Bk

+ B 1,

lk:—l lk:—l
Wi 9% Bio, ..., Wi, i B
; k24T ] + Dpo [; kol iTi| T k,lk> (42)
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Hence, we obtain that for all zp € R°, z; € R", ... 2,1 € R k € NN (0,L) with Vm € NN
(0,L): xp, = Mar,, (Wi @m—1 + B,y,) it holds that

mk(zr) = My, (T (Werp—1 + Br)) = Moy, (Wimg—1 (k1) + Br) (43)

(cf. Definition [Z3]). Induction, the hypothesis that [y = [y and [, = (1, and ([42]) therefore prove that for
all ;g e R, 2y e R", ..., 27y € Rt with VE € NN (0, L): 2, = My, (Wirr_1 + By) it holds that

(Ra (((Wl, Bl), (WQ, Bg), ey (WL, BL)))) (l‘o) = (Ra(((Wl, Bl), (WQ, Bg), ey (WL, BL)))) (7T0(ZL‘0))
= Winpa(xp-1) + Bg

44
=1 (Wrrr 1 +Br) = Wrry 1 + By (4
= (Ra(((wla B1), (Ws,Bsy), ..., (W, sBL))))(%)
(cf. Definition 214)). The proof of Lemma is thus completed. O

Lemma 2.24. Let u € [—00,), v € (u,00], L,d,0 € N, lo,ly,..., I, lo,l,..., I €N, 0 € RY, assume
forallk € {1,2,..., L} that ly =1y, [y =1, and Iy, > I, and assume that

L L
d>> Lllia+1)  and 3> (g + 1) (45)
k=1 k=1
Then there exists ¥ € R® such that |||9||| = [||0||| and
r/1/19,([0,[1 ..... [L) — r/1/9,(l0,l1 ..... lL) (46)

(cf. Definitions[Z9 and [Z38).

Proof of Lemma[2.24. Throughout this proof let By = (Bgi)icf12,..1,0 € R* &k € {1,2,...,L}, and
Wk - (Wk,i,j)(i,j)é{l,Z ..... lk}x{1727m7lk_1} E lexzk_l, l{? E {1, 2, ceey L}, Satisfy T(((Wl, 81)7 (WQ, Bg), ey (WL7
Bp))) = 6 and for every k € {1,2,...,L} let W), = (Wi ;)ij)ef1.2,idx {1,201} € REX=1 By =
(Bri)icqr,2,., € R satisfy for all i € {1,2,...,;}, j € {1,2,...,,_1} that

Wiii (@<U)N(G <l B, 1<l
Wij = it (Z < k) (j < b) and B = & Z ‘ (47)
0 2(Z>lk)\/<j>lk,1) 0 1>
(cf. Definition 2I8)). Observe that Lemma shows that
Rt(((W17 Bl)a (W27 BQ); ceey (WL7 BL))) - Rt(((wh %1)7 (wQa %2)7 DY (wLa %L))) (48)
(cf. Definitions 2Z4] and 2ZI4). In the next step let ¥ = (¢1,0,...,%) € R? satisfy for all n €
RZé:l [k([k*ﬁrl), 1€ {1, 2, c. ,0} with n = T(((Qﬂl, %1), (Qﬂg, %2), Cee (QBL, %L))) that
i< (e + 1
191‘ _ i Z = Zﬁzl [k( k-1t ) (49)
0 11> Zk:l [k([k—l + 1)
Note that ([48) and Corollary demonstrate that for all € R it holds that
(e/l/e,(lo,ll ..... lL))(x) _ ((/V’ﬁ,([o,ll ..... [L))(x) (50)

—00,00 —00,00

cf. Definition . Hence, we obtain that for all z € R it holds that
( ,

(A1) (@) = Cua (A1) (@) = Gty (L) (@) = (A1) (@) (51)
(cf. Definition [Z1). Furthermore, observe that (47), (9), and Lemma 220 imply that
19111 = 111l (52)

(cf. Definition [Z9). The proof of Lemma is thus completed. O
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3 Separate analyses of the error sources

In this section we study separately the approximation error (see Section Bl below), the generalization
error (see Section 3.2 below), and the optimization error (see Section 3.3 below).

In particular, the main result in Section B.1] Proposition below, establishes an upper bound for
the error in the approximation of a Lipschitz continuous function by DNNs. This approximation result
is obtained by combining the essentially well-known approximation result in Lemma Bl with the DNN
calculus in Section 22 above (cf., e.g., Grohs et al. [31,32]). Some of the concepts and results in Section B
are partially based on material in publications from the scientific literature. In particular, Definition
is [32 Definition 3.15] and the elementary results in Lemma are basically well-known in the scientific
literature. For further approximation results for DNNs we refer, e.g., to [1}, 3], 4 [IT], 12} 13, 14} 16} 17, 19,
211, 22, 23], 24], 25, 27, 29}, 30}, BT} 33], 34, 136, (38|, (39, 1401, (41, [42], 1441, [47, 49}, 521, [53} (541 53], 58, 59, [60], 611, (62
63, 64, [65], 66, 67, 69, [70], [72] [73, [74] and the references mentioned therein.

In Lemmas and in Section below we study the generalization error. Our analysis in
Section is in parts inspired by Berner et al. [I0] and Cucker & Smale [I8]. Proposition B.I1] in
Section B.2.1] is known as Hoeffding’s inequality in the scientific literature and Proposition B.11] is, e.g.,
proved as Theorem 2 in Hoeffding [37]. For further results on the generalization error we refer, e.g., to
15, B3], 51, 68, [7T] and the references mentioned therein.

In the two elementary results in Section B.3] Lemmas B.2T] and B.22] we study the optimization error of
the minimum Monte Carlo algorithm. A related result can, e.g., be found in [0, Lemma 3.5]. For further
results on the optimization error we refer, e.g., to [2, O 15, 20, 26, 43| 45, 46, 48] and the references
mentioned therein.

3.1 Analysis of the approximation error
3.1.1 Approximation for Lipschitz continuous functions

Lemma 3.1. Let (E, ) be a metric space, let M C E satisfy M # 0, let L € [0,00), let f: E — R
satisfy for allx € E, y € M that |f(z) — f(y)| < Ld(x,y), and let F': E — RU{occ} satisfy for allz € E
that

F(x) = sup [f(2) — Ld(x, y)]. (53)
yeM
Then
(i) it holds for all x € E that F(x) < f(x),
(i1) it holds for all x € M that F(z) = f(x),
(#i) it holds for all z,y € E that |F(x) — F(y)| < Lé(x,y), and
(iv) it holds for all v € E that

IFle) - f@)] <21 1f 3(o0)| (54)

Proof of Lemmal31l First, observe that the hypothesis that for all z € E, y € M it holds that |f(x) —
f(y)| < Lo(x,y) ensures that for all z € E, y € M it holds that

f(x) = fly) — Li(z,y). (55)
Hence, we obtain that for all z € E it holds that
f(z) = sup [f(y) — Li(z,y)] = F(x). (56)
yeM
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This establishes item Next observe that (53) implies that for all z € M it holds that
F(z) > f(x) - La(z,2) = [(x). (57)

Combining this with item |(i)| establishes item . In the next step we note that for all z,y € E it holds
that

Fla) = F(5) = [sup (£(0) = LoGo.0)| = | sup () ~ L6(3. )]

veEM weM

= sup lf(v) — Lo(x,v) — sup (f(w) — Li(y, w))}

veEM weM
< sup [f(v) = Lo(z,v) = (f(v) = Lé(y,v))] (58)
=L {félja(é(y, v) — 5(:L‘,’l})):|

< L{sélja(é(y,x) +d(x,v) — 5(3:,1}))} = Li(z,y).

Combining this with the fact that for all 2,y € E it holds that d(z,y) = d(y,x) establishes item |(iii)
Observe that item , the triangle inequality, item and the hypothesis that for all x € £, y € M it
holds that |f(x) — f(y)| < Ld(z,y) ensure that for all x € F it holds that

F(&) = F)| = inf |F(2) = F(w) + f(3) = /()
< inf (1P(@) = F)| +1f0) = £ (@) 9)

inf

yeM
. o |
< inf (200(e,1)) = 2L | fnf 3(o.1)

This establishes item . The proof of Lemma B.1] is thus completed. O

3.1.2 DNN representations for maxima

Definition 3.2. We denote by J = (J;)4en: N — N the function which satisfies for all d € N that

3, = <((_11) , <8)) , ( (1 -1) 0)) € ((R¥ x R?) x (R™*2 x RY)) (60)

and
Ji=Pu(31,71,....71) (61)
(cf. Definition and Definition 2.T7]).
Lemma 3.3. Let ® € N satisfy
1 -1 0
d = 0 1|, (0] ].((r 1 =1),0)] € ((R*™*xR*) x (R™* x R)) (62)
0 —1 0

(cf. Definition[2.13). Then
(i) it holds for all k € N that L(J)) = 2,

(ii) there exist unique ¢ € N, k € {2,3,...}, which satisfy for all k € {2,3,...} that ¢po = ©, Z(¢) =
O(PZ((b)jk—l))7 and
Ori1 = r @ (Po(®,Tp1)), (63)
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(7ii) it holds for all k € {2,3,...} that L(¢x) =k, and
(iv) it holds for all k € {2,3,...} that D(¢y) = (k,2k — 1,2k —3,...,3,1), and
(v) it holds for all k € {2,3,...}, x = (21,29, ..., 1) € R* that

(Rt(gbk))(x): max x; (64)

ie{1,2,...k}

(cf. Definitions[3.3, [2.17, [2.14, and[2.17).

Proof of Lemmal3.3. First, note that D(J;) = (1,2,1) (cf. Definition B2). Item (i) in [3I, Proposi-
tion 2.20] hence shows that for all £ € N it holds that

D(3y) = (k, 2k, k). (65)
This establishes item Next note that
D(®) = (2,3,1). (66)
Combining this and (65) with item (i) in [31, Proposition 2.20] shows that for all k£ € N it holds that
D(Py(®,33)) = (k+ 2,2k + 3,k +1) (67)
(cf. Definition 2Z17). This implies that for all £ € {2,3,...} it holds that
D(Ps(®, Tp1)) = (k+ 1,2k + 1, k). (68)
Combining (€7) and (G8)) ensures that for all £ € {2,3,...} it holds that
O(Po(D,3;)) = k + 1 = T(Po(®,Tp1)). (69)
Moreover, note that (62) and (€17) show that
Z(P) =2 = O(Py(D,7y)). (70)

Furthermore, observe that item (i) in [31 Proposition 2.6] shows that for all k£ € {2,3,...}, ¥ € N with
Z(y) = O(Py(P,T—1)) it holds that

I( o (Po(®,3;5 1)) = Z(Po(®, Ty 1)) = k + 1 = O(Py(®, 7)) (71)

(cf. Definition 2I6). Combining this and (Z0) with induction establishes item [(ii)] In the next step we
note that (63) and item (ii) in [31, Proposition 2.6] imply that for all £ € {2,3,...} it holds that

L(Pr41) = L(k) + L(Po(d2, Tp-1)) — 1 = L(¢w) + 1. (72)

Combining this and the fact that £(¢2) = 2 with induction establishes item Furthermore, observe
that (G8) and item (i) in [3I, Proposition 2.6] demonstrate that for all k € {2,3,...}, lo,l1,...,ly € N
with D(¢x) = (lo, l1, ..., lx) it holds that

D(¢pt1) = D(dp @ (Pa(®,Tp21))) = (k+ 1,2k + 1,11, b, ..., 1y,). (73)

This, item (iii), the fact that D(¢») = (2,3,1), and induction establish item [(iv)] In the next step we
observe that for all z € R it holds that

(Re(3))(z) = (1 —1) zmQ((_ll) z+ (8)) +0=(1 -1) (mrzi?{_xxog}) -
= max{z,0} + max{—z,0} ==
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(cf. Definitions 2.4 214], and 23) Combining this with [31, Proposition 2.19] shows that for all £ € N,
x = (z1,79,...,7;) € RF it holds that

(Re(Tr)) () = ((Re(31)) (21), (Re(T1)) (@2), - . ., (Re(T1)) (k) = (21,22, ..., 23) = 2. (75)

Next note that for all (21, z5) € R? it holds that

1 -1 0
(Re(®)) (w1,22) = (1 1 —1)Ms| {0 1 (‘”l)+ of|+0
0

0 —1) \"
max{z; — x9,0}
=(1 1 -1) max{zy,0} (76)

max{—xs,0}
= max{z; — 22,0} + max{zy, 0} — max{—xy,0}

= max{x; — x9,0} + 29 = max{wy, x2}.

Combining this and (73) with [31, Proposition 2.19] shows that for all k € {2,3,...}, x = (x1, 2o, ...,
Tpy1) € RFL it holds that

(Rt(PQ((b, jk—l))) (l‘) = ((Rt(q))) (l‘l, {L‘Q), (Rt(jk_l))(l‘g, Ty ... ,{L‘k+1))

= (max{xy, To}, T3, Tg, .., Tpr1)-

(77)

Item (v) in [31, Proposition 2.6] therefore demonstrates that for all k € {2,3,...}, 2 = (21,22, ..., T141) €
R¥*1 it holds that

(Re(é11)) (@) = (Re(@r 0 (Po(®.3:1))) ) () = (Rel@n) 0 Ru(Po(®,Fi1)) (2)
= (Rt(gbk))(max{xl, To}, T3, Tay. oy Tha)-

This, the fact that ¢, = ®, (@), and induction establish item . The proof of Lemma is thus
completed. O

(78)

Lemma 3.4. Let A, € Rk L c 2.3 .}, and C, € RFDXCE=1 "L c 123 .}, satisfy for all
ke {23,...} that

1 -1 0 0
0 1 0 0
0 -1 0 0 1 1 -1 0 O 0 0
0 O 1 0 o0 0 1 -1 --- 0 0
A=10 0 -1 0 and Cr = S S (79)
Co : L 00 0 0 O 1 -1
0 0 o --- 1
0 0 o --- -1

and let ¢, = (Wi1, Br1)s Wk, Bea), ..., Wik, Brx)) € N, k€ {2,3,...}, satisfy for all k € {2,3,...}
that Z(¢r) = O(Pa(¢2, Tr-1)), Orr1 = ¢ ® (Pa(d2, Tp-1)), and

1 -1\ /0
¢y = 0 1 |, (o) ].((0 1 =1),0)] € (R™ xR* x (R™* xR)) (80)
0 -1/ \0

(cf. Definitions[2.13, [3.2, [2.18, and[2.17 and Lemmal3.3). Then
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(i) it holds for all k € {2,3,...} that Wy 1 = Ay,

(ii) it holds for all k € {2,3,...}, 1 € {1,2,...,k} that By, = 0 € R2+=0+1

(iii) it holds for all k € {2,3,...}, 1 € {3,4,...,k + 1} that (Wyi14, Bry11) = Wii—1, Bei-1),

(iv) it holds for all k € {2,3,...} that Wii12 = Wi 1Cri1, and

(v) it holds for all k € {2,3,...} that ||| T (¢x)]]| <1
(cf. Definitions 218 and[2.9).
Proof of Lemma[37) First, note that for all & € {2,3,...} it holds that

Py(¢2, Tr1) = Map,y Newsy) (81)

(cf. Definition 2ZT5)). This and (80) imply that for all £ € {2,3,...} it holds that

Ori1 = Ok @ (Po(h, Tpo1))
- ((Wk,la Bk,1)7 (Wk,Qu Bk,2)7 ey (Wk,]m Bk,k)) ° (mAk+17 mck+1) (82)
= (mAk+17 (Wk,lck+17 Bk,l)a (Wk,2, Bk,2)7 ce (Wk,ka Bkk))

This, (T9), and (B0) establish item Combining (B0) and (82) with induction and Lemma B3] proves

item Moreover, note that (82)) proves item and item [(iv)] In the next step we note that (82) and
Lemma [2.20] ensure that for all k € {2,3,...} it holds that

T (frs1) = (T (Maps ) T(WeiCrsr, Ben), T (Wi, Bi2))), - T (Wi Bri)))) — (83)
(cf. Definition [Z18])). This implies that for all £ € {2,3,...} it holds that
T (Sl < mas{ |7 ((Ma, D) T ((WarCrrs Bea))) T (@) I} (84)
(cf. Definition [Z9)). In addition, observe that item |(i)| proves that for all £ € {2,3,...} it holds that

1 -1 0 0
0 1 0 0
0 -1 0 ol /11 =10 0 0 0
0 0 1 olloo o 1 -1 0 0
Wil =109 o -1 0 C
S 1\oo 0o 0 o 1 -1
0 0 0 1
0 0 0 1
(85)
11 -1 -1 1 0 0 0 0
00 0 1 -1 0 0 0 0
00 0 -1 1 0 0 0 0
00 0 0 0 1 -1 0 0
=loo 0o 0o o -1 1 0 0
00 0 0 0 0 0 - 1 —1
00 0 0 0 0 0 - —1 1

Item [(ii)] hence ensures that for all k € {2,3,...} it holds that || 7 (((Wy1Clt1, Bi1)))|| = 1. Combining
this and (79) with (84]) shows that for all £ € {2,3,...} it holds that

T (drr) Il < masc{1, |7 ()1 }- (86)
The fact that [||[7(¢2)[| = 1 and induction hence establish item [(v)] The proof of Lemma B4l is thus
completed. O
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3.1.3 Interpolation through DNNs

Lemma 3.5. Let d € N, L € [0,00), let ¢ € N, k € {2,3,...}, satisfy for all k € {2,3,...} that
I(¢r) = O(Po(h2,Ti—-1)), Prg1 = O ® (Pa(d2,Tp—1)), and

1 -1 0
by = 0 1], (o] ].((0x 1 =1),0)] € (R*”*xR?) x (R™* x R)), (87)
0 —1 0

let M C R? satisfy |[M| € {2,3,...}, let m: {1,2,..., M|} — M be bijective, let f: M — R and
F: R? — R satisfy for all v = (v, 1, ..., 34) € R? that

)= max [f(y) - L(Z s — y|>] (58)

y=(y1,Y2--,Yd

let Wy € ReDxd 1y, ¢ RIXCD jet B e R2 2 € M, assume for all z = (21,22,...,24) € M that

1 0 - 0 2
—1 0 e 0 2
0 1 - 0 — 2
Wl — 0 -1 --- 0 , B%Z) = %) s and W2 = (_L -L - _L) ) (89)
0 0 - 1 2
0o 0 - —1 2
let Wy € REAMDxd B c R2MI W), ¢ RMIXCIM) B, e RIMI satisfy
Wi B%’”ﬁ;ii We 0 -+ 0 f(m(1))
1% B 0 W, - 0 m(2
wi=|.|, B=| " o= | and By= A :()) . (90)
A BmIMD) 0 0 - W f(m(IM]))

and let & € N satisfy & = ¢jpq ® (Wh, B1), Wh, Ba)) (cf. Definitions 213, 3.2, [2.17, and and
Lemma[33). Then

(i) it holds that D(®) = (d, 2d|M|,2|M| —1,2|M|—3,...,3,1),
(i) it holds that L(®P) = |IM]| + 1,
(iit) it holds that |[[T(®)[| < max{1, L,sup.cnqlllzlll, 2[sup.cpe [ f(2)]]}. and
(iv) it holds that ' = R.(P)
(cf. Definitions[Z18, [2.9, and [2-17).

Proof of Lemma[3.3. Throughout this proof let ¥ € N satisty U = (W, By), Wh, By)), for every k €
{2,3,.. .} let A, € RG>k and ¢y € RE=DXEE=1) gatisfy that

1 -1 0 0
0 1 0 0
0 -1 0 0 11 -1 0 0 0 0
0 0 1 0 o0 o 1 -1 -+ 0 0
Ay = 0 0 -1 0 and Cr = T RS B (91)
: 00 0 0 O 1 -1
0 0 1
0 0 —1
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and let m;; € R, i € {1,2,..., M|}, j € {1,2...,d}, satisfy for all i € {1,2,..., M|}, 5 € {1,2...,d}
that m(i) = (m;1,m;9,...,m;4). Note that Lemma B3] establishes that there exists ((201,B1), (Ws, Ba),
oo (W), Biag)) € N such that

G = (W1, By), (Wa, Ba), -+, (Wi Bjw))- (92)
Next observe that £(W¥) = 2 and

D(W) = (d, 2d|M], | M]). (93)
Moreover, note that item in Lemma ensures that
D(@M‘):(M,?M—1,2./\/1—3,...,3,1). (94)

This, the fact that ® = ¢ ® ¥, ([@3), and item (i) in [31, Proposition 2.6] show that £(®) = M| +1
and
D(®) = (d,2d| M|, 2| M| —1,2|M| =3,...,3,1). (95)

This establishes items and [(ii)] In the next step we note that the hypothesis that ® = @rq @
(Wi, By), Wh, Bs)) and ([@2]) ensure that

O = ((1,B1), (W2, Bs), ..., (Wia, Biamg)) @ (Wh, Br), (Wa, By))
= ((W1, Bl), (QIHWQ,QIHBQ + %1), (QUQ, ’Bz), ey (QB‘M‘, sB|/V1|)).
Lemma hence implies that
T(2) = (T (W1, B1))), T (Wi W2, WiBy + B1))), T (W2, B2))), - .. T (Wiaa, Biag))))  (97)
(cf. Definition 2I8)). Moreover, note that (O0) and item |(i)|in Lemma B4 imply that

(96)

1 -1 0 0 Wy =Wy 0 0
0 1 0 0 0 W 0 0
0 -1 0 0 0o =W, 0 0
0o 0 1 0 0 0 Wy 0
WWVe=10 0 -1 o (™=10 o -w 0 (98)
o o o0 - 1 0 0 0 Wy
o o0 o0 - -1 0 0 o - =Wy
GR(Q\M‘\:UX\M\
In addition, observe that (O0) and items |(i)| and in Lemma [3.4] show that
1 -1 0 -+ 0 0
0 1 0 0 0
0O -1 0 - 0 0
0 0 1 0 0
Wb +Br=19 o -1 0o [BF 10
0 0 0 1 0
0 0 0 -1 0
(99)
1 -1 0 0 Fm(1)) = f(m(2))
0 1 0 0 f(m(2))
0 -1 0 0 f(m(1)) —f(m(2))
oo o || sme) | | @)
— 10 0 -1 0 : - —f(m(3))
P f(m(IM])) :
0 0 1 f(m(IM]))
0 0 -1 —f(m(IM]))
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This and (O8]) demonstrate that
17 (.2, 20,8: + 8.))) |
= max{L, [f(m(1)) = f(m(2)[, [f(m@)], |f(m3))], ... [f(m(M])[} < maX{L,QlSUP |f(Z)|} }

zeM
(100)
(cf. Definition 29). Combining this, ([@0), and item [(v)| in Lemma B4 with (@7) proves that
T (@) < masc {7 (V2 B 17 ((2082, 2182 + B)) | T (S0 ]}
(101)

< max {1, supll<Il, L, 2 [ sup |f<z>|} } .
zeM zeM

This establishes item Observe that (89) ensures that for all z = (zy,29,...,24) € RY 2 =
(21,22, ...,24) € M it holds that

1 0 0 —21 T —Z1 1 — 21
—1 0 0 21 —I 21 —<.CL’1 - Zl)
T
0 1 0 —2Z9 i) —2Z9 Ty — 29
& _ |0 -1 0| [" - — (s —
Wix + B)” = T+ 2| = To | 4+ 22 | = (2 —22) | . (102)

0 0 s 1 d —Zd Tq —Zd Tqg — 24

0 0 cee =1 Zd —XTq Zd —(l‘d — Zd)

eRFQS)xd

This and (@0) prove that for all x = (21, 29,...,24) € RY 2 = (21, 20, ..., 24) € M it holds that

max{z; — 21,0}
max{z; — x1,0}
max{rs — 22,0}
WoRog(Wiz + BY) = (<L —L --- —L) | max{z — 3,0}

eRIx (20 : (103)
max{zy — 24,0}
max{zy — 4,0}

=L Z (max{x; — z;, 0} + max{z; — x;, 0})] =—L [Z |z; — z,|]

i=1 i=1
(cf. Definition 2.5). Moreover, note that (@0) implies that for all x € R? it holds that

Wi + B

Wiz + B(m(2))
Wix + By = ' . !

: (104)
Wz + B
Therefore, we obtain that for all z € R it holds that
Roa(Wiz + B{"™)

Rog(Wiz + BIME)
mzdw\(Wll’ +By) = (W ) ' )

(105)
Reos(Wyz + B
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This, @), and ([I03) imply that for all z = (21, 29, ...,74) € R? it holds that

(Rt(\ll))(l‘) = W2m2d|M|(W11‘ -+ 81) + By

Wy, 0 - 0 Roa(Wrz + B™)) f(m(1))
om0 Rog(Wiz + B | fm2)
0 0 - W) \gtue s B0y )\ (M)
WoSRaa(Wha + B f(m(1))
| w1 B || fm(2) (106)
Wataa(Wrz + BESO) |\ fm(m)))
f(m(1)) — L[ZZ:1 |z —my ]
_ f(m(2)) — L[Zizl |z; — m2ﬂ”

Fm(IMD) — L[S [ — myagl]

(cf. Definitions 241 and 2.14]). This, the fact that ® = ¢ ¥, item |(v)|in Lemma B3] and item (v) in
[31, Proposition 2.6] ensure that for all z = (2,2, ...,74) € R? it holds that

f(m(i)) — L (Z |z — mz;j\)]

(Re(®)) (2) = (Re(pan) © Re(¥))(z) =  max

i€{1,2,... M|}
J (107)
= max z)—L ri— %l |-
Z=(Z1,Z2...,Zd)€M [f< ) <;| ‘>]
This establishes item . The proof of Lemma is thus completed. O

3.1.4 Explicit approximations through DNNs

Proposition 3.6. Let d € N, L € [0,00), let ¢, € N, k € {2,3,...}, satisfy for all k € {2,3,...} that
Z(¢r) = O(Pa(02, Tp-1)), P11 = ¢r @ (Pald2, Tp—1)), and

1 -1 0
by = 0 1], (o] ].((0 1 =1),0)] € (R*”*xR?) x (R™* x R)), (108)
0 —1 0

let ACR? let f: A — R satisfy for all v = (x1,79,...,74), y = (Y1, Y2, .,Ya) € A that |f(z) — f(y)| <
L[Zle 2, — yil], let M C A satisfy IM| € {2,3,...}, let m: {1,2,...,|M|} = M be bijective, let
W, € ReIxd 17, ¢ R1*CD ot B € R 2 € M, assume for all z = (21, 20, .. ., 24) € M that

1 —21
—1 21
1 —Z29
wi=|-1|, B = = |, and Wo=(-L —-L --- -L), (109)
1 —2Zd
—1 Zd
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let W, € RCAMDxd B c REAMD Wy, ¢ RMIXCAMD B, ¢ RIMI satisfy

i B%mg; Wo 0 - 0 f(m(1))

W B 0 Wy --- 0 m(2
le :1 ) 81: 1. 9 W2: . :2 . . 7a’nd BQI f< :< )) )

A BmlIMD) 0 0 - W, fm(IM]))

(110)
and let ® € N satisfy & = Pjpq ® (W1, Br), (Wa, Ba)) (cf. Definitions 213, [3.2, [2.17, and 214 and
Lemmal3.3). Then

(i) it holds that D(®) = (d, 2d|M|,2|M| — 1,2|M| — 3,...,3,1),
(ii) it holds that [[|T(®)[| < max{1, L, sup.c yll|2l, 2[sup.epq [ (2)[]}, and
(i) it holds that

rEA (z17$2 _____ T4 Zl Z25.uey Zd

sup | f(z) (Rt(cb))(x)}] < 2L[ sup o < mf Z |x; — 2 )] (111)

(¢f. Definitions 218, (2.9, and [2.17).
Proof of Proposition[3.8. Throughout this proof let F': A — R satisfy for all x = (z1,2z9,...,24) € A that

Observe that Lemma establishes
(A) that D(®) = (d, 2d| M|, 2|M]| - 1,2|M]| —3,...,3,1),
(B) that [[|7(®)[|| < max{1, L,sup,cpqlllz]ll; 2[sup,eps |f(2)]]}, and
(C) that for all z € A it holds that (R.(®))(z) = F(x)

(cf. Definitions I8 [2.9] 2.4] and [214]). Observe that item and item prove item |(i)| and item
Next note that item and Lemma Bl (with F < A, § < (AXx A> ((z1,22,...,2a), (Y1,Y2, - - -, Ya)) —
S o — i €10,00)), L+ L, M« M, f + f, F + F in the notation of Lemma B.I)) ensure that

=1

aup /(2 (Rt(‘b))(ﬂf)\Zilelg\f(ﬂ?)—F(wHS?L[ - )€A< e Sl )] (113

€A (z1,22,...,24q

The proof of Proposition is thus completed. O

3.1.5 Implicit approximations through DNNs

Corollary 3.7. Let d,0 € N, L € [0,00), let A CR?, let f: A — R satisfy for all v = (21,2, ...,24q),
y = (y1,Y2,---,Yq) € A that |f(z) — f(y)] < L[Z?:1 |z — ylﬂ, let M C A satisfy IM| € {2,3,...}, let
lo, iy € Nosatisfy (o, - . L) = (d,2dM |, 2)M| = 1,2|M| = 3,...,3,1), and assume that
0> Z'MHl l(lg—1+1). Then there exists 6 € R such that |||0]]] < max{1, L, sup,cul|zlll, 2[sup.crq | f(2)]]}

and ]
sup ’f _Goilooil ..... l\MHl))(x)’ < 2L[ sup (( inf en Z |z; — zl|>] (114)

zeA (z1,2,..zq)EA \ \F1,22,--52d i—1

(cf. Definitions and [2.8).
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Proof of Corollary[3.7. Observe that item in Lemma and Proposition ensure that there exists
® € N which satisfies

(A) that D(¢) - (l07 lla SRS l\MH—l))
(B) that [[|7(®)[| < max{1, L,sup.cp 2, 2[sup.ens | f(2)]]}, and
(C) that

sup | f(z) (Rt(CD))(:L’)}] < 2L[ sup o < mf Z |z — 2 )] (115)

rEA (1‘17$2 ..... T4 Zl Z25.uey Zd

(cf. Definitions 213 T8 229 24, and 214 Combining this with Corollary establishes ([I4]). The
proof of Corollary B.7 is thus completed. O

Corollary 3.8. Let d,0 € N, L € [0,00), u € [~00,00), v € (u, 0], let A CRY, let f: A — R satisfy for
all x = (.Tl,.l’g,...,xd), Y= (y17y27"'7yd> € A that u < f(.T) <wv and ‘f(.’lf) - f(y>| < L[Z?:l |'TZ _yl|:|7
let M C A satisfy |IM| € {2,3,...}, letlo, 11, ..., {m+1 € N satisfy (lo, 1, ..., 1) = (d, 2d| M|, 2| M| —

1,2IM| = 3,...,3,1), and assume that 0 > EIMlH lg(ly_1 + 1). Then there exists § € R® such that
0[] < max{1, L, sup.cplll2[ll, 2[sup.enm | f(2)]} and

d
9 (lo byl 41) ‘ .
su z)| < 2L su inf T; — 2 116
() - )@)| < [ p)€A<( S |>] (116)

€A (21,22,...,24 21,22,.-,2d) € im1

(cf. Definitions[Z9 and [Z38).

Proof of Corollary[3.8. First, observe that Corollary B (with d <~ d, 0«0, L+ L, A« A, f+ (A>3
= f(x) eR), M =M, (lo,l1,..., L am41) < (lo, 11, .., {pm41) in the notation of Corollary B1) ensures
that there exists § € R® which satisfies [||6]]] < max{1, L, sup,c|l|2l|, 2[sup.caq | f(2)]]} and

e )f _Goff%il ..... I‘MHI))@)‘ < 2L sup mf Z |z — 24 (117)
e (z1,22,....29)EA (z1,22,..., Zd

(cf. Definitions 2.9 and [28). The assumption that for all z € A it holds that v < f(z) < v and Lemma2.11]
hence imply that

sup ’f ) — (/I{L'?{}(IOJI ----- l\MHl))(x) = sup Cum(f(:[)) _ cu,v((e/j/_ec;élgil ----- l\M\ﬂ))(x))’
€A €A
et d (118)
< sup ‘f N %Ol """ MITUN (4 ) < 2L sup inf T; — 2
z€A )< ) (z1,22,...,2q)EA (71,22,...,24) EM ; ‘ ‘
(cf. Definition [Z6]). This completes the proof of Corollary O

Corollary 3.9. Let d,d0 €N, L € [0,00), u € [~00,00), v € (u,00], let A CR?, let f: A — R satisfy for

all v = (1,22, ..., xa), Y= (Y1, Y2, - - -, Ya) € A that u < f(x) < v and |f(x) — f(y)] < L[Zle |; —yzﬂ,
let M C A satisfy (M| € {2,3,...}, let lo, 11, ..., [ pm1 € N satisfy for all k € {2,3,...,|M|} that ly = d,

L > 2d|M]|, Iy > 2|M| — 2k + 3, and lpg41 = 1, and assume that 9 > Zg\jl‘ﬂ l(lx_1 +1). Then there
exists 0 € R® such that [||0]|| < max{1, L,sup,cll|2]l], 2[sup,ers | f(2)]]} and

d
. ’f 9 (10 I, l\MHl))(x)’ < QL[ sup ( inf L MZ |z; — Z@|>] (119)
€

€A (z1,22,...,29)EA (71,22,.., i=1
(cf. Definitions and [2.8).
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Proof of Corollary[3.9. Note that Corollary and Lemma establish (IT9). The proof of Corol-
lary is thus completed. ]

Corollary 3.10. Let d,0, N € N, L € [0,00), u € [-00,00), v € (u, 00| satisfy 0 > 2d*(N + 1)+ 5d(N +
1)% + %(N+ 1)%, let ||-||: R — [0, 00) be the standard norm, let p = (p1,p2,...,04), ¢ = (q1, G2, - - -, qq) €
R satisfy for all i € {1,2,...,d} that p; < ¢; and maxjeqio. ay(q; — p;) > 0, let A = H?Zl[pi,qi], let
M C A satisfy

Ski ka, ... ko€ {0,1,...,N}:
o d. 1, 2, y vd s Ly )
M—{(zl,zQ,...,zd)eR. <Vi€{1,2,---,d}iZi=p¢+%(%—pi))}’ (120)

and let f: A — R satisfy for all z,y € A that u < f(z) < v and |f(z) — f(y)| < Ll|lz —yl. Then
there exist 0 € R, £ € N, lo,lr,...,le € N such that [|0]]| < max{1, L, [l[pll, llqlll, 2[sup.ca [/ ()]},

0 Z Zizl lk<lk71 + 1), and

L
Sup ‘f(x) — %?[Z}(lo,ll ,,,,, l2)<x)‘ S N Z ‘ql — pl‘ (121)

z€EA

(cf. Definitions[2.9 and [2.8).

Proof of Corollary[Z10. Throughout this proof let lo,l1,. .., [m+1 € N satisfy (lo, Iy, ..., lam1) = (d,
2d| M|, 2| M| —1,2|M]|—3,...,3,1). Observe that the fact that |[M| < (N + 1) and the fact that for all

n € N it holds that " | ¢* = "("+1)6(2"+1) < ("J;l)g ensure that

|M|+1

Z l(lg—1 + 1)
1

|M|-1 M|
= d(2d|M]|) + 2d|M|2IM| = 1) + | D (20 = 1)(2i + 1) | +2d| M| + | ) (2i — 1)]
i=1 =1
\ ~- g ~~ - 122
number of weights number of biases ( )
IM|-1
= 2d*| M| + 4d|M|* + 4 Z i2] — M| +1+|M?
=1

4 4
< 2d*| M| + 5d| M| + g|M|3 < 2d*(N 4 1) + 5d(N + 1)% + g(N +1)% <.

In addition, note that the hypothesis that for all =,y € A it holds that |f(z) — f(y)| < L||z — y|| implies
that for all x = (1, z9,...,24), ¥y = (Y1, Y2, - .., yq) € A it holds that

Z‘xz —yz‘] (123)

Furthermore, observe that the hypothesis that max;jc(i 2. 4y(q; — p;) > 0 ensures that [M| > 2. Com-
bining this, (I22), and (I23) with Corollary establishes that there exists € R® such that |||6]]] <

max{1, L, sup_c p[l12[[l, 2[sup.e i [/ (2)[]} and

[f(x) = fy)| < L

d
sup ’f(l‘) o ((/%f;)(lo,h ..... l\MHl))(x)’ < 2L[ sup ( inf Jem Z |I‘Z — Zz|>] (124)
¢ i=1

€A (z1,22,....29)EA (21,225, Z

(cf. Definitions and [Z8). Next note that the hypothesis that M C A = H?Zl [pi, ¢;] implies that for
all z € M it holds that

20l < max{{{ipill, lllgll}- (125)
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Therefore, we obtain that

Mol < masx {1, 2.l Nl 2 sup 721} (126

In the next step we note that the fact that for all N eN reR, sero),z e |rs| there exists
k€{0,1,..., N} such that |z — (r+ £(s —r))| < 5 ensures that for all (z1,2s,...,24) € A there exists
(z1,29,...,24) € M such that

d
. 12
;u‘z zi| < IN [Z|Qz pz] (127)
Combining this, (I22)), (I24)), and (I26) establishes ([I21)). The proof of Corollary B.10lis thus completed.

0

3.2 Analysis of the generalization error
3.2.1 Hoeffding’s concentration inequality

Proposition 3.11. Let (2, F,P) be a probability space, let N € N, €,a1,as,...,ay € R, by € [a1,0),
by € [ag,00), ..., by € [an,0), and let X,,: Q — [a,,b,], n € {1,2,..., N}, be independent random

variables. Then N
1 —2e2N?
Pl — X, — E|X >c | <2ex . 128
(N 2 |2 )‘ p<25:1<bn—an>2> 1

3.2.2 Covering number estimates
Definition 3.12 (Covering number). Let (#,d) be a metric space and let r € (0,00). Then we denote
by Cia.a)r € NU {00} (we denote by Cy,, € NU {o0}) the extended real number given by

Corayr = inf({n eN: (Fvi,va,...,0, €H: [HCUL {9 € H: d(vi,g) < r}])} U {oo}) (129)

Proposition 3.13. Let (X, ||-||) be a finite-dimensional Banach space, let R € [1,00), r € (0,1), B =
{6 € X:||0]] < R}, and let d: B x B — [0,00) satisfy for all 0,9 € B that d(0,9) = ||0 — ¥||. Then
In(Cp,a),) < dim(X) In(*E) (cf. Definition[T13).

3.2.3 Measurability properties for suprema

Lemma 3.14. Let (X, X) be a topological space, let Y C X be a countable set, assume Y is dense in X,
let (Q, F) be a measurable space, let f,: Q — R, x € X, be F/B(R)-measurable functions, assume for all
w e Q that X 3z f,(w) € R is a continuous function, and let F': Q@ — R U {oo} satisfy for all w € 2
that F(w) = sup,cx fo(w). Then

(i) it holds for all w € ) that F(w) = sup,¢y fo(w) and

(i) it holds that F is an F /B(R U {co})-measurable function.

Proof of Lemma [3.1]). Note that the fact that Y is dense in X implies that for all g € C'(X,R) it holds
that

sup g(z) = sup g(x). (130)
zeX zeY

This and the hypothesis that for all w € Q it holds that X > x — f,.(w) € R is a continuous function
show that for all w € €2 it holds that
F(w) =sup f.(w) = sup fi(w). (131)

rzeX zeY

This establishes item Combining (I31]) with the hypothesis that for all z € X it holds that f,: Q@ — R
is an F/B(R)-measurable function establishes item [(ii)] The proof of Lemma BI4lis thus completed. [
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3.2.4 Concentration inequalities for random fields

Lemma 3.15. Let (X, d) be a separable metric space, let e, L € (0,00), N €N, z1,29,..., 2y € X satisfy
for all x € X that inficq o vy d(w,z) < 53, let (2, F,P) be a probability space, and let Z@ . Q - R,
x € X, be random variables which satisfy for all x,y € X that B[|Z®)|] < co and |Z®) — ZW)| < Ld(x,y).

Then
N

P([sup,ex|Z@ —E[ZW]]] > ¢) <> P([|2%) - E[ZF)]]] > £) (132)

(cf. Lemma[3.17).

Proof of LemmalZ14. Throughout this proof let By, By, ..., By C X satisfy for all i € {1,2,..., N} that
By ={r € X:d(z,2) < j7} Observe that the triangle inequality and the hypothesis that for all z,y € X
it holds that |Z(®) — ZW| < Ld(x,y) show that for alli € {1,2,..., N}, z € B; it holds that

|Z(J»‘) _ E[Z(’“")H < |Z(J»‘) _ Z(Zi)| + |Z(Zi) _ E[Z(Zi)” + |E[Z(Zi)] _ E[Z(x)ﬂ
< Ld(z,z) + 2% —E[Z@)]| + B[|2%) — 2@)] (133)
< |ZB) —E[Z®)]| + 2Ld(z, %) < |2 —E[Z®)]] + £.

Combining this with Lemma .14 proves that for all i € {1,2,..., N} it holds that
P([sup,ep | 2™ —E[ZW)]] > ) <P(|Z2%) —E[Z®)]|+ £ >¢) =P(|Z2%) —E[Z2%)]| > £).  (134)

(cf. Lemma[3.74). Next note that the hypothesis that for all z € X it holds that inficf1 2 vy d(7, z;) < 7
ensures that Uf\il B; = X. Combining this and (I34)) with Lemma [B.14] establishes that

P([sup,cx|Z2®) — EIZ@][] > 2) =P([sup,(yy, 5,)|2¢ —E[Z¢)]]| > ¢)

= B(UY, {[50p.c0, 12 ~ B[Z0)] 2 }) (135)
N N
< P([sup,ep, |27 —E[ZW]|] > ) <) P([|I2%) - E[Z2%]]] > £).
i=1 i=1
This completes the proof of Lemma B.15] O

Lemma 3.16. Let (X, d) be a separable metric space, let e, L € (0,00), let (2, F,P) be a probability space,
and let Z&): Q — R, € X, be random variables which satisfy for all x,y € X that E[|Z®]|] < co and
|Z@) — ZW| < Ld(x,y). Then

P([sup,cx| 2 ~EIZO[] > &) < Cixa s [Sup,cx BIZ® —E[Z] 2 5)].  (136)
(cf. Lemma[3.13 and Definition[3.13).

Proof of Lemmal3.18. Throughout this proof let N € N U {oo} satisfy N = C(xa), =, assume without
loss of generality that N < oo, and let z1, 2o,..., 2y € X satisfy X C Ufil{x € X:d(zr,z) < F} (cf
Definition B:12)). Observe that Lemma B.I5 implies that

(137)

This completes the proof of Lemma [3.16l O
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Lemma 3.17. Let (X, d) be a separable metric space, let M € N, e, L, D € (0,00), let (Q,F,P) be a
probability space, for every x € X let Efm),Eéx), ceey E](\ff): Q — [0, D] be independent random variables,
let Z®): Q — R be random variables, and assume for all z,y € X, m € {1,2,..., M} that |Ey(ff) — E,Ef{)| <
Ld(z,y) and 2™ = L [Z%zl Ey(ff)} Then it holds for all y € X that E[|ZW|] < oo and

T T —e*M
P([supm€X|Z( ) — E[Z( )]H > 8) < 2C(X,d),ﬁ exp(W) (138)
(cf. Lemma[3.1]] and Definition[3.12).

Proof of Lemma [3.17. First, observe that the triangle inequality and the hypothesis that for all z,y € X,
m € {1,2,..., M} it holds that |ES — EY| < Ld(z,y) imply that for all z,y € X it holds that

] Al

m=1 m=1

M
S JEf - B
m=1

Next note that the hypothesis that for all z € X, m € {1,2,..., M}, w € Q it holds that |E,(ff)(w)| <D
ensures that for all z € X it holds that

M

> (5L~ )

m=1

1
M

(139)

1

M M M
E[|Z@]] =E % ;Eg <E % ;}E,ﬁf?} :% ;E[\E,(m < D < 0. (140)
Hence, we obtain that for all z € X it holds that
7 _E[z@)| = |1 ZM:E@» el EM:Em- ' _|L ZM:(Em _E[EW)]) | (141)
Ml " Mo " Mo " "
Combining this with Proposition B.I1 (with (2, F,P) <= (2, F,P), N <= M, € + 5, (a1, a2,...,ay) ¢

(0,0,...,0), (bi,ba,....by) < (D,D,...,D), (X1, Xa,...,Xxn) « (B ES . EW) for z € X in the
notation of Proposition B.11]) ensures that for all € X it holds that

P(‘Z(m) - E[Z(x)” > %) < 2€Xp<ﬂ> = 2exp<_€2M). (142)

M D? 2D?

Combining this, (I39), and (I40) with Lemma establishes (I38)). The proof of Lemma 317 is thus
completed. O

3.2.5 Uniform estimates for the statistical learning error

Lemma 3.18. Let (A,d) be a separable metric space, let M € N, ¢, L, D € (0,00), let (Q, F,P) be
a probability space, for every x € A let (Xﬁf),Ym): Q= RxR, me{1,2,...,M}, be i.i.d. random
variables, assume for all z,y € A, m € {1,2,..., M} that }Xﬁf) — XTS?Z)} < Ld(z,y) and }X,gf) - Ym‘ <D,
let €@ : Q) —[0,00), v € A, satisfy for all x € A that

M
1
¢ = — X5 — Y| 143
| S (143)
and let £@ € [0,00), z € A, satisfy for all z € A that £® = E[| X" — Yi|2]. Then
. . —*M
P([sup,ea| € — £] > €) < 2C(40) 55 eXP( D ) (144)

(cf. Lemma[3.1]] and Definition[312).
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Proof of Lemma[318 Throughout this proof let EY. 0 - R,z € A, me{1,2,..., M}, satisfy for all
reA me{l,2,..., M} that

ED =X Y| (145)
Observe that the hypothesis that for all z € A, m € {1,2,..., M} it holds that ’X,sgf) - Ym} < D ensures
that for all x € A, m € {1,2,..., M}, w € Q it holds that

E@(w) € [0, D). (146)
Next note that for all x1, x5,y € R it holds that
(21 —9)* = (22 = y)* = (21 — 22) (21 — ) + (22 — y)). (147)

This, the hypothesis that for all x € X, m € {1,2,..., M} it holds that }Xy(ff) — Ym} < D, and the

hypothesis that for all x,y € X, m € {1,2,..., M} it holds that }X,Sf) — X,%/)} < Ld(z,y) imply that for
all z,y € A, m € {1,2,..., M} it holds that

B — BY| = [(XP) - ¥,)? — (XY - V)% = [ X = XWX - V,,) + (X - V,,)]|

" 148
< |XE — XD|(|XE - V| + XY ¥, ) < 2D|X - XY < 2LDd(ay). o

In addition, observe that for all x € A it holds that

M 1 M
Y E [\Xf’”) — Yﬂ =7 [Z 5<ﬂf>] A (149)
m=1 m=1

Furthermore, note that the hypothesis that for all x € A it holds that (X,sgf),Ym): Q= RxR, me
{1,2,..., M}, are i.i.d. random variables ensures that for all z € A it holds that EY.Q — R, m €
{1,2,..., M}, are i.i.d. random variables. Combining this, (I4€]), (I48]), and (I49) with Lemma B.17 (with
(X,d) < (A,d), M « M, e e, L« 2LD, D « D (0, F,P) « (0 F,P), (E® ES) .. ES))pen
((E%x), Eém), e Ey(ff)))xeA, (Z@)en = (€®)),c4 in the notation of Lemma B.I7) establishes (I44]). The
proof of Lemma is thus completed. O

1 M

E[e®)] = — E[\X,Sf) . Ymﬂ

1
M

m=1

Lemma 3.19. Let d,0, M € N, R,L,R € [1,00), € € (0,1), BC {0 € R®: |||8]|| < R}, let D C R? be a
compact set, let H = (Hp)pep: B — C(D,R) satisfy for all 6,9 € B, x € D that |Hy(x) — Hy(x)| < L|||0—
nll|, let (Q, F,P) be a probability space, let (X, Yn): @ — D xR, m € {1,2,..., M}, be i.i.d. random
variables which satisfy for all ® € B, m € {1,2,..., M} that |He(X,,) — Y| < R and E[|Y1]?] < oo, let
E: C(D,R) — [0, 00) satisfy for all f € C(D,R) that E(f) = E[|f(X1) —Y1|?], and let €: Bx Q — [0, 00)
satisfy for all 0 € B, w € ) that

€(0.) - - [Z|He<xm<w>> - Ym<w>\2] (150)
(cf. Definition[2.9). Then
P([supge 5| €(0) — E(Hp)[] = <) < 2exp (a 1n<32iRR) - ;Qf) (151)

(cf. Lemma[3.17).

Proof of Lemma[313. Throughout this proof let §: R® x R® — [0, 00) satisfy for all 8,9 € R® that

6(60,0) = [10 = | (152)
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and let B = {0 € R®: |||0]|| < R}. Observe that the hypothesis that (X,,,Y.,), m € {1,2,..., M},
are i.i.d. random variables and the hypothesis that for all § € B it holds that Hy is a continuous
function imply that for all § € B it holds that (Hy(X,,),Ym), m € {1,2,..., M}, are ii.d. random
variables. Note that Lemma BI8 (with (A,d) < (B,d|pxp), M < M, ¢ < ¢, L + L, D + R,
(Q, F.P) + (0, F.P), (XX XS ) aen < (Ho(X1), Ho(Xa), ... Ho(Xo))oen (Y1, Y2, .., Vi)
(Y1, Yo, .. Vo), (€@)cq < (22w €(0,w) €[0,00))pen, (E@)pca < (E(Hyg))peps in the notation of
Lemma [B.I8)) establishes that

—&2M
P(s0pacs|€(6) — ()] 2 &) < Xinstn. o 0t ) (153)

(cf. Definition BI2)). Furthermore note that Proposition B.I3 (with X < R? ||| «= (R® 3 2 — |||z]]| €
0,00)), R4 R, 17+ B + B, d + d|gxp in the notation of Proposition Im) shows that

IR
32LRR
I (CBsipun) i) < M(CBoIsE) o) <O 111( . ) : (154)
Combining this with (I53]) establishes (I51]). The proof of Lemma is thus completed. O

Lemma 3.20. Let o, M € N, L € {2,3,...,}, e € (0,00), u,a € R, v € (u,00), b € (a,00), R € [1,00),
1= (lo,ly,...,1) € NF¥1 B C {0 € R®: ||9]|| < R} satisfy I, = 1 and @ > Sk (liy + 1), let
(Q, F,P) be a probability space, let (X,,, Yy): Q@ — [a,b)® x [u,v], m € {1,2,..., M}, be i.i.d. random
variables, let £: C([a,b)"®,R) — [0, 00) satisfy for all f € C([a,b]",R) that E(f) = E[|f(X1) — Y1]%], and
let €: B x Q — [0,00) satisfy for all 0 € B, w € Q that

[2]%”‘ —J%MW] (155)

(cf. Definitions[2.9 and[2.8). Then

P([suppep|€(0) — E(AL)]] > €)

< 2exp (D 1n<32L max{1, |a, ‘b|}(€|||lm + 1)PRE (v — U)) B Q(SQ_AJU)ZL). (156)

Proof of Lemma[320. Throughout this proof let £ € R satisfy
£ = Lmax{1,|al, [b]} (L[] +1)"R*". (157)

Observe that Corollary 212 (with a <— a, b < b, uw < u, v < v, L < L, d < 0, [ < 1 in the notation of
Theorem [ZT0) shows that for all 6,9 € B it holds that

sup [l (2) — A5 @) < Lmax{1, [al, (b1} (Nl + 1) (max{ 6], 911" {16 = ]l
x€[a,b]lo (158)
< Lmax{1,al, [} (]Il + D)FREH |60 — 2]l

Furthermore, observe that for all 6 € B, m € {1,2,..., M} it holds that
A (X) = Yl S (159)

Combining this and ([I58]) with Lemma BI9 (with d < Iy, 9 <~ 0, M <~ M, R« R, ¢ < ¢, L < L,
R+ v—u, B+ B, D« [a,b°, H++ (B30 — 4% € Cla,0]",R)), (Q,F,P) « (QF,P),
(X, Yo ) ) meqr2,nr — (X, Yo) )meqi 2, v, € <= &, € <= € in the notation of Lemma B.19) shows

that
32LR(v — u) e2M
P([sup,ep|€(n) — E(AN]] =€) §2exp(bln< . ) “ =) (160)
The proof of Lemma is thus completed. O
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3.3 Analysis of the optimization error
3.3.1 Convergence rates for the minimum Monte Carlo method

Lemma 3.21. Let (Q, A,P) be a probability space, let 9, N € N, let ||-|| : R® — [0,00) be a norm, let
$H CR® be a set, let ¥ € 9, Lye € (0,00), let €: HxQ— R be (B(H) ®.A)/B(R)-measurable, assume for
al z,y € H, w e D that |E(r,w) — E(y,w)| < Lljz —yl|, and let O,,: @ — H, n € {1,2,..., N}, be i.i.d.
random variables. Then
P(minaciia. vy €0,)]  €0) > &) < [P(I6: — 9] > £)]” <exp(-NB(1O4— 0] < £)). (161
Proof of Lemmal3.21. Note that
[minn€{1,2 ..... N} €<@n)] - Qf("l?) = minn€{1,2 ..... N} [€<@n) - Qf(’l?)]
< minn€{1,2 ..... N} |€<@n) - QE<19>| < minn€{1,2 ..... n} [LH@n - '19”] (162)
= L[minne{m _____ N} H@n — 19H:| .
The hypothesis that ©,,, n € {1,2,..., N}, arei.i.d. random variables and the fact that Vz € R: 1—z < ¢e”

hence show that

P([minne{l,g ,,,,, ) €(6,)] — €(0) > 5) < IP(L [min,eqra..vy |60 — 9] > 5)

N
_ P(mmnem ,,,,, 1 16n — 9] > %) - [IP’(H@l 9 > %)] (163)
eN1N
= [1-P(lo1 -9l < 7)]" <exw(-NB(lO1 9] < £)).
The proof of Lemma B.21] is thus completed. O

3.3.2 Continuous uniformly distributed samples

Lemma 3.22. Let (2, A,P) be a probability space, let 9, N € N, a € R, b € (a,00), ¥ € [a,b]°, L,c €
(0,00), let €: [a,b]° x Q — R be B([a,b]°)/B(R)-measurable, assume for all x,y € [a,b]°, w € Q that
|€(x,w) — E(y,w)| < Lz — ylll, let On: Q@ = [a,b)°, n € {1,2,...,N}, be i.i.d. random variables, and
assume that Oy is continuous uniformly distributed on [a,b]® (cf. Definition[2.4). Then

P([minneia,. v €(O,)] — €(W) > ¢) < exp (—N min{l, ﬁia)v}) (164)

Proof of Lemma[3.22. Note that
P(m@l - 19||| S %) Z P(m@l - (CL,CL, c 7a’)m S %) = P(m@l o (a,a, c 7a’)m S min{%a b— CL})

Combining this with Lemma B.21] proves ([I64]). The proof of Lemma is thus completed. O

4 Overall error analysis

In this section we combine the separate error analyses of the approximation error, the generalization
error, and the optimization error in Section B to obtain an overall analysis (cf. Theorem below).
In Lemma [4.1] below we present the well-known bias-variance decomposition. To formulate this bias-
variance decomposition lemma we observe that for every probability space (€2, A, P), every measurable
space (5,S), every random variable X: 2 — S, and every A € § it holds that Px(A) = P(X € A).
Moreover, note that for every probability space (€2,.A,P), every measurable space (S,S), every random
variable X: Q — S, and every S/B(R)-measurable function f: S — R it holds that [|f]*dPx =
[ lf@)PPx(dz) = [, |f(X(w))]*P(dw) = [, |f(X)|*dP = E[|f(X)]?]. A result related to Lemmas E.T]
and can, e.g., be found in Berner et al. [10, Lemma 2.8].

29



4.1 Bias-variance decomposition

Lemma 4.1 (Bias-variance decomposition). Let (€2, A, P) be a probability space, let (S,S) be a measurable
space, let X: Q — S and Y : Q — R be random variables with E[|Y'|?] < oo, and let £: L*(Px;R) — [0, 00)
satisfy for all f € L2(Px;R) that E(f) = E[|f(X) — Y|?]. Then

(i) it holds for all f € L2(Px;R) that
£(f) =E[lf(X) - E[Y|X]]'] + E[lY —E[Y|X]]’], (166)
(ii) it holds for all f,g € L2(Px:R) that
E(f) = E(9) = E[|/(X) - E[Y|X]]*] - E[lg(X) - E[Y|X]], (167)
and
(iii) it holds for all f,g € L2(Px;R) that
E[|f(X) - E[Y|X]]*] = E[lg(X) - E[Y|X]]*] + (£(f) = £(9))- (168)

Proof of Lemma[f-1. Note that for all f € £?(Px;R) it holds that

E(f) =E[f(X) Y]] =E[|(f(X) — E[V|X]) + (E[Y|X] - Y)|"]
— B[|f(X) - EY|X]P] + 2E[(£(X) - E[Y|X]) (BY|X] - V)] + E[[E[Y|X] - V]
— E[|f(X) - E[Y|X)P] + 2E[E[(f(X) - EIY|X]) (EIY|X] - V)| X]| + E[[E[Y]X] - Y]] o)
= E[|f(X) - E[Y|X)"] + 2| (f(X) - E[Y|X])E[(E]Y|X] - V)| X]| + E[[E[Y|X] - Y]’]
=E[|f(X) ~E[Y|X]]"] +2E[(f(X) ~ E[Y]X]) (E [Y|X E[Y|X])] +E[[E[Y]X] - Y]]
=E[|f(X) - E[Y|X]]"] +E[E[Y|X] - Y|"].
This implies that for all f,g € £?(Px;R) it holds that
E(f) = E(9) =E[If(X) — E[Y|X]]"] - E[lg(X) — E[Y|X]]]. (170)
Hence, we obtain that for all f,g € L*(Px;R) it holds that
E[|f(X) - E[Y|X]]*] = E[lg(X) - E[Y|X]]] +&(f) - E(9). (171)
Combining (I69)-(I71) establishes items |(i)H(iii)} The proof of Lemma [.1]is thus completed. O

4.2 Overall error decomposition

Lemma 4.2. Let (Q, A, P) be a probability space, let d,M € N, let D C R? be a compact set, let
H C C(D,R) be a set, let (Xpm,Ym) = (Xt s Xomas Yom): @ — (D x R), m € {1,2,...,M}, be
i.i.d. random variables with E[|Y1]?] < oo, let £: C(D,R) — [0,00) satisfy for all f € C(D,R) that
E(f) =E[|f(X1) = Y1|%], let €: C(D,R) x Q — [0,00) satisfy for all f € C(D,R), w € Q that

€(7.) = 37 | 1) = Yol (172)
and let ¢ € H satisfy E(¢) = infreqy E(f). Then it holds for all f € H that
E[|£(X)) ~ Ei|XP] = E[l6(X) ~ EIX]P) + £(F) - £(0)
2 (173)
< E[l0(6) ~ BIXIF) + [€(7) - €(6)] + 2 [sup eo) - £ .
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Proof of Lemma[{.9 Note that Lemma [L.T] ensures that for all f € C(D,R) it holds that

[|f(X1) — E[V1|X1]’]
E[l¢(X1) — E[Y1|Xq])] +
= E[jo(X1) — EY3|1X,]°] +

= E[l¢(X1) —EM X)) +

E(f)—E(¢)
E(f) = €(f) + €(f) — €(o) + (o) — E(0)
[(£0) — &) + (€(0) — £(0))] + (€(F) - €(0))

-

Vv v Vv
Approximation error Statistical error Optimization error (174)

E[lo(X1) —EMIXP] + | Y €)= E@)|| + [&(f) - &(9)]

ve{f,¢}
E[l0(x:) ~ BIIX) +2 | max [€00) - €] + [€0) - @]
The proof of Lemma is thus completed. O

Lemma 4.3. Let (Q, A, P) be a probability space, let d,o, M € N, let D C R? be a compact set, let
B CR® beaset, let H: B— C(D,R) be a function, let (X, Yim) = (X1, Xona, Yim): @ — (D X R),
m € {1,2,..., M}, be i.i.d. random variables with E[|Y}|*] < oo, let p: D — R be B(D) /B(R)-measurable,
assume that it holds P-a.s. that o(X1) = E[Y1|X4], let £: C(D,R) — [0,00) satisfy for all f € C(D,R)
that E(f) = E|f(X;) — Y1|?, let €: B x Q — [0, 00) satisfy for all € B, w € Q that

L [

= [Z | Ho(Xom(w)) = Yin(w) | . (175)
m=1

and let ¥ € B satisfy E(Hy) = infgep E(Hy). Then it holds for all § € B that
/ |Hg | ]PXl d.ﬁL’ / ‘Hﬁ (SL’)|2 ]P)X1<dl’> +5(H@) — 5<H79)
(176)
/ [Holw) = ()" P (d) + €0) - €(0) +2 |sup () — €001,
ne

Proof of Lemma[{.3 First, observe that the assumption that it holds P-a.s. that ¢(X;) = E[Y;|X] ensures
that for all # € B it holds that

/ [ Hy(x )" Px, (d) = E[|Hy(X1) — p(X1)["] = E[|Ho(X1) - E[V|X4]"] . (177)

Lemma A2 (with (2, A4,P) = (Q,A,P),d =d, M = M, D = D, H ={Hy: 0 € B}, X,, = X,
Yip =Y, E=E, €= (C(D,R) x Q3 (fw) = L350 [f(Xn(w)) = Yi(w)]?) €[0,00)), ¢ = Hy for
m € {1,2,..., M} in the notation of Lemma [£.2]) hence establishes (I76]). The proof of Lemma [3]is thus
completed. O

4.3 Analysis of the convergence speed
4.3.1 Convergence rates for convergence in probability

Lemma 4.4. Let (2, A, P) be a probability space, let d,0 € N, u € R, v € (u, ), let B C R® be a compact
set, let | € (UseNﬂ[Q,oo) N®), and let (X,Y): Q@ — (R? X [u,v]) be a random variable. Then

(i) it holds that B 3 0 — E[|A%/(X) = Y|?] € [0,00) is continuous and

(it) there exists ¥ € B such that E[|4,%1(X) - Y|?] = (}HJEE[|%%[<X) - Y|?]
: z :
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(cf. Definition[2.8).

Proof of Lemma [ First, observe that Corollary 212 ensures for all w € Q that B 3 6 — [ A%/ (X (w))—
Y (w)]? € [0, 00) is continuous. Combining this with Lebesgue’s dominated convergence theorem and the
fact that for all w € Q it holds that |4.%/(X (w)) — Y(w)[* € [0, (v — u)?] establishes item Next note
that item |(i)| and the assumption that B C R® is compact establish item . The proof of Lemma (4.4 is
thus completed. O

Theorem 4.5. Let (2, A, P) be a probability space, let d,0, K, I, M € N, ¢ € (0,00), L, R € [0,00), u € R,
v € (u,00), let B=[—R,R]°, let ||-]|: R — [0,00) be the standard norm on R?, let D C R be a compact
set, let M C D satisfy | M| € [2,00)NN, assume that SUD,— (1. )eD[lnf (#1000 zd)eM(Ele lzi—z])]) < 57,
let 1 = (lo,ly,..., 1) € N* assume that | > M|+ 1, [y = d 1 > 2d|M|, and I, = 1, assume for all
i€ {2,3,..., M|} that [; > 2(JIM| — i) + 3, assume for all i € {|M|+1,....1 — 1} that [; > 2, let
(X, Yon) = (Xonts ooy Xonay Yon): @ — D X [u,v], m € {1,2,...,M}, be i.i.d. random variables, let
¢: B xQ —[0,00) satisfy for all 0 € B, w € Q that

€(0.) = 77 | 32 ALK ) = V)P (178)

(cf. Definition [Z8) let ¢: D — R satisfy P-a.s. that ¢(X;) = E[Y1]|Xy], assume for all x,y € D that
() = ()| < Lllz—yl|, assume that R > max{1, L,sup,cpll|2|l, 2sup.cp lp(2)[} and 0 > 30, Ll +
1), let ©): Q= B, ke {l,2,..., K}, be i.i.d. random variables, assume that Oy is continuous uniformly

..........

,,,,,

P(/D A (@) = () P (da) > ) : e"p(‘K mm{l’ (160 - lu>f<€ia TR })
—|—2exp(01n(128l(|”[”| + 1) RY (”_“)) - 32(5 M 4). (179)

g2 v —u)

Proof of Theorem[{.5. Throughout this proof let £: C(D,R) — [0, 00) satisfy for all f € C'(D,R) that
E(f) = E[|f(X1) —Y1J’] and let ¥ € B satisty E(A,|p) = infoep E(A|p) (cf. Lemma E4). Note
that Lemma 3] (with (2, A,P) + (Q,AP),d <« d, 0+ 0o, M «+ M, D «+ D, B+ B, H <+ (B>
0 — (D>3x— H(x) e R) € C(D,R)), Xpp ¢ X, Yoo = Vi, 0 = 0, E = &, €+ €, 0 0 for
m € {1,2,..., M} in the notation of Lemma [3]) ensures for all w € ) that

/ A 2) — () Py, (de)

< [ 1ntio) = ol P, ao) + (€200 - ) +2 [sup &) - (A0 ™
Hence, we obtain that
P(/Dm,%% ) P () > )
(/ A% @) >!2le(das)+(@(E)—@(ﬁ))wbgw() N )] >g2) (181)
(/ AN @) — ()] le(da;)>§) +P<€(E)—€(0)>§)+P(21£|€( ) = E(A )| > )

Next observe that the assumption that for all z,y € D it holds that |¢(z) —p(y)| < L|jz —y|| implies that
for all x = (z1,...,24),y = (Y1,...,ya) € D it holds that |p(z) — ¢(y)| < L[E?Zl |z; — yi]]. This, the
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assumption that 0 > 22:1 [;(li—1 + 1), the assumption that R > max{1, L,sup,cp|||2|||, 2sup.cp [¢(2)]},
and Corollary B8 (with d «~ d, 0+ 0, a <+ a, b« b, L« L, A< D, f < ¢, M + M in the notation
of Corollary B.8) ensure that there exists n € B which satisfies that

£
f ) <o =2 182
sup (z: zlm eMz:h: 2; )] 1= 3 (182)

Lemma 4.3 (with (2, A,P) <+ (A P),d <+ d, 0+ 0, M < M, D <+ D, B+ B, H=(B>60+—
(D 3z A%(x) € R) € C(D,R)), Xy = X, Yoo = Voo, 0 = 0, € &, €« €, 09 « ¥ for
m € {1,2,..., M} in the notation of Lemma [3)) hence ensures that

sup [ A1 () — pl(a)] < 2L

xeD

/}‘/Vm ()] Px,(do) /W’“ — | Pxi (dz) + £ p) = E(AL )
<0 (183)
2
< [ 1Ata) = ol P (de) < sup |42 (0) — pla)f < T

This implies that
2
(/ | A0 () )\2 Py, (dz) > gz) = 0. (184)

Note that (I1]) therefore ensures that

P( NE ) — o) P, (da) > )
D (185)

™

< P(@(E) — &) > 1—2) +IP>(21£ |€(0) — £ )| > ;)

Next observe that Corollary 12| (with a <— —sup{|||z]]|: z € D}, b < sup{|||z|l|: z € D}, u < u, v < v,
L+ 1, d <+ 0,1+« lin the notation of Corollary 2.12)) ensures for all 0, ¢ € B that

sup A7 () — A (@)

< sup{IIIJV“ ) = A5 @)l @ € [=sup{|llz]ll: = € D}, sup{[llz]|l: = € D}]*}

< Imax{L,sup{[|[[l|- = € D}}(I[IUll + 1) (max{[10]l, €1} 1ll6 — €]l (186)
< Imax{1,sup{[[[[l|: = € D}}([IUll + 1)'RI0 — €]l

< (il + 'R0 = €]l

Combining this with the fact that for all § € R®, 2 € D it holds that .#,%(x) € [u,v], with the assumption
that Y7 € [u,v], and with (I78)) ensures for all ,¢ € B, w € Q that

€(6,) — (6 w)
y [Z AT () = Vil ] - [Z A Ym<w>|2]

< %[ (| A8 X () = AE (X)) | | AL (X +%£&1(Xm(w))—zym(w)])] (187)
S%[Z(Mﬁ’;{(%( )) = A& (Xn(@))] [|A0(X - !+!=/V5‘ m(w ))—Ym(w)!l)]
" <2(U u)

< 2(v — W)Ul + 1)'R6 — €]
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Lemma B.22] (with (2, A, P) < (L AP), 0+ 0, N« K,a<+ —R, b+ R, L < 2(v—u)l(||Ull + 1)'R,
V1, € € O < O for k € {1,2,..., K} in the notation of Lemma B.22]) therefore shows that

: 2
IP’(@(E) —eW) > %) - P(Le{gh} e(@k)] —eW) > EZ)
2 (188)
= eXp(‘K mi“{l’ (16(0 — wi(Ii] + PR }) |
Combining this with (I85) ensures that
P( [ 1430 - ooy, (o) > )
7 » (189)

2
) € 0,1 €

< _ — ’ — .

_exp( Kmm{l, (1600 — (] 1)1Rl+1)b}) —i—]P’(zlelg‘Qf(G) 5(,/1@71}\1))‘ > 4)

Next observe that LemmaB.20 (with 0 <=0, M < M, L <[, ¢ « %, U 4— u, v < v, a < —sup{|||z]|]: z €
D}, b < sup{|||z||: z € D}, R <~ R, l < I, B < B, (O, F,P) < (% AP), (X, Yn))mef1,2,..m}
(X, Yo ) )megr2,.. a3, € < &, € <= € in the notation of Lemma B.20) establishes that

P([Sup9€B|€(8) - g(%?{’[b)” ~ %)

< 2exp ot (L2 mx{Lowp (Ul = € DM DRy ey
1281(|[ + 1)'R (v — w) =M

§2exp(01n< -2 ) B 32(v—u)4>.

Combining this with (I89) proves that

B( [ 1430 ot By ) > <) < (K min{ 1 = u>zqﬁu )

+ 2exp <a 1n(128l(”|[|” i ?;Rm(” - “)) - 32(’;4?4”)4). (191)

This establishes ([I79). The proof of Theorem [£.5 is thus completed. O

Corollary 4.6. Let (2, A,P) be a probability space, let d, o, K, M,7 € N, ¢ € (0,00), L,a,u € R,
b€ (a,0), v € (u,00), R € [max{1, L, |al, ||, 2|ul,2|v|},o0), let B = [-R,R]°, let ||-||: R? — [0,00) be
the standard norm on R, assume that [2d(2dL(b — a)e™ + 2)1 4+ 2> < 73 < 0, let [ € N7 satisfy | =
(d,7,7,...,7,1), let Xp: Q@ — [a,b]%, m € {1,2,..., M}, be i.i.d. random variables, let ©: [a,b]? — [u,v]
satisfy for all x,y € [a,b]? that |p(x) — p(y)| < L||lz —yl|, let €: B x Q — [0,00) satisfy for all 6 € B,
w € Q that

€16.) = 37 | £ MO0 — Xnl |, (192)

let ©r: Q — B, k € {1,2,...,K}, be i.i.d. random variables, assume that ©, is continuous uniformly
distributed on B, assume that (X )megi2,..my and (O)reqio,. ky are independent, and let =: Q — B
Satisfy == @min{ké{l,Z ..... K}: E(Or)=minie(12,... K} ¢(O))} (Cf Deﬁmtzon ) Then

€

/2 § 8) < exp (_K min{l, (1600 = U)T(QZ 1R })
+ 2exp <a 111(1287(7+ e U)) e ) v

P([ [ ) @By ae)

e2
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Proof of Corollary[f.0. Throughout this proof let D = [a,b]?, let N € N satisfy

N:min{kEN:kzw}, (194)
5
and let M = {a,a+ +(b—a),...,a+ 52 (b— a),b}". Note that M| = (N + 1)? € [2,00). Moreover,
note that

1 T—

1

[\

T

GG+ 1)+ G(G1 + 1)

i

i

- Ly (195)
=7(d+ 1)+ 7+ D) +7+1<(r=-Dr(r+1) <P <.
=2
Furthermore, observe that for all # = (z1,...,24) € [u,v]? there exists z = (21,...,25) € M which
satisfies for all i € {1,2,...,d} that |z; — 2| < %*. This implies that
d db—a) _ ¢
su inf T — 2 < < —. 196
z=(x1,..., xl;))e[a,b}d [z:(zl ~~~~~ zq)EM (zzl| |>] 2N 4L ( )

Next note that the assumption that 73 > [2d(w+2)d+2]3 ensures that 7 > 2d(N+1)%+2 = 2d| M |+2.
Moreover, observe that it holds that [p = d, [} = 7 > 2d| M|, and [,_; = 1. In addition, note that

(i) for all i € {2,3,...,|M|} it holds that [; = 7 > 2| M| > 2(]M]| — i) 4+ 3 and
(ii) foralli € {IM|+1,...,7 — 1} it holds that [; = 7 > 2.

The fact that 7 —1 > |[M| + 1, (I95), (I96), and Theorem ] (with (2, 4, P) < (Q, A, P), d + d, ? < D,
K+«Kl+<71—-1 M+ M, ec+¢e, L+~ L R+« R u+u,v<v,B+< B, D+ D M+ M, [+ 1

((XmaYm))mE{l,Q ..... M} ((Xm,SO(Xm)))me{LQ ..... My, € — € o < o, (@k)ke{l,Z ..... K} & (@k)ke{l,z ..... K}
= < Z in the notation of Theorem [LH) therefore ensure that

P([ [ 5w - Eaan)] > )

B
+2exp( 0ln L il _364 4

2 200 —u)
— exp (—K min{l, O _512;(7 T }) (197)
< 2esp (o DD 32(24114@4)

< exp (‘Kmin{l’ (16(v — u)jz +1)7R7) }>

1287(7 + 1)"R™ (v — u) etM
+26Xp<01n( = _32(v—u)4 .

This establishes ([I93)). The proof of Corollary 6l is thus completed. O

Corollary 4.7. Let d € N, L,a,u € R, b € (a,0), v € (u,0), R € [max{1, L, |al,|b|, 2|ul, 2|v|}, 00), let
(2, A,P) be a probability space, let X,,: Q — [a,b]¢, m € N, be i.i.d. random variables, let ||-|: R? —
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[0,00) be the standard norm on R?, let ¢

[a, b]4 — [u,v] satisfy for all x,y € [a,b] that |p(x) — o(y)|
Lz —vyl|, let l; e N", 7 € N, and E 51,1 [— €

<
N,

R,R]®> x Q — [0,00), 0, M, T € N, satisfy for all 0, M
T€{3,4,...},0 € [-R,R]°, we Q that I, = (d,7,7,...,7,1) and
1 [ M
Conrr(0,w) = 77 | 2 (AL (K@) = o(Xm(@)) P (198)
m=1

for every @ € N let ©yp: Q@ — [-R,R]°, k € N, be i.i.d. random wvariables, assume for every d € N
that ©y 1 is continuous uniformly distributed on [—R, R]°, assume for every 0 € N that (X,,)men and
(Oo.k)ken are independent, and let =y e prr: Q@ — [-R, R]°, 0, K, M, 7 € N, satisfy for alld, K, M,7 € N
that Zo k Mr = Ovmin{ke{1,2,..K}: € a1 (O x)=minjc (1.1} Ea a1, (o)} (cf. Definition [Z.8). Then there exists
c € (0,00) such that for allo, K, M,7 € N, € € (0,00) with [2d(2dL(b—a)e™! +2)?+2]* < 73 < 0 it holds
that

P([ /[ A @) — ) P <dx>] s ) o)

< exp(—K min {1, (¢7) ™ }) + 2exp (D In((cr)7e™?) — €4M).

C

Proof of Corollary[4.77 Throughout this proof let ¢ € (0, 00) satisfy
c =max{32(v —u)*, 512(v — u + 1)R}. (200)

Observe that Corollary [0 ensures that for all 9, K, M, 7 € N, ¢ € (0, 00) with [Zd(QdL(Eia) +2)1+ 22 <
78 <0 it holds that

P ( [ /[ B | AEsacannb (1) — ()2 le(dx)] v > 5> < exp (—K min{l, e u)j: TR })

FPYN (a 1](1(1287(7 + lg);RT(v — u)) B 32(2?4@4)  (200)

Note that (200) and the assumption that 7 > 2 ensure that
() —3mar <~
(i) 16(v —u)r(7+1)"R™ < 7(16(v —u+ 1)(1 + 1)R)” <27(32(v —u+ 1)R7)™ < (e1)7, and
(iii) 1287(7+ 1)"R™(v —u) < 128(27)"2"R™ (v — u) < (512R7(v —u+1))" < (c7)7.

Combining this with ([201]) shows that for all 9, K, M, 7 € N, ¢ € (0, 00) with [2d(2dL(b—a)e~*+2)¢+2]?

73 <0 it holds that
— 1/2
IP’([ / | A Mt (1) — ()] le(dx)} > e)
[u,0)¢

(om0 2 () -0,

The proof of Corollary 7] is thus completed. O

(202)

Corollary 4.8. Let d € N, Lya,u € R, b € (a,0), v € (u,0), R € [max{1, L, |al,|b|, 2|ul, 2|v|}, 00), let
(2, A,P) be a probability space, let X,,: Q — [a,b]¢, m € N, be i.i.d. random variables, let ||-|: R? —
[0,00) be the standard norm on R?, let p: [a, bl — [u,v] satisfy for all x,y € [a,b]? that |o(x) — p(y)| <
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Lz —yl|, let [, e N', 7 € N, and & p,: [-R, R]? x Q — [0,00), 0, M, 7 € N, satisfy for all 0, M € N,
Te€{3,4,...},0 € [-R,R]°, w € Q that I, = (d,7,7,...,7,1) and

onir(00) = 17 | 2 A (X)) = (X)), (203)

for every ® € N let ©yp: Q@ — [-R,R]°, k € N, be i.i.d. random wvariables, assume for every 0 € N
that ©y 1 is continuous uniformly distributed on [—R, R]°, assume for every 0 € N that (X,,)men and
(Oo.k)ken are independent, and let =y e prr: Q@ — [—R, R]°, 0, K, M, 7 € N, satisfy for alld, K, M,7 € N
c € (0,00) such that for allo, K, M, 7 € N, ¢ € (0,1] with [2d(2dL(b — a)e™ 4+ 2)? + 2]3 < 73 < 0 it holds
that

IP( [zt (@) - pla)| P ) > )
[a,b]?

< exp(—K min {1, (¢7) ®}) + 2exp (D In((cr)7e?) — 54—M> :

C

(204)

Proof of Corollary[{.8 First, observe that Corollary .7 ensures that there exists ¢ € (0, co) which satisfies
that for all 9, K, M, 7 € N, ¢ € (0, 00) with [2d(2dL(b — a)e™! + 2)? 4 2]3 < 73 <0 it holds that

1/2
> €
) (205)

< exp(—K min {1, (c7) ?}) + 2exp (D In((er)7e™?) — 54—M> .

C

P([ [ st (@) - @) B ()
[a,b]

Next let
v = max{1, cmax{1,v — u}, c(v — u)*}. (206)

Holder’s inequality and (203]) ensure that for all 9, K, M, 7 € N, € € (0, 00) with [2d(2dL(b—a)e~! +2)? +
2]3 < 73 < 0 it holds that

IP( [zt (@) - pla)| P ) > )
[a,b]?

_ /2 £
Eo, kM, mlr () o) |2 . (dz - (207)
gP([/Wm,U (2) = ol PP, ()] ><b_a>d/2>

< exp(—K min {1, (eT) e® (b — a)_db}) + 2exp (0 ln((CT)T(b — a)dg_Q) 647M> _

T c(b—a)2d
This and (206) imply that for all 9, K, M,7 € N, € € (0, 1] with [2d(2dL(b—a)e ' +2)1+2]3 < 73 < v it
holds that

P( [zt @) - pla)| P ) > )
[a,b]?

< exp(—K min {1, (y7) °®}) + exp <D In((y7)7e?) — 54_M) (208)

v

< exp(—K(y7) ™) + 2exp (D In((y7)7e7?) — §7M> :

This establishes (204]). The proof of Corollary A8 is thus completed. O

37



4.3.2 Convergence rates for strong convergence

Lemma 4.9. Let (2, A,P) be a probability space, let ¢ € [0,00), and let X: Q — [—c¢,c| be a random
variable. Then it holds for all ,p € (0,00) that

E[|X|P] <ePP(|X| <e)+ PP(|X| >¢) <P + PP(IX]| > ¢). (209)
Proof of Lemma[{.9 First, observe that for all €,p € (0, 00) it holds that
EHXV)] = E[‘X|p]l{|x‘§€}} —+ E[‘X|p]l{|x‘>€}} < gP P(‘X| < 8) + c”]P’(‘X| > 8) . (210)

This establishes the first inequality in (209). The second inequality in (209) is immediate. The proof of
Lemma is thus completed. O

Corollary 4.10. Let (2, A, P) be a probability space, let d € N, Lya,u € R, b € (a,00), v € (u,0),
R € [max{1, L,|al, |b|,2|ul, 2|v|},00), let ||-||: RY — [0,00) be the standard norm on R%, let (X,,) =
(Xonty ooy Xma): Q@ — [a, 0], m € N, be i.i.d. random variables, let ¢: [a,b] — [u,v] satisfy for all
z,y € [a,b]? that |p(z) —p(y)| < L||lz—yl|, let . e N", 7 € {3,4,...}, and €, p1,: [-R, R]> xQ — [0, 00),
M, 7 €N, satisfy for allo, M e N, 7 € {3,4,...}, 0 € [-R,R]°, w € Q that [, = (d,7,7,...,7,1) and

ot (0:) = 77 | 52 A (X)) = o). 1)

for every 0 let Oy Q@ — [—R, R]°, k € N, be i.i.d. random variables, assume for every d € N that Oy
is continuous uniformly distributed on [—R, R|°, assume for every d € N that (X, )men and (O )ren are
independent, and let Zy gy 0 — [-R,R]°, 0, K, M € N, 7 € NN [3,00), satisfy for alld, K, M,7 € N
¢ € (0,00) such that for alld, K, M,7 € N, p € [1,00), g € (0,00) with [2d(2dL(b — a)e™! + 2)¢ + 2] <
7 <0 it holds that

(E < /[ » [ Aot () — w(w)IQle(dx))p/Ql )W (212)

< (b—a) [exp(—K min {1, (c7)"°*}) + exp <D In((cr)7e™?) — ﬂ)} " +e.

Cc

Proof of Corollary[{.10. First, observe that Corollary .7 ensures that there exists ¢ € (0,00) which
satisfies that for all 0, K, M, 7 € N, € € (0, 00) with [2d(2dL(b — a)e™ + 2)? + 2]> < 73 < 0 it holds that

IP’({ /[a » | At () — w(af)lgﬂ”xl(dw)} "’ > 5) (213)

< exp(—K min {1, (¢7) ?}) + 2exp (D In((cr)7e?) — 54—M> :

C

Lemma I3 (with (2, AP) « (QLAP), ¢ « v—u, X « (23 w e [yt (@) -

o(2) |2 Px, (dz)]* € [u—v,v—u]) in the notation of Lemma &) hence ensures that for all 9, K, M, 7 € N,
g,p € (0,00) with [2d(2dL(b — a)e™! + 2)? + 2]3 < 73 < 0 it holds that

E

p/2
( /[ b]dw?:“’Mm‘f(x)—so(a:>|21@xl<dx>) ]

<l 4 (v—u)’ [exp(—K min {1, (1) °e*®}) + 2exp (D In((cr)7e™?) — &—M)} .

(214)

[

The fact that for all p € [1,00), z,y € [0,00) it holds that (z + y)7? < z'/7 + y*/» therefore establishes
[212)). The proof of Corollary is thus completed. O
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