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1. Introduction

Trefftz-discontinuous Galerkin methods (TDG) are volume mesh based
discretizations of linear boundary value problems that aim to achieve effi-
cient approximation by the use of trial functions in the null spaces of the
differential operator. They have attracted particular attention for problems
that are notoriously challenging for polynomial approximation. A prominent
representative is time-harmonic acoustic wave propagation in the medium
frequency range, whose TDG discretization is at the focus of this article.

The method itself in combination with plane wave approximation was in-
troduced in [14] and extended to electromagnetic fields in [16]. It generalizes
the so-called ultra-weak variational formulation (UWVF) by Cessenat and
Despres [8, 7]. Practical experience with this method [19] suggests that for
good performance it should be used on locally refined meshes together with
spatially varying resolution of the plane wave trial space. Morally speaking,
the sophisticated hp-refinement strategy that ensures exponential conver-
gence (in the number of degrees of freedom) for classical polynomial Galerkin
finite element approximation of second-order elliptic boundary value problem
(see [2, 35, 33, 34]; see also [24] for the Helmholtz problem) should also be
adopted for TDG.

Hitherto, in the DG context, only polynomial theory could cover this
setting [13, 23], but it remained outside the scope of existing TDG the-
ory. Whereas the a priori convergence estimates in [14] merely addressed
h-refinement, the corresponding p-convergence results in [17] exclude local
mesh refinement and require convex computational domains. The present
article remedies these shortcomings and establishes TDG discretization er-
ror estimates for acoustic scattering at a sound-soft object, which remain
valid for arbitrary variable resolutions of the local Trefftz trial spaces and in
the presence of rather general local mesh refinement. More precisely, quasi-
uniformity must hold only close to the outer (smooth) artificial boundary,
while strong local refinement near the scatterer is allowed, see Figure 1. All
meshes created by standard hp-refinement policies belong to this class.

The new theory is a substantially enhanced version of the approach of
[17] (see also [25, Sec. 4.3]). Again we employ a duality argument similar
to the ones used in [29, 5]. Yet, in order to dispense with the convexity
assumption, we prove refined regularity and stability results for the acous-
tic scattering problem with explicit dependence of the stability constant on
the wave number, see Sect. 2.1. These estimates are combined with the key
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Figure 1: Mesh locally refined near the scatterer

idea to offset non-uniform element sizes by judiciously varying local parame-
ters in the numerical fluxes for the discontinuous Galerkin discretization, see
Sect. 4.2. This paves the way for the main L2-error estimate of Theorem 4.5.

The results of this paper are a stepping stone towards a complete hp-
convergence theory that we hope will eventually confirm exponential conver-
gence (in terms of number of degrees of freedom) of a wide range of TDG
methods for the Helmholtz equation, provided proper local refinements and
choice of local resolutions. As of 2012, this is ongoing work and preliminary
results are reported in Sect. 5.

2. Scattering problem

We consider the scattering of acoustic waves at a sound soft scatterer
occupying the domain ΩD ⊂ RN , N = 2, 3. This domain is supposed to be
a bounded Lipschitz polygon (N = 2) or polyhedron (N = 3) that is star-
shaped with respect to the origin 0. The medium outside ΩD is supposed to
be homogeneous and isotropic.

A known time-harmonic smooth incident field impinges on ΩD. It is
described by its complex amplitude ui and wave number k = ω/c, where ω
denotes the angular frequency and c the speed of sound in the medium. To
fix the notation, we assume k > 0, although the sign of k is not essential.

The total field u = ui + us, where us is the scattered wave, satisfies the
following Dirichlet boundary value problem for the Helmholtz equation in

3



RN \ ΩD (see [Sect. 2.1][10]):

−∆u − k2u = 0 in R
N \ ΩD ,

u = 0 on ΓD := ∂ΩD ,

lim
|x|→∞

|x|

(
∂us(x)

∂|x|
+ ikus(x)

)
= 0 .

(1)

The use of volume mesh based discretization entails truncation of the un-
bounded domain. Therefore, we introduce another bounded Lipschitz do-
main ΩR, with boundary ΓR, that contains ΩD such that

dist(ΓD,ΓR) > 0 ;

see Fig. 2. The outer boundary ΓR will usually be smooth, though we also
admit polygonal (N = 2) or polyhedral (N = 3) ΩR. The last condition

0 ΩD

ΩR

ΓD
ΓR

Figure 2: Geometric setting for boundary value problem

in (1) (i.e., the Sommerfeld radiation condition) can be approximated by an
impedance boundary condition as a first order absorbing boundary condition:

−∆u− k2u = 0 in Ω := ΩR \ ΩD ,

u = 0 on ΓD ,

∂u

∂n
+ ikϑu = gR on ΓR .

(2)

4



Here, n is the unit normal vector field that is outgoing from Ω := ΩR\ΩD (i.e.,
outgoing from ΩR and ingoing into ΩD), gR := ∂ui

∂n
+ ikϑui is the impedance

trace of the incoming wave, thus it is supposed to be known, and ϑ is a
continuous real valued function, independent of k and u, defined on ΓR such
that

0 < ϑ∗ := inf
x∈ΓR

ϑ(x) ≤ sup
x∈ΓR

ϑ(x) =: ϑ∗ < ∞ .

We assume that the artificial domain ΩR is star-shaped with respect to
the open ball BγRdΩ(0) = {x ∈ RN , |x| < γRdΩ}, for some γR > 0, where

dΩ := diam(Ω) ;

this and the assumption that the scatterer ΩD is star-shaped with respect
the origin translate into

n(x) · x ≤ 0 a.e. on ΓD , n(x) · x ≥ γR dΩ > 0 a.e. on ΓR .

These inequalities are meant to hold for every point x at which n(x) is defined
(see [18, Lemma 3.1]).

We point out that our approach can also deal with the case ΓD = ∅, i.e.,
a cavity impedance boundary value problem without scatterer.

Notice that this setting is different from the one studied in [9], where
the domains are assumed to be smooth, and the exact Dirichlet-to-Neumann
map is used instead of the impedance boundary condition.

2.1. Well-posedness and stability

For later use in a duality argument, we consider a slightly more general
situation than (2), namely the inhomogeneous boundary value problem:

−∆u − k2u = f in Ω ,

u = 0 on ΓD ,

∂u

∂n
± ikϑu = gR on ΓR ,

(3)

for given f ∈ L2(Ω) and gR ∈ L2(ΓR).
We introduce the space H1

ΓD
(Ω) = {u ∈ H1(Ω) , u = 0 on ΓD}. We

denote by ‖·‖s,D the Hs(D)-norm, s ∈ R, and by |·|#,D the H#(D)-seminorm,

% ∈ N, where D is either a domain or a manifold (of smoothness C%|s|&−1,1
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and C#−1,1, respectively). We also define the following k-weighted Sobolev
norms on D:

‖v‖2#,k,D :=
#∑

j=0

k2(#−j) |u|2j,D ∀ v ∈ H#(D) , % ∈ N .

The variational formulation of the boundary value problem (3) reads: find
u ∈ H1

ΓD
(Ω) such that, for all v ∈ H1

ΓD
(Ω),

∫

Ω

(
∇u ·∇v − k2uv

)
dV ± ik

∫

ΓR

ϑuv dS =

∫

Ω

fv dV +

∫

ΓR

gRv dS . (4)

The use of impedance (Robin) boundary condition prevents the occurrence
of eigenvalues and ensures the well-posedness of the problem.

Theorem 2.1. Problem (4) admits a unique solution u ∈ H1
ΓD

(Ω).

Proof. The bilinear form on the right-hand side of (4) satisfies a Gårding
inequality (see [20, p. 118]); then, by [20, Th. 4.11 and Th. 4.12], problem (4)
(and thus (3)) admits a unique solution if and only if its adjoint problem with
f = 0 and zero boundary data gR = 0 admits only the trivial solution. Since
the adjoint problem is obtained by simply switching the sign in front of the
term ikϑu in the impedance boundary condition, we only have to show that,
whenever f = 0 and gR = 0, problem (3) has only the solution u ≡ 0.

In fact, if f = 0 and gR = 0, by taking v = u in (4), and considering

the imaginary part of the resulting equation, we infer
∥∥∥ϑ

1
2u

∥∥∥
0,ΓR

= 0; thus,

from the impedance boundary condition in (3), ∂u
∂n

= u = 0 on ΓR. As
a consequence, extending u by zero outside ΩR we obtain a function ũ that
satisfies −∆ũ−k2ũ = 0 in RN\ΩD and ũ = 0 on ΓD. Owing to the uniqueness
of solutions of exterior Dirichlet problems for the Helmholtz equation [31,
Th. 2.6.5] we conclude ũ = 0.

The Fredholm argument in the proof of Theorem 2.1 also provides stabil-
ity bounds on the solution u of problem (4) in terms of the data f and gR,
but with no information on the possible dependence of the stability constants
on the wave number k. Since we need to know this dependence explicitly we
rely on the stability results of [15], which were obtained by means of Rellich
estimates (the same results were proved in [21, Prop. 8.1.4] in 2D, and in
[11] in 3D in the case ΓD = ∅; see also [32], [30, Chap. 5], [20, p. 146], [9,
Lemma 2.3, Lemma 3.5], and [36]).
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Theorem 2.2. [15, Prop. 3.3 and 3.4] Let u be the unique solution to problem
(4). Under our assumptions on the problem domain and boundary conditions,
there exists a constant C > 0 depending only on γR and ϑ, but independent
of k, f , gR and u, such that

‖u‖1,k,Ω ≤ C
(
dΩ ‖f‖0,Ω + d

1
2

Ω ‖gR‖0,ΓR

)
. (5)

We point out that the assumptions made in [15, Prop. 3.3 and 3.4] rule out
the case of a sound hard scatterer (in the proofs of [15], a possible Neumann
boundary ΓN has to be such that n(x) · x = 0 on ΓN , thus it can not be the
boundary of a bounded region); for this reason we restrict ourselves to the
case of a sound soft scatterer.

2.2. Regularity

Our error analysis of the TDG method hinges on the assumption ofH
3
2
+s-

regularity of the analytical solutions of (3), for some positive s. The following
theorem ensures this regularity and states stability estimates of the solutions
in the H

3
2
+s-norm.

Theorem 2.3. Let u be the solution of problem (3). If f ∈ L2(Ω) and
gR ∈ Hr(ΓR) for a given 0 < r < 1/2, then there exists sΩ > 0 depending
only on (the edges and corners of) Ω, such that u ∈ H

3
2
+s(Ω) for every s

satisfying
0 < s < sΩ , s ≤ r , (6)

and the following bound holds4:

|∇u| 1
2
+s,Ω ≤ C(1 + dΩk)

(
d

1
2
−s

Ω ‖f‖0,Ω + d−s
Ω ‖gR‖0,ΓR

)
+ C ‖gR‖s,ΓR

, (7)

where the constant C > 0 depends only on s, γR and ϑ, but is independent
of k, f , gR and u.

Proof. First, we consider the case ΩD = ∅. The second part of Neumann-
Poisson regularity Theorem 3.18 of [28] tells us that there exists sN > 0

4 In order to obtain bounding constants that are independent of the size of Ω, the frac-
tional Sobolev norm are weighted with the diameter dΩ as ‖v‖2s,ΓR

:= |v|2s,ΓR
+d−2s

Ω
‖v‖2

0,ΓR
,

for every v ∈ Hs(ΓR) and 0 < s < 1/2, where the Hs-seminorm is defined by the Sobolev–
Slobodeckij integral (see [28, p. 43]).
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depending only on Ω such that u belongs to H
3
2
+s(Ω) for all 0 < s < sN ,

s ≤ r; moreover, due to the closed graph theorem, we have

|u| 3
2
+s,Ω ≤ C

(

d
1
2
−s

Ω ‖∆u‖0,Ω +

∥∥∥∥
∂u

∂n

∥∥∥∥
s,ΓR

)

(3)

≤ C
(
d

1
2
−s

Ω ‖f‖0,Ω + d
1
2
−s

Ω k2 ‖u‖0,Ω + ‖gR‖s,ΓR
+ k ‖ϑ‖L∞(ΓR) ‖u‖s,ΓR

)

trace th.
[20, Th. 3.37]

≤ C
(
d

1
2
−s

Ω k ‖u‖1,k,Ω + d
1
2
−s

Ω ‖f‖0,Ω + ‖gR‖s,ΓR

)

(5)

≤ C(1 + dΩk)
(
d

1
2
−s

Ω ‖f‖0,Ω + d−s
Ω ‖gR‖0,ΓR

)
+ C ‖gR‖s,ΓR

, (8)

where the constant C > 0 is independent of k and u.
Now we consider the case ΩD ,= ∅. Let ∂G1 and ∂G2 be two smooth

closed curves/surfaces bounding the open domains G1 and G2, respectively,
such that

ΩD ⊂ G1 , G1 ⊂ G2 , G2 ⊂ ΩR .

Let χ ∈ D(G2) be a real-valued cut-off function such that 0 ≤ χ ≤ 1 and
χ ≡ 1 in G1. Again, denote by χ its extension by zero to RN .

By the product rule (∆(φψ) = φ∆ψ+ψ∆φ+2∇φ ·∇ψ), u1 := χu solves

−∆u1 = χ(f + k2u)− u∆χ− 2∇χ ·∇u in Ω ,

u1 = 0 on ΓR ∪ ΓD .

Then, the first part of [28, Th. 3.18] (with µ = 0) implies that there exists
sD > 0 depending only on Ω such that u1 ∈ H

3
2
+s(Ω) for all 0 < s < sD.

Moreover, due to the closed graph theorem, we infer

|u1| 3
2
+s,Ω ≤ Cd

1
2
−s

Ω ‖∆u1‖0,Ω

≤ Cd
1
2
−s

Ω

(
‖f‖0,Ω + (d−2

Ω + k2) ‖u‖0,Ω + d−1
Ω |u|1,Ω

)

Poincaré
≤ Cd

1
2
−s

Ω

(
‖f‖0,Ω + k2 ‖u‖0,Ω + d−1

Ω |u|1,Ω

)

(5)

≤ C(1 + dΩk)
(
d

1
2
−s

Ω ‖f‖0,Ω + d−s
Ω ‖gR‖0,ΓR

)
,

(9)

where all constants are independent of k and u.
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Denote by ũ and f̃ the extensions by zero of u and f , respectively, to ΩR;
clearly, ũ ∈ H1(ΩR) and f̃ ∈ L2(ΩR). The function u2 := (1− χ)ũ solves

−∆u2 − k2u2 = (1− χ)f̃ + ũ∆χ+ 2∇χ ·∇ũ in ΩR ,

∂u2

∂n
± ikϑu2 = gR on ΓR .

The first part of this proof for the case ΩD = ∅ applies to u2 (denote again
by sN the regularity parameter). Thus, since u2 = f̃ = 0 in ΩD and u2 = u
on ΓR, the analogue of estimate (8) implies

|u2| 3
2
+s,Ω ≤ C(1 + dΩk)

(
d

1
2
−s

Ω ‖f‖0,Ω + d−s
Ω ‖gR‖0,ΓR

)
+ C ‖gR‖s,ΓR

. (10)

Thus, since u = u1+u2|Ω, then u ∈ H
3
2
+s(Ω) for all 0 < s < sΩ, s ≤ r, where

sΩ := min{sD, sN}; moreover, (9) and (10) give the bound (7).

Remark 2.4. Whenever ΩD = ∅ and ΩR is convex, if r = 1/2 then u ∈ H2(Ω)
and (7) holds with s = 1/2 (see [21, 11]).

3. The Trefftz discontinuous Galerkin (TDG) method

We briefly review the derivation and formulation of our TDG method for
the discretization of problem (2), see also [17, Sect. 2] and [14, Sect. 2].

3.1. Notation

Let Th = {K} be a finite element partition of Ω, possibly featuring hang-
ing nodes. Its cells are supposed to be affine images of a few simple reference
elements, which holds, for instance, for simplicial partitions into triangles
(N = 2) or tetrahedra (N = 3). We write h for the mesh width of Th, i.e,
h = maxK∈Th hK , with hK := diam(K). On Th we will define our TDG
method. We denote by Fh =

⋃
K∈Th

∂K the skeleton of the mesh, and set
FR

h = Fh ∩ ΓR, FD
h = Fh ∩ ΓD and F I

h = Fh \ (FR
h ∪ FD

h ).
We also introduce some standard DG notation [1]. Write n+, n− and nK

for the exterior unit normals on ∂K+, ∂K− and ∂K, respectively. Let v and
τ be a piecewise smooth function and vector field on Th, respectively. On
∂K− ∩ ∂K+, we define

the averages: {{v}} := 1
2(v

+ + v−) , {{τ}} := 1
2(τ

+ + τ−) ,

9



the jumps: [[v]]N := v+n+ + v−n− , [[τ ]]N := τ+ · n+ + τ− · n− .

Furthermore, we will denote by ∇h the elementwise application of ∇.
Finally, for a given mesh Th, we introduce the TDG finite element spaces

with local resolutions {pK}K∈Th given by

Vp(Th) = {vhp ∈ L2(Ω) : vhp|K ∈ VpK (K) ∀K ∈ Th} ,

where VpK (K) is a pK-dimensional space of functions on K that enjoy the
Trefftz property, i.e.,

−∆vhp − k2vhp = 0 ∀vhp ∈ VpK(K) . (11)

Examples of Trefftz spaces for the Helmholtz problems are linear combina-
tions of plane waves in different directions, or linear combinations of circu-
lar/spherical waves, see [25, Ch. 3] and Sect. 5.

3.2. Derivation of the TDG method

In contrast to [14, 17] we derive the TDG method for the scattering
problem (2) directly from the second-order equations. Multiplying the first
equation of (2) by smooth test functions v and integrating by parts on each
K ∈ Th, we obtain

∫

K

(∇u ·∇v − k2uv) dV −

∫

∂K

∇u · nK v dS = 0 .

Now, we integrate by parts a second time, replace u and v by discrete func-
tions uhp, vhp ∈ Vp(Th) and the traces of u and ∇u at ∂K by numerical fluxes
to be defined (u → ûhp, ∇u → ikσ̂hp), and get

∫

K

uhp (−∆vhp− k2vhp) dV +

∫

∂K

ûhp∇vhp ·nK dS−

∫

∂K

ikσ̂hp ·nK vhp dS = 0 .

(12)
Finally, taking into account the Trefftz property (11) of the test functions
vhp, we can write the elemental TDG formulation:

∫

∂K

ûhp∇vhp · nK dS −

∫

∂K

ikσ̂hp · nK vhp dS = 0 .

10



In order to complete the definition of the TDG method, like in [17, Sect. 2],
we mimic the general form of the fluxes defined in [6] and set

ikσ̂hp =






{{∇huhp}}− α ik [[uhp]]N on faces in F I
h ,

∇huhp − (1− δ) (∇huhp + ikϑuhpn− gRn) on faces in FR
h ,

∇huhp − α ik uhpn on faces in FD
h ,

ûhp =






{{uhp}}− β (ik)−1[[∇huhp]]N on faces in F I
h ,

uhp − δ
(
(ikϑ)−1∇huhp · n+ uhp − (ikϑ)−1gR

)
on faces in FR

h ,

0 on faces in FD
h ,

where the so-called flux parameters α, β, δ are piecewise constant and positive
functions defined on suitable unions of edges/faces. In particular, we demand
that

0 < δ ≤ 1/2 . (13)

More precise assumptions on these flux parameters will be specified later,
see (21) below.

Adding over all elements, we obtain the following formulation of the TDG
method: find uhp ∈ Vp(Th) such that, for all vhp ∈ Vp(Th),

Ah(uhp, vhp) = %h(vhp) , (14)

where

Ah(u, v) =

∫

FI
h

{{u}}[[∇hv]]N dS −

∫

FI
h

β (ik)−1[[∇hu]]N [[∇hv]]N dS

−

∫

FI
h

{{∇hu}} · [[v]]N dS +

∫

FI
h

α ik [[u]]N · [[v]]N dS

+

∫

FR
h

(1− δ) u∇hv · n dS −

∫

FR
h

δ (ikϑ)−1(∇hu · n) (∇hv · n) dS

−

∫

FR
h

δ∇hu · n v dS +

∫

FR
h

(1− δ) ikϑu v dS

−

∫

FD
h

∇hu · n v dS +

∫

FD
h

α ik u v dS ,

and

%h(v) = −

∫

FR
h

δ (ikϑ)−1gR ∇hv · n dS +

∫

FR
h

(1− δ) gR v dS .
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4. A priori convergence analysis

Well-posedness and abstract a priori error estimates for the TDG method
introduced in the previous section are proved essentially like in [17] (see
also [25, Sec. 4.3]), with judicious modifications due to the presence of the
Dirichlet boundary ΓD and the reduced regularity of the analytical solutions.

Define the piecewise Trefftz space

T (Th) := {v ∈ L2(Ω) : ∃s > 0 s.t. v ∈ H
3
2
+s(Th)

and ∆v + k2v = 0 in each K ∈ Th} ,

where Hs(Th) = {v ∈ L2(Ω) : v|K ∈ Hs(K) ∀K ∈ Th}, and endow it with
the mesh-skeleton norm, see [17, Formula (3.1)],

‖v‖2DG := k−1
∥∥∥β

1
2 [[∇hv]]N

∥∥∥
2

0,FI
h

+ k
∥∥∥α

1
2 [[v]]N

∥∥∥
2

0,FI
h

+ k−1
∥∥∥δ

1
2ϑ− 1

2∇hv · n
∥∥∥
2

0,FR
h

+ k
∥∥∥(1− δ)

1
2ϑ

1
2v
∥∥∥
2

0,FR
h

+ k
∥∥∥α

1
2v
∥∥∥
2

0,FD
h

;

(15)

this is actually a norm in T (Th). In fact, if v ∈ T (Th) is such that ‖v‖DG = 0,
then v ∈ H1

0 (Ω), ∇v ∈ H(div;Ω), ∇v · n = 0 on ΓR and ∆v + k2v = 0, thus
v = 0 as a consequence of the well-posedness of problem (2).

In order to study the properties of Ah(·, ·), we also need to introduce the
augmented DG-norm, cf. [17, Formula (3.2)],

‖v‖2DG+ = ‖v‖2DG + k
∥∥∥β− 1

2{{v}}
∥∥∥
2

0,FI
h

+ k−1
∥∥∥α− 1

2{{∇hv}}
∥∥∥
2

0,FI
h

+ k
∥∥∥δ−

1
2ϑ

1
2 v
∥∥∥
2

0,FR
h

+ k−1
∥∥∥α− 1

2∇hv · n
∥∥∥
2

0,FD
h

.

Proposition 4.1. For all v, w ∈ T (Th) we have

|Ah(v, w)| ≤ 2 ‖v‖DG+ ‖w‖DG , (16)

Im[Ah(v, v)] = ‖v‖2DG . (17)

Proof. Repeated application of the Cauchy-Schwarz inequality and δ ≤ (1−
δ) < 1 give (16) (see [17, Prop. 3.5] and [25, Prop. 4.3.5]), while (17) can be
proved by integrating by parts the volume term in (12) and proceeding like
in [17, Prop. 3.3] (see also [25, Prop. 4.3.3]).

12



4.1. Well-posedness and error estimates in DG-norm

In this section, we state the well-posedness of the TDG method and an
abstract error estimate in the DG-norm (15).

Proposition 4.2. There exists a unique uhp solution to (14); moreover, we
have

‖uhp‖DG ≤
∥∥∥(1− δ)

1
2ϑ− 1

2 gR
∥∥∥
0,FR

h

.

Proof. Existence and uniqueness of solutions to (14) readily follows from (17).
By the Cauchy-Schwarz inequality and δ ≤ (1− δ), see (13), we obtain

|%h(v)| ≤
∥∥∥(1− δ)

1
2ϑ− 1

2gR
∥∥∥
0,FR

h

‖v‖DG ,

which, together with (17), gives the continuous dependence of uhp on gR.

Proposition 4.3. Assume that the solution u of (2) belongs to T (Th) and
let uhp be the solution to (14); then, the TDG formulation is consistent, i.e.,

Ah(u, vhp) = %h(vhp) ∀vhp ∈ Vp(Th) ,

and
‖u− uhp‖DG ≤ 3 inf

vhp∈Vp(Th)
‖u− vhp‖DG+ .

Proof. The consistency of the TDG formulation is a consequence of the con-
sistency of the numerical fluxes. For the proof of the error estimate, see [17,
Prop. 3.6] and [25, Prop. 4.3.6].

4.2. Error estimates in the L2-norm

Like in [17, Sect. 3.2] (see also [25, Sec. 4.3]), we bound the L2-norm
of any Trefftz function by using a modified duality argument which was
introduced in [29, Theorem 3.1] for convex polygonal (N = 2) or polyhedral
(N = 3) domains, and extended to non convex polygons in [12, Lemma 6.2
(ii)]. Since we want to allow for meshes which can be highly refined close to
the scatterer, we dispense with the quasi-uniformity assumption. This will
entail major modifications in the arguments compared to the analysis of [17]
and [25, Sec. 4.3].

We make the following assumptions on the mesh:

13



i) shape regularity: there exists a constant σ ≥ 1 independent of the global
mesh width h such that

max
K∈Th

hK

dK
≤ σ , (18)

where dK is the diameter of the largest ball contained in K;
ii) local quasi-uniformity: there exists a constant τ ≥ 1 independent of h

such that

τ−1 ≤
hK1

hK2

≤ τ ∀K1, K2 ∈ Th s.t. meas(N−1)(∂K1∩∂K2) ,= 0 ; (19)

iii) quasi-uniformity close to ΓR: there exists a constant τR ≥ 1 independent
of h such that

h

hK

≤ τR ∀K ∈ Th s.t. meas(N−1)(∂K ∩ ΓR) ,= 0 . (20)

Note that most local refinement algorithms for finite element meshes in
two and three dimensions are designed to ensure Assumptions i) and ii).
Assumption iii) stipulates that all the elements abutting the outer boundary
ΓR have size comparable to h. Yet, what is important in applications is the
possibility of refining the meshes close to the scatterer, rather than close
to the artificially introduced outer boundary, which will often be smooth.
Figure 1 displays a mesh compliant with i)–iii).

In [17, Sect. 5] the numerical flux parameters α, β, δ ∈ L∞(Fh) were
chosen as globally constant functions. To cope with locally refined meshes
we now allow them to attain different values for different edges (N = 2) or
faces (N = 3) and we assume that those have the following form (f is an
edge/face of the mesh):

α|f = a
h

hf

, β|f = b
h

hf

, δ|f = d
h

hf

, (21)

where a, b and d are positive constants independent of the mesh width, the
local Trefftz trial spaces, and the wave number k. The symbol hf stands for
the local mesh width at the edge/face f defined as hf = min{hK1

, hK2
} if

f = ∂K1 ∩ ∂K2, and hf = hK if f = ∂K ∩ ∂Ω. Notice that this definition
works also in the case of hanging nodes.

Notice that the condition δ ≤ 1/2 is satisfied by choosing d ≤ (2τR)−1

with τR from (20). This is the rationale behind assuming (20).
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Lemma 4.4. There exists a constant C > 0 depending only on σ, s, ϑ, γR
and the flux parameters a, b and d (thus independent of h, p and k), such
that, for any w ∈ T (Th),

‖w‖0,Ω ≤ C τ
1
2dΩ

[
(kh)−

1
2 + (dΩk)

1
2 (d−1

Ω h)s
]
‖w‖DG ,

for all s satisfying (6).

Proof. Let φ be in L2(Ω). Let v be the solution to the (adjoint) problem (3)
with f = φ, gR = 0 and “−” in the impedance condition on ΓR. From (5)
and Theorem 2.3, we know that v ∈ H

3
2
+s(Ω), for all s satisfying (6) (with

min{sΩ, r} = sΩ), and that

|v|1,Ω + k ‖v‖0,Ω ≤ CdΩ ‖φ‖0,Ω ,

|∇v| 1
2
+s,Ω ≤ C (1 + dΩk)d

1
2
−s

Ω ‖φ‖0,Ω ,
(22)

with C > 0 depending only on s, γR and ϑ, but independent of k, φ and
v. Multiplying by w ∈ T (Th), integrating by parts twice the first equation
of (3) element by element (using ∆w+ k2w = 0 in each K ∈ Th), and taking
into account that ∇v · n = ikϑv on ΓR and v = 0 on ΓD, we obtain

|(w,φ)0,Ω| =

∣∣∣∣∣
∑

K∈Th

∫

∂K

(
∇w · n v − w∇v · n

)
dS

∣∣∣∣∣

=

∣∣∣∣∣

∫

FI
h

(
[[∇hw]]Nv − [[w]]N ·∇v

)
dS

+

∫

FR
h

(∇hw · n+ ikϑw) v dS −

∫

FD
h

w∇v · n dS

∣∣∣∣∣ ,

from which, by the Cauchy-Schwarz inequality,

|(w,φ)0,Ω| ≤
∑

f∈FI
h

(
k− 1

2

∥∥∥β
1
2 [[∇hw]]N

∥∥∥
0,f

k
1
2

∥∥∥β− 1
2v
∥∥∥
0,f

+k
1
2

∥∥∥α
1
2 [[w]]N

∥∥∥
0,f

k− 1
2

∥∥∥α− 1
2∇v · n

∥∥∥
0,f

)

+
∑

f∈FR
h

(
k− 1

2

∥∥∥δ
1
2ϑ− 1

2∇w · n
∥∥∥
0,f

k
1
2

∥∥∥δ−
1
2ϑ

1
2v
∥∥∥
0,f
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+k
1
2

∥∥∥δ
1
2ϑ

1
2w

∥∥∥
0,f

k
1
2

∥∥∥δ−
1
2ϑ

1
2v
∥∥∥
0,f

)

+
∑

f∈FD
h

k
1
2

∥∥∥α
1
2w

∥∥∥
0,f

k− 1
2

∥∥∥α− 1
2∇v · n

∥∥∥
0,f

≤‖w‖DG G(v)
1
2 ,

where we have set

G(v) :=
∑

f∈FI
h

(
k
∥∥∥β− 1

2 v
∥∥∥
2

0,f
+ k−1

∥∥∥α− 1
2∇v · n

∥∥∥
2

0,f

)

+
∑

f∈FR
h

2k
∥∥∥δ−

1
2ϑ

1
2 v
∥∥∥
2

0,f
+

∑

f∈FD
h

k−1
∥∥∥α− 1

2∇v · n
∥∥∥
2

0,f
.

We recall the trace inequality

‖v‖20,∂K ≤ C
(
h−1
K ‖v‖20,K + hK |v|21,K

)
∀K ∈ Th , (23)

with C > 0 depending only on σ in (18) (see [4, Th. 1.6.6]); moreover, since
v ∈ H

3
2
+s(Ω) for all s satisfying (6), it holds

‖∇v‖20,∂K ≤ C
(
h−1
K ‖∇v‖20,K + h2s

K |∇v|21
2
+s,K

)
∀K ∈ Th , (24)

with C > 0 depending only on σ, s, and the reference element associated
with to K. This estimate can be concluded from [22, Th. A.2] after mapping
to that reference element and using a scaling argument for the homogeneous
semi-norms, which is possible thanks to shape-regularity (18). Recall that
any K is the affine image of one of a few reference elements.

Using (23) and (24), and taking into account the bounds for ϑ and the
local quasi-uniformity assumption (19), we obtain

G(v) ≤ C τ
∑

K∈Th

( ∥∥∥α− 1
2

∥∥∥
2

L∞(∂K∩(FI
h∪F

D
h ))

+
∥∥∥β− 1

2

∥∥∥
2

L∞(∂K∩FI
h)

+
∥∥∥δ−

1
2

∥∥∥
2

L∞(∂K∩FR
h )

)

·

[
k

hK

‖v‖20,K +

(
khK +

1

khK

)
|v|21,K +

h2s
K

k
|∇v|21

2
+s,K

]
,
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with C > 0 depending only on ϑ, s and σ (see (18)), but independent of h,
p, k and v. The assumption (21) on the flux parameters immediately gives

∥∥∥α− 1
2

∥∥∥
2

L∞(∂K∩(FI
h∪F

D
h ))

,
∥∥∥β− 1

2

∥∥∥
2

L∞(∂K∩FI
h)
,
∥∥∥δ−

1
2

∥∥∥
2

L∞(∂K∩FR
h )

≤ C
hK

h
,

which leads to the estimate

G(v) ≤ C τ
∑

K∈Th

[
k

h
‖v‖20,K +

(
kh2

K

h
+

1

kh

)
|v|21,K +

h2s+1
K

kh
|∇v|21

2
+s,K

]
,

where C now also depends on a, b and d. By definition, hK ≤ h, and therefore
(22) gives

G(v) ≤ C τ d2Ω(k
−1h−1 + d1−2s

Ω kh2s) ‖φ‖20,Ω .

Consequently, for all φ ∈ L2(Ω), we obtain

|(w,φ)0,Ω|

‖φ‖0,Ω
≤ C τ

1
2dΩ(k

− 1
2h− 1

2 + d
1
2
−s

Ω k
1
2hs) ‖w‖DG ,

and the result readily follows.

Theorem 4.5. Assume that the analytical solution u to (2) belongs to T (Th)
and let uhp be the solution to (14); then, there exists a constant C > 0
depending only on σ, s, ϑ, γR and the flux parameters a, b and d (thus
independent of h, p and k), such that

‖u− uhp‖0,Ω ≤ C τ
1
2dΩ

[
(kh)−

1
2 + (dΩk)

1
2 (d−1

Ω h)s
]

inf
vhp∈Vp(Th)

‖u− vhp‖DG+ ,

for all s satisfying (6).

Proof. The result follows from Lemma 4.4 applied to u − uhp ∈ T (Th) and
Proposition 4.3.

Remark 4.6. In order to model the propagation of a wave through different
materials, it is possible to consider a piecewise constant wavenumber k in
the boundary value problem (2). If the mesh Th resolves the material struc-
ture, i.e., in the interior of every element the wavenumber is constant, the
formulation of the TDG method and the most part of its analysis carried out
in this paper can be extended to this setting after small modification (e.g.,
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k must be placed inside the jump and the average operators in the defini-
tion of the numerical fluxes). The only step that is not currently available
is the wavenumber-explicit stability bound based on Rellich identities corre-
sponding to Theorem 2.2, which was used to make explicit the dependence
on k of the constants in the duality argument of Lemma 4.4 and thus in the
L2(Ω)-norm error estimate of Theorem 4.5.

5. Outlook: hp-approximation estimates

As mentioned in the introduction, the results presented in the previous
sections are essential tools for a complete hp-convergence theory of the TDG
method for the acoustic scattering problem. In fact, with Theorem 4.5 on
hand, predicting the convergence of a TDG discretization on hp-meshes and
distribution of the local resolutions boils down to investigation of the best
approximation error infvhp∈Vp(Th) ‖u− vhp‖DG+ for a concrete choice of local
Trefftz spaces.

In this section, we consider spaces spanned by plane waves and review the
best approximation results of [26, 27] (see also [25, Ch. 3]) for solutions which
are at least in H2(Ω). What is still missing are h-version plane wave local
best approximation estimates for Helmholtz solutions in H

3
2
+s, 0 < s < 1/2,

to be used within elements abutting corners of ΓD, where the solution u has
low regularity.

In order to avoid technicalities, we restrict ourselves to two-dimensional
domains, meshes whose elements are affine images of a few convex reference
elements, and to uniformly spaced plane wave propagation directions5.

For each element K ∈ Th, define a local “plane wave degree” qK ∈ N and
a Trefftz space with pK := 2qK + 1 uniformly spaced plane waves:

Vp(Th) :=

{
vhp ∈ L2(Ω) : vhp|K(x) =

pK∑

n=1

αK,ne
ikx·dK,n, αK,n ∈ C ∀K ∈ Th

}
,

(25)
where

dK,n =

(
cos

2πn

pK
, sin

2πn

pK

)
, n ∈ {1, . . . , pK} .

5Everything that follows can be generalized to three dimensional problems, meshes
with star-shaped elements, general choices of plane wave propagation directions, and also
to circular and spherical wave bases.
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Assume that, in each element,

u|K ∈ HsK+1(K) , 1 ≤ sK ∈ N . (26)

Assume also that
qK ≥ 2sK + 1 ∀K ∈ Th ,

and set
q̂K :=

qK
log(qK + 2)

.

With the new definition of the flux parameters α, β and δ (see (21)), and
for hK and qK varying across the mesh, the best approximation estimate in
DG+-norm of [25, Lemma 4.4.1] becomes

inf
vhp∈Vp(Th)

‖u− vhp‖DG+ ≤ τ
1
2k− 1

2

∑

K∈Th

C̃K

(
1 + (khK)

15
2

)
e

7
4
khK

(
h

hK

) 1
2

h
sK− 1

2

K

·

[( 1

q̂K

)sK− 1
2

+
(
1 + (khK)

qK−sK+2
)( σe

2(qK + 1)

) qK
2

]

‖u‖sK+1,k,K ,

(27)

where, for every K ∈ Th, the constants C̃K > 0 depend only on the reference
element for K, sK and the maximum and minimum values on ∂K of a, b, d
and ϑ.

The first term in the square brackets of (27) decays algebraically for
increasing qK , while the second one decays exponentially; thus, for qK large
enough, the latter can be bounded by the former. This is the situation
we consider in the following proposition, which is obtained by inserting the
bound (27) within Proposition 4.3 and Theorem 4.5.

Proposition 5.1. Assume that the analytical solution u to (2) satisfies the
smoothness assumption (26), and let uhp be the solution to (14) with Vp(Th)
given by (25). Then, if minK∈Th qK is large enough, the following error
bounds hold true:

‖u− uhp‖DG+ ≤

(
τh

k

) 1
2 ∑

K∈Th

CK hsK−1
K

(
1

q̂K

)sK− 1
2

‖u‖sK+1,k,K , (28)

‖u− uhp‖0,Ω ≤ C∗ τ d
2
Ω

[
(dΩk)

−1 + (d−1
Ω h)s+

1
2

]
(29)
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·
∑

K∈Th

CK hsK−1
K

(
1

q̂K

)sK− 1
2

‖u‖sK+1,k,K ,

for all s satisfying (6). Here, for every K ∈ Th, the local constants CK > 0
depend only on the product khK (as increasing functions), sK, the reference
element for K, and the maximum and minimum values on ∂K of a, b, d
and ϑ; the global constant C∗ > 0 depends only on σ, s, ϑ, γR and the flux
parameters a, b and d.

The plane wave local best approximation error estimates used to prove the
bound (27) provide algebraic orders of convergence in qK when the solution
is HsK+1(K) in K. Whenever u|K admits an analytic extension to an open
set EK ⊃ K, then the convergence is exponential in qK , as shown in [25,
Remark 3.5.8]. Thus, defining

T E
h :=

{
K ∈ Th : u|K can be analytically extended to EK

}
,

T A
h := Th \ T

E
h ,

we have the bound

‖u− uhp‖DG+ ≤

(
τh

k

) 1
2
[ ∑

K∈T A
h

CA
K hsK−1

K

(
1

q̂K

)sK− 1
2

‖u‖sK+1,k,K

+
∑

K∈T A
h

CE
K

(
1 + (khK)

qK
)
b−qK
K

(
‖u‖sK+1,k,K + ‖u∗

K‖L∞(EK)

)]
,

where u∗
K is the extension of u|K to EK . Here, the local constants CA

K , C
E
K > 0

are independent of qK and u, and depend only on the product khK (as
increasing functions), the reference element for K, sK , a|∂K , b|∂K , d|∂K ,
ϑ|∂K and, in the case of CE

K , on hK and EK ; bK > 1 depends only on
K and EK . A similar bound on the L2(Ω)-norm of the error follows from
Theorem 4.5. If the artificial boundary ΓR is chosen to be analytic, we expect
T A
h to correspond to the set of the elements of Th that are incident to a vertex

of ΓD.
We hope that the above estimates, together with local best approximation

estimates for H
3
2
+s-Helmholtz solutions, 0 < s < 1/2, may serve as tools for

a proof of exponential convergence of plane wave TDG on hp-meshes and
suitable plane wave degree distributions. Such a result would match what
has been established for piecewise polynomial approximation [2, 34]. Hitherto
it is still elusive.

20



Remark 5.2. In order to obtain an accurate approximation of the solution
near the vertices of a polygonal scatterer, a possible alternative to the use of
locally refined meshes is the use of Trefftz trial functions specially adapted
to the geometry. These are the so-called “corner waves” and they are de-
fined as product of Bessel function of fractional order in the radial direction
and complex exponentials in the angular direction. They exhibit a singular-
ity located in the corner, with the same exponent that is expected for the
analytical solution of the boundary value problem.

This approach is very simple and provides extremely effective results, as
demonstrated in [3]. However, the extension to three dimensional problems
is absolutely nontrivial: this fact gives a further motivation to the study of
a hp-version of the TDG method.
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[33] D. Schötzau, C. Schwab, T. Wihler, hp-dGFEM for second-order elliptic
problems in polyhedra. I: Stability and quasioptimality on geometric
meshes, Technical report 2009-28, SAM-ETH Zürich, 2009.
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