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1. Introduction

Parabolic evolution equations appear in numerous engineering applications such
as fluid dynamics or heat transfer. The nature of such problems is transient and,
therefore, an appropriate time stepping scheme has to be applied in numerical
simulations to obtain an approximative solution. A flexible and efficient time dis-
cretization method is the Discontinuous Galerkin Finite Element Method (DGFEM)
which is based on variational formulations of initial value problems, but still is
closely related to implicit Runge-Kutta schemes. Discontinuous Galerkin meth-
ods have been introduced in the seventies and the work by Lesaint and Raviart
[21] seems to contain the first error analysis of the DG time stepping method for
ODEs. More recently, the DGFEM has been applied to parabolic problems and
was studied in a series of papers by Eriksson, Johnson, Thomée and their cowork-
ers [11, 12, 13, 14, 15, 16, 17, 18, 23]. We refer also to the recent monograph [35]
and the references there. However, in these works the convergence of the discrete
solution to the exact one is achieved by reducing the mesh sizes k and h in time and
space, respectively, i.e., by letting k → 0 and h → 0. Evidently, the convergence
mechanism and analysis of the DGFEM time discretization is similar to the one
encountered in the so-called h-version of the Finite Element Method (FEM). By
this h-version approach it is only possible to achieve algebraic convergence orders
in time and space, see, e.g., [35].

In the early eighties, the p- and hp-version of the Finite Element Method ap-
peared in the literature (see, e.g., [2, 3, 4, 8, 9, 19, 20, 26, 34] and the references
there). In these approaches higher approximation orders are employed and for lin-
ear elliptic problems it has been shown that they lead to arbitrarily high algebraic
convergence rates for smooth solutions and even to exponential convergence, pro-
vided that the exact solution of the problem is piecewise analytic. A survey of
these results can be found in [33] and the references in there. The hp-versions of
Discontinuous Garlerkin methods have already been applied successfully for the
spatial discretization of convection-diffusion problems, we refer to [5, 6, 7] and the
references there.

Typically, solutions to parabolic problems are also piecewise analytic in time
and exhibit time singularities due to incompatible or discontinuous data which are,
however, strongly smoothened out in time. Hence, this solution behavior suggests
that p- and hp-version concepts can also be applied in time discretization methods.
Attempts in this direction have been made in [1] where the p- and hp-version of
continuous and discontinuous Galerkin methods have been investigated. However,
severe restrictions on the space discretization limits the applicability of the results
there, since the highly anisotropic spatial meshes which are mandatory for the reso-
lution of boundary layers, fronts or corner singularities were not manageable. In the
recent work [30, 31] it was shown that the hp-DGFEM is able to resolve time singu-
larities at exponential convergence rates, independently of the spatial discretization.
The predicted exponential convergence in time and space for parabolic equations
was confirmed for one dimensional model problems in time and space [30, 31]. We
also mention [32] where new a-priori estimates are derived for the hp-DGFEM for
nonlinear initial value problems.

In this work we describe in detail algorithmic and implementational aspects of
the hp-DGFEM time stepping for parabolic problems. We pay special attention
to efficiency aspects such as decoupling of the systems in time within every time

1
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step. The algorithmic description is done for general parabolic problems, but for
our numerical results we restrict ourselves to the heat equation in two space dimen-
sions. The computations for this model problem, with different initial and boundary
conditions, confirm in detail the predicted theoretical results on exponential con-
vergence. Furthermore, CPU time comparisons for the h, p and hp-DGFEM show
clearly the superiority of the hp-version DGFEM in achieving a low error tolerance
at minimal costs. We demonstrate the power of the hp-version DGFEM time step-
ping in conjunction with an hp-FEM in space (again at the example of the heat
equation) on an L-shaped domain with a temporal and a spatial singularity. Both
singularities are resolved at exponential convergence rates.

The outline of this work is as follows: In Section 2 the DGFEM time discretiza-
tion for parabolic problems is presented. In Section 3 some a priori error estimates
for the DGFEM are collected from [30]. In particular, it is predicted that in the
presence of incompatible initial data, exponential convergence can be achieved by
the use of the hp-DGFEM. The implementational aspects of the DGFEM are dis-
cussed in Section 4. Section 5 contains a short discussion of possible parallelization
strategies. And, finally, in Section 6 we present numerical results and CPU time
measurements obtained for the different versions of the DGFEM applied to the two
dimensional heat equation.

We use the following standard notation: For a bounded Lipschitz domain Ω ⊂
Rd, d ≥ 1, we write L2(Ω) for the usual Lebesgue space with inner product
(·, ·)L2(Ω). By Hk(Ω), k ∈ N0, we denote the Sobolev space with norm

‖u‖Hk(Ω) = (
∑

|α|≤k

‖Dαu‖2L2(Ω))
1

2

and inner product

(u, v)Hk(Ω) =
∑

|α|≤k

(Dαu,Dαv)L2(Ω),

where standard multi-index notation is used. For non-integer indices s, the Sobolev
spaces Hs(Ω) are defined by the K-method of interpolation [22]. H1

0 (Ω) is the
subspace consisting of all H1(Ω)-functions whose restriction to the boundary ∂Ω
is zero, in the sense of the trace. To describe time discretizations we use Bochner
spaces of functions which map a (time) interval I = (a, b) into a Banach space
X . L2(I;X) and Hs(I;X) are the corresponding Lebesgue and Sobolev spaces.
Pr(I;X) denotes the set of all polynomials of degree r ≤ rm with coefficients in X .
C∞

0 (I;X) is the space of all functions ϕ ∈ C∞(I;X) with compact support in the
interval I. We omit to write the dependence on X for X = R. Cb(I;X) denotes
the bounded continuous functions on the interval I.

2. DGFEM for Parabolic Problems

We review the theoretical setting for the hp-DGFEM time semidiscretization
from [30, 31]. The spatial discretization is adressed in Section 4.

2.1. The Abstract Parabolic Problem. We consider general linear parabolic
problems of the form

u′(t) + Lu(t) = g(t), t ∈ J = (0, T ),(2.1)

u(0) = u0.(2.2)
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where L is assumed to be an elliptic spatial operator, u0 the initial data and g the
forcing term. The precise functional framework we use is as follows. Let X and

H be complex, separable Hilbert spaces with dense injection X
d
↪→ H and norms

‖ ·‖X and ‖ ·‖H . We assume in addition that X
d
↪→ H is compactly imbedded. The

operator L is given as (Lu, v)H = a(u, v), where (·, ·)H denotes the inner product
on H and a : X ×X → R is a continuous, coercive sesquilinearform, i.e.,

|a(u, v)| ≤ α ‖u‖X ‖v‖X ∀u, v ∈ X,(2.3)

Re a(u, u) ≥ β ‖u‖2X ∀u ∈ X,(2.4)

a(u, v) = a(u, v) ∀u, v ∈ X.(2.5)

It is always assumed that the initial condition u0 satisfies u0 ∈ H , and that the
forcing term satisifies g ∈ L2(J ;H). The weak formulation of the problem (2.1)-
(2.2) is obtained by multiplying (2.1) with test functions v ∈ X and ϕ(t) ∈ C∞

0 (J)
followed by an appropriate integration by parts.

Definition 2.1. (Weak Form). Find u ∈ L2(J ;X) ∩ H1(J ;X∗) (which implies
u ∈ C([0, T ];H)) such that u(0) = u0 in H and

(2.6) −
∫

J

(u(t), v)Hϕ′(t)dt+

∫

J

a(u, v)ϕ(t)dt =

∫

J

(g(t), v)X∗×Xϕ(t)dt

for all v ∈ X and ϕ ∈ C∞
0 (J). Here, X∗ denotes the dual space of X.

Under the assumptions u0 ∈ H and g ∈ L2(J ;H) there exists a unique weak
solution to (2.6), see, e.g., [22].

2.2. DGFEM Time Semidiscretization. We first semidiscretize the parabolic
problem (2.1)-(2.2) in time by the DGFEM, the space discretization is adressed in
Section 4. We show that for the linear problem in (2.1)-(2.2) the DGFEM results
in an unconditionally stable, implicit single step scheme where arbitrary variations
in the time steps and the approximation orders are allowed.

A time mesh consists of a partition M of the time interval J = (0, T ) into M time
steps {Im}Mm=1 given by Im = (tm−1, tm) with nodes 0 =: t0 < t1 < . . . < tM−1 <
tM := T . We also introduce a vector r which specifies the temporal approximation
order rm on each time step. An illustration of a time mesh can be found in Figure
2.1.

t1 t2

r 1 r 2

t
t t0 t M

k1 k2
M-1

r

k

M

M

Figure 2.1. (Time Mesh M). The length of time step Im is
km := tm − tm−1 for 1 ≤ m ≤ M . The time approximation order
on time step Im is rm.

The idea of the DGFEM is to approximate the exact solution u by a semidiscrete
function U which consists on every time step of a polynomial in the time variable t
of order rm and with coefficients in X . The polynomials on the different time steps
are not required to be continuous across the time nodes. This allows, cf. (2.11)
ahead, to write the DGFEM as a time stepping scheme. In order to deal with the
discontinuities we need the following definitions.
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Definition 2.2. (One sided limits, jumps). The left and right handed limits of a
function u : J → H (or u : J → X) at time node tm are defined to be

u+
m = lim

s→0,s>0
u(tm + s), 0 ≤ m ≤ M − 1,

u−
m = lim

s→0,s>0
u(tm − s), 1 ≤ m ≤ M.

Furthermore, the jump across time node tm is defined as

[u]m := u+
m − u−

m, 1 ≤ m ≤ M.

For the exact solution u ∈ L2(J ;X) ∩ H1(J ;X∗) these limits exist in H . In
Figure 2.2 we give an illustration of Definition 2.2.

t

u
u

u
m

-

u
+

t
kmt

m

m

m-1 m

Figure 2.2. Symbolic sketch of the one sided limits u+
m, u−

m and
of the jump [u]m across the time node tm.

On the time mesh M we can now introduce the space

(2.7) Cb(M;X) := {u : J → X with u|Im ∈ Cb(Im;X)}

consisting of bounded continuous functions on each time step. We define the bilinear
form BDG and the linear form FDG by

BDG(u, v) :=
M∑

m=1

∫

Im

{(u′, v)X∗×X + a(u, v)}dt

+
M∑

m=2

([u]m−1, v
+
m−1)H + (u+

0 , v
+
0 )H ,

FDG(v) :=
M∑

m=1

∫

Im

(g(t), v)X∗×Xdt+ (u0, v
+
0 )H .

Then it is straightforward to see by integration by parts that the following Lemma
holds:

Lemma 2.3. Let u ∈ L2(J ;X) ∩ H1(J ;X∗) be a weak solution of (2.1)-(2.2) in
the sense of (2.6). Then it satisfies BDG(u, v) = FDG(v) for all v ∈ Cb(M;X).

In the DGFEM we now seek the semidiscrete solution U in the linear subspace
Vr(M;X) ⊂ Cb(M;X) which consists of piecewise polynomials in time with coef-
ficients in X

(2.8) Vr(M;X) := {u : J → X : u|Im ∈ Prm(Im;X) for 1 ≤ m ≤ M}.
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If the approximation order r is the same on all time intervals, i.e., rm = r, for
m = 1, . . . ,M , we simply write Vr(M;X). Note that the total number of tem-
poral dof N = NRDOF(Vr(M;X)) can be considered as a crude measure for the
computational cost of the DGFEM.

Definition 2.4. (DGFEM). Let M be a partition of the time interval J = (0, T )
and r an approximation order distribution on M. The DGFEM applied to the
parabolic problem (2.1)-(2.2) is to:
(2.9)

Find U ∈ Vr(M;X) such that BDG(U, V ) = FDG(V ) ∀ V ∈ Vr(M;X).

We cite the following result of [18, 35]:

Proposition 2.5. The DGFEM (2.9) has a unique solution U ∈ Vr(M;X). If u
is the exact solution of (2.1)-(2.2), we have the Galerkin orthogonality

(2.10) BDG(u − U, V ) = 0 ∀V ∈ Vr(M;X).

Due to the discontinuity of the test and trial spaces Vr(M;X), the DGFEM
(2.9) can be interpreted as an implicit time stepping scheme. This means that the
DGFEM solution U can be found by solving successively for m = 1, . . . ,M the
following problems: Find Um such that

∫

Im

{(U ′, V )H + a(U, V )}dt+ (U+
m−1, V

+
m−1)H

=

∫

Im

(g, V )X∗×Xdt+ (U−
m−1, V

+
m−1)H .

(2.11)

for all V ∈ Prm(Im;X). U−
m−1 corresponds to the initial condition in time step Im

(here, we set U−
0 = u0). Note that the initial condition is only satisfied in a weak

sense since [U ]m−1 += 0 in general.
In Section 4 we choose a concrete basis {ϕi,m}ri=0 for the space Prm(Im;X) and

describe more algorithmic aspects of the DGFEM. Additionally, we introduce a
spatial FEM discretization to obtain a fully discrete hp-scheme, but first we give
an error analysis of the time semidiscretization in the next section.

3. A Priori Error Estimates for the Time Discretization

4. The Fully Discrete hp Scheme

In this section we focus on the fully discrete hp-scheme, i.e., in addition to the
hp-DGFEM in time we introduce a hp-FEM for the spatial discretization.

We define a basis of time shape functions {ϕi,m(t)}rmi=0 for Prm(Im;X) and write
for the semidiscrete solution Um on every time step Im

(4.1) Um =
rm∑

j=0

uj,mϕj,m,

with uj,m ∈ X . We show that with (4.1) the DGFEM amounts to a system of rm+1
coupled elliptic reaction diffusion equations for the coefficients uj,m in space. In
order to obtain a fully discrete solution these equations have to be discretized in
space by a Finite Element Method. To do so, we introduce a finite element space
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XD ⊂ X of dimension dim(XD) = D and determine FE approximatons uFE
j,m to the

coefficients uj,m. On timestep Im the fully discrete solution is then of the form

(4.2) UFE
m =

rm∑

j=0

uFE
j,mϕj,m.

4.1. Semidiscretization in Time. We focus on the solution of the problem (2.11)
on one time step Im = (tm−1, tm) with time approximation order rm. The initial
condition U−

m−1 as well as the right hand side g(t) are given.
We introduce a basis {ϕ̂i}ri=0 of reference time shape functions for the polynomial

space Pr((−1, 1)). The time shape functions ϕi,m(t) on the interval (tm−1, tm) are
then defined as ϕi,m ◦ Fm(t̂) = ϕ̂i(t̂), where the corresponding mapping function
Fm from the reference interval to (tm−1, tm) is

(4.3) t = Fm(t̂) :=
1

2
(tm−1 + tm) +

1

2
t̂km.

Since the semidiscrete solution Um and the test function Vm are both in the polyno-
mial space Prm(Im;X), they can uniquely be written in the basis {ϕi,m}rmi=0 (with
unknown coefficients uj,m, vi,m ∈ X) as

(4.4) Um =
rm∑

j=0

uj,mϕj,m, Vm =
rm∑

i=0

vi,mϕi,m.

We choose normalized Legendre polynomials as reference time shape functions, that
is

(4.5) ϕ̂j(t̂) =
√
(j + 1/2) · Lj(t̂), j ≥ 0,

with Lj being the usual Legendre polynomial of degree j on (−1, 1).

Example 4.1. With (4.5) the first five reference time shape functions are given by

ϕ̂0(t̂) =
√
1/2,

ϕ̂1(t̂) =
√
3/2 · t̂,

ϕ̂2(t̂) =
√
5/2 · (3t̂2 − 1)/2,

ϕ̂3(t̂) =
√
7/2 · (5t̂3 − 3t̂)/2,

ϕ̂4(t̂) =
√
9/2 · (35t̂4 − 30t̂2 + 3)/8.

In order to avoid cumbersome notation, we consider for the rest of this section
a generic time step I = (t0, t1) and omit the time step index m on the time shape
functions ϕi,m, on the coefficients uj,m and vi,m, on the mapping Fm, as well as
on the approximation order rm. By inserting the ansatz (4.4) in the time stepping
scheme (2.11) we obtain the following system of equations:

Find coefficients {uj}rj=0 ⊂ X such that

r∑

i,j=0

{[

Aij︷ ︸︸ ︷∫

I

ϕ′
jϕidt+ ϕ+

j (t0)ϕi(t0)](uj , vi)H +

Bij︷ ︸︸ ︷

[

∫

I

ϕjϕidt] a(uj , vi)}(4.6)

=
r∑

i=0

{

f1

i︷ ︸︸ ︷

(

∫

I

gϕidt, vi)H +

f2

i︷ ︸︸ ︷
(U−

0 , vi)Hϕ+
i (t0)} for all {vi}ri=0 ⊂ X.
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Using the mapping F in (4.3), we transform problem (4.6) to a problem on the
reference interval (−1, 1). For clarity, we introduce the following abbreviations in
terms of the time reference shape functions ϕ̂i(t̂):

(4.7) Âij :=

∫ 1

−1
ϕ̂′
j ϕ̂idt̂+ ϕ̂+

j (−1)ϕ̂+
i (−1), B̂ij :=

∫ 1

−1
ϕ̂jϕ̂idt̂,

f̂1
i (v) := (l̂1i , v)H , l̂1i :=

∫ 1

−1
(g ◦ F )ϕ̂idt̂,(4.8)

f̂2
i (v) := (l̂2i , v)H , l̂2i := U−

0 ϕ̂i(−1).(4.9)

Using these abbreviations, we can write the system (4.6) in the compact form:

Find coefficients {uj}rj=0 ⊂ X such that for all {vi}ri=0 ⊂ X
r∑

i,j=0

Âij(uj , vi)H +
k

2
B̂ija(uj , vi) =

r∑

i=0

k

2
f̂1
i (vi) + f̂2

i (vi).
(4.10)

The action of the right hand side g is represented by the load f̂1
i , whereas the

second load f̂2
i accounts for the initial data U−

0 . Note that on the first time step
we have U−

0 = u0.

Remark 4.2. The matrices Â and B̂ are independent of the time step I and
can be calculated in a preprocessing step. Their size, however, depends on the
approximation order r on time step I.

The ideal choice of time shape functions ϕ̂i would be the one where Â and B̂

diagonalize simultaneously. The system (4.12) would in this case decouple into
r+ 1 independent scalar equations. In Section 4.3, we introduce such a decoupling
procedure which, however, requires to switch over to complex arithmetic.

Example 4.3. For the time shape functions in (4.5) the matrix B̂ is the identity
matrix and Â is, for 0 ≤ i, j ≤ r = 5, given by the matrix

(4.11) Â =





0.5000 0.8660 1.1180 1.3228 1.5000 1.6583
−0.8660 1.5000 1.9365 2.2913 2.5981 2.8723
1.1180 −1.9365 2.5000 2.9580 3.3541 3.7081
−1.3229 2.2913 −2.9580 3.5000 3.9686 4.3875
1.5000 −2.5981 3.3541 −3.9686 4.5000 4.9749
−1.6583 2.8723 −3.7081 4.3875 −4.9749 5.5000




.

Note that the matrix Â is hierarchical in r, i.e., to obtain Â for r ≤ 5, we simply
take the submatrix of (4.11) containing the first r + 1 rows and columns, e.g., for
r = 2 we have

Â =




0.5 0.8660 1.1180

−0.8660 1.5 1.9365
1.1180 −1.9365 2.5



 .

Mathematically, (4.10) represents the variational formulation of an elliptic sys-
tem of r + 1 equations whose strong form is

(4.12)
r∑

j=0

Âijuj +
k

2
δijLuj =

k

2
l̂1i + l̂2i , i = 0, . . . , r.
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Equivalently, we obtain in matrix notation

Â'u+
k

2
[δij ]L'u =

k

2
'l1 +'l2,(4.13)

with 'u = (u0, . . . , ur)T , 'li = (l̂i0, . . . , l̂
i
r)

T for i = 1, 2.

Remark 4.4. For the time approximation order r = 0, the DGFEM is the well
known implicit Euler time stepping scheme. For higher time approximation orders
r > 0, the DGFEM is equivalent to certain implicit Runge-Kutta schemes [21].

4.2. Direct Spatial Discretization. We use standard hp-FEM techniques to dis-
cretize problem (4.10) in space (for details about hp-FEM theory, we refer to [33]).
We choose a finite dimensional subspace XD ⊂ X of dimension D = dim(XD) and
look for finite element approximations uFE

j ∈ XD to uj . Let {sj}Dj=1 be a basis

of the finite element space XD, then we write the trial and test functions uFE
j ,

vFE
j , j = 0, . . . , r + 1, as linear combinations of basis functions sl with unknown

coefficients ul
j, v

l
j

(4.14) uFE
j =

D∑

l=1

ul
jsl(x), vFE

i =
D∑

k=1

vki sk(x).

We insert this ansatz into (4.10) and define the mass matrix M and the stiffness
matrix S to be

(4.15) M := {(sl, sk)H}Dl,k=1, S := {a(sl, sk)}Dl,k=1.

The fully discrete system that we get for the unknown coefficient vectors 'uj =
(u1

j , u
2
j , . . . , u

D
j )T ∈ RD has the generic structure

(4.16)




Â00M+ k

2S · · · Â0rM
...

. . .
...

Âr0M · · · ÂrrM+ k
2S








'u0
...
'ur



 =
k

2





'f1
0
...
'f1
r



+





'f2
0
...
'f2
r





with load vectors

'f1
j = (f̂1

j (s1), f̂
1
j (s2), . . . , f̂

1
j (sD))T ,(4.17)

'f2
j = (f̂2

j (s1), f̂
2
j (s2), . . . , f̂

2
j (sD))T .(4.18)

Note that a linear system of the above type (4.16) with dimension (r + 1)D has
to be solved on every time step. The use of efficient sparse linear system solvers is
therefore mandatory. We emphasize that the work to set up the global matrix is
reduced due to the repeated appearance of M and S.

4.3. Decoupling. In terms of computing time it is costly to solve the fully discrete
system (4.16). Therefore, it would be interesting to decouple the system (4.13) into
r + 1 scalar problems, that could be solved independently. However, this seems
not to be possible with time shape functions in R, but numerical experiments show
that the matrix Â in (4.7), evaluated for the Legendre time shape functions, is
diagonalizable in C at least for 0 ≤ r ≤ 100: There exists a matrix Q ∈ C(r+1)×(r+1)

such that

(4.19) Q−1ÂQ = T̂ = diag(λ(r)
1 , ...,λ(r)

r+1),
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with pairwise complex conjugate eigenvalues λj = λ(r)
j . These matrices allow us to

decouple the system (4.13) in the following way

Q−1ÂQ︸ ︷︷ ︸
T̂

Q−1'u︸ ︷︷ ︸
"w

+
k

2
LQ−1'u︸ ︷︷ ︸

"w

= Q−1(
k

2
'l1 +'l2),(4.20)

and we obtain, with 'w = Q−1'u,

T̂'w +
k

2
L'w = Q−1(

k

2
'l1 +'l2).(4.21)

Equivalently, we can write the r + 1 decoupled equations as

(4.22) λjwj +
k

2
Lwj = [

k

2
Q−1'l1 +Q−1'l2]j for 0 ≤ j ≤ r.

In practical applications we limit ourselves to time approximation orders of r ≤
12 = rmax. The corresponding matrices Q, Q−1 and T̂, for 0 ≤ r ≤ rmax, can
be computed and stored in a preprocessing step, since they do not vary during the
time stepping.

4.4. Spatial Discretization after Decoupling. The decoupling process requires
the solution of the r + 1 independent equations (4.22) in C. In this section we
consider the spatial discretization of these systems by hp-FEM techniques. The
standard weak formulation of the equations in (4.22) is

Find wj ∈ X such that for all v ∈ X :

bj(wj , v) := λj(wj , v)H +
k

2
a(wj , v) = f̂ c

j (v),
(4.23)

where the composed, transformed load f̂ c
j is given by

f̂ c
j = [

k

2
Q−1 'f1 +Q−1 'f2]j ,(4.24)

with

'f i = (f̂ i
0, f̂

i
1, ..., f̂

i
r)

T , i = 1, 2.(4.25)

The corresponding FEM approximation is

(4.26) Find wFE
j ∈ XD such that bj(w

FE
j , v) = f̂ c

j (v) for all v ∈ XD.

Inserting for wFE
j an ansatz of type (4.14) in (4.26) yields the following linear

system for the unknown coefficient vector 'wj = (w1
j , w

2
j , .., w

D
j )T ∈ CD

(4.27)

Gj︷ ︸︸ ︷

[λjM+
k

2
S] 'wj = 'f c

j

with 'f c
j = (f̂ c

j (s1), f̂
c
j (s2), ..., f̂

c
j (sD))T . We call the matrix Gj := λjM + k

2S the
global matrix of the specific j-th spatial system in (4.22) with the mass matrix M

and the stiffness matrix S defined as in (4.15). We get the coefficients 'uj for the
functions uFE

j by applying the backtransformation

(4.28) 'uj =
r+1∑

i=1

Qji 'wj .
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We give the following example to clarify the structure of the load vector 'f c
j in (4.27).

Example 4.5. Let the time approximation order be r = 1, then the loadvector 'f c
j

for the system j = 1 takes the form




f̂ c
1,1
...

f̂ c
1,D



 = [Q−1]11





k
2 f̂

1
1 (s1) + f̂2

1 (s1)
...

k
2 f̂

1
1 (sD) + f̂2

1 (sD)



+ [Q−1]12





k
2 f̂

1
2 (s1) + f̂2

2 (s1)
...

k
2 f̂

1
2 (sD) + f̂2

2 (sD)



 .

We emphasize that the load vector for system j = 1 involves also terms containing
f̂ i
2. This is important with regard to parallelization.

Remark 4.6. Each of the decoupled equations (4.22) corresponds to the singularly
perturbed model problem

(4.29) ε2Lw + w = f

where ε = ε(r)j,m =
√
km/(2λj) ∈ C, with λj = λ(r)

j of (4.19),
√
· being the usual

principal branch of the square root taken to be positive on (0,∞).

In the following Lemma 4.7 of [31] which analyzes the dependence of λj (and
therefore also ε) on r, we see that the modulus |ε| can approach zero.

Lemma 4.7. Let λj ∈ C be an eigenvalue of the matrix Â in (4.7). Then

(4.30) Re λj ≤ C1 max(1, r2) and 0 < C2 ≤ |λj | ≤ C3 max(1, r2)

with constants independent of r ∈ N0.

The small parameter ε in 4.29 causes difficulties due to the appearance of bound-
ary layers. In [24, 25] it is shown that the hp-version FEM for problem (4.29) leads
to robust exponential convergence rates (independent of the perturbation parameter
ε) provided that certain mesh design principles are followed.

4.5. Local Static Condensation. One of the major motivations for using the
DGFEM time stepping method is its high accuracy. Since it is not reasonable
to have high accuracy only in the time discretization, it is natural to deal with
approximation orders p ≥ 2 in the spatial discretization. This implies that the
global mass and stiffness matrix M and S can become large, even if only a small
number of spatial elements is used. In the case of quadrilateral elements with
uniform approximation order p the number of external dof per element grows like
de = 4p, while the number of internal dof grows like di = (p − 1)2. It is therefore
advantageous to eliminate the interal dof by local static condensation. To do so,
the dof in all element matrices E[k] = αM[k]+βS[k], ∀k, are sorted in the following
way [

Eee Eei

Eie Eii

] [
'xe

'xi

]
=

[
'fe
'fi

]

,

where the subscript e stands for external and i for internal. It is then straightfor-
ward to see that we can solve the condensed system Ecxe = 'fc instead of the full
system, with the condensed element matrix Ec and the condensed right hand side
'fc being

(4.31) Ec = Eee −Eei

C︷ ︸︸ ︷
E−1

ii Eie, 'fc = 'fe −Eei

"c︷ ︸︸ ︷
E−1

ii
'fi .
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The condensed matrices Ec and the loads 'fc are assembled to a global system for
the external dof 'xe. After solving this system, one obtains the internal dof 'xi by a
backsolve:

(4.32) 'xi = E−1
ii

'fi −E−1
ii Eie'xe.

We can avoid to compute E−1
ii explicitly by solving Eii'y = [Eie

...'fi] for 'y instead.
If enough memory is available, the results can be stored (for each element) in the
matrix C and in the vector 'c. The backsolve (4.32) is then reduced to a simple
matrix-vector multiplication and a vector addition, that is 'xi = 'c−C'xe.

4.6. Implementation. We describe now the fully discrete DGFEM time stepping
algorithm in the case where we decouple the spatial systems (4.12). We compute
and store the matrix Â and the matrices Q,Q−1, T̂ in a preprocessing step. Since
in practical applications one is only interested in approximation orders of, e.g.,
r ≤ rmax = 12, this does not require much memory. Furthermore, the elemental
mass- and stiffness matrices are (up to scalars α,β ∈ C) the same for the problems
(4.27) and can therefore be computed in advance as well.

Algorithm 4.8. DGFEM, Preprocessing
Compute the matrix Â
Compute the matrices Q,Q−1, T̂ for all r = 0..., rmax

Do i = 1, #elements in spatial discretization
Compute the local stiffness matrix, store it in StiffM(i)
Compute the local mass matrix, store it in MassM(i)

Enddo

The actual time stepping is described in Algorithm 4.9 withElemM(:), MassM(:
), StiffM(:) and LoadV (:) being arrays of element matrices and element load vec-
tors respectively.

Algorithm 4.9. DGFEM Time Stepping, decoupled, sequential
Do m = 1,M (loop over all time steps m)

Do j = 1, rm + 1 (loop over spatial systems j)
Do i = 1, #elements in spatial discretization (build global matrix)

ElemM(i) = λj ·MassM(i) + k
2 · StiffM(i)

Compute the right hand side, store it in LoadV (i)
Condense ElemM(i), LoadV (i),

Store matrix C and vector 'c for backsolve
Implement boundary conditions in ElemM(i), LoadV (i)
Assemble ElemM(i) into the global matrix Gj,m

Assemble LoadV (i) into the global rhs 'f c
j,m

Enddo
Solve the system Gj,m 'wj = 'f c

j,m for the global external dof
Do i = 1,#elements

Do k = 1, rm
Local backsolve 'wi

j |i = 'c−C'we
j |i.

Local Backtransformation 'u|i = 'u|i + [Q]ik 'w|i
Enddo

Enddo
Enddo

Enddo
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Note that if no local static condensation is performed, it is advantageous to
assemble the element mass and stiffness matrices separately into M and S. Building
the global matrix Gj,m for one of the systems j = 0, . . . , rm consists then only of
computing Gj,m = λjM + km

2 S. In the case of uniform time steps and a constant
time approximation order rm = r (h-version DGFEM) the matrices Gj,m, j =
0, . . . , r, are the same for all time steps such that we have to compute their LU
decomposition only on the first time step. On all subsequent time steps, we just
have to perform backsolves with different right hand sides.

5. Parallelization Strategies

In this section we briefly focus on some parallelization aspects which, of course,
are of essential importance for real engineering applications. First of all, the in-
tegration of the element matrices as well as their static condensation is perfectly
parallelizable, since for this computation no communication is needed. The distri-
bution of the element matrices on the processors can either be done dynamically,
i.e., by a client-server model where the work load of the processors is automatically
balanced, or by a domain decomposition method (this holds for both, shared and
distributed memory architectures). The client-server model is already implemented
and tested in the code PHP90 which is an extension of the code HP90 [10] that we
applied in this work (see also Section 6).

5.1. Shared Memory Computers. During the time stepping, we mainly have
to build and compute the r + 1 systems (4.27) on each time step. Obviously, on
shared memory machines, we have an extremely simple and yet effective possibility
to parallelize this task: We build the global systems Gj,m 'wj,m = 'lj,m sequentially
and take advantage of the capabilities of the solver PARDISO [28, 29] to solve
the systems. PARDISO is a scalable parallel direct solver, designed to solve sparse
symmetric or structurally symmetric linear systems on shared memory multiproces-
sors. It features state of the art techniques for the reordering and fill-in reduction,
utilizes block techniques for Level BLAS-3 use and optimizes the memory and pro-
cessor locality. In the case of large scale applications, it is conceivable to solve the
r + 1 systems one after the other (but each of them in parallel). Or, if enough
processors and memory are available, each of the systems can be solved by a group
of processors in parallel.

5.2. Distributed Memory Computers. Let us assume that the number of pro-
cessors q fulfils q / r + 1 such that we can form r + 1 processor groups. One
specific group will be called master group. Then a possible parallel algorithm has
the following frame:

a) Distribute all elements among the processor groups.
b) In all groups j: Integrate the element matrices, send the results to the master

group.
c) In the master group: Assemble the mass matrix M and the stiffness matrix S.
d) In the master group: Broadcast M , S to all groups (one-to-all send).
e) In all groups j: Compute load 'vj =

k
2
'f1
j + 'f2

j .
f) In all groups j: Send load 'vj to all others, receive loads 'vi, i += j (all-to-all send),

build transformed load 'f c
j =

∑r+1
i=1 Q−1

ji 'vj .

g) In all groups j: Solve system [λjM + k
2S]'wj = 'f c

j
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h) In all groups j : Send solution 'wj to master group (all-to-one send).

i) Master group : Compute backtransformed solution 'uj =
∑r+1

i=1 Qji 'wi and broad-
cast it to all groups (one-to-all send).

An important aspect of this parallel algorithm is the efficient solution of the
linear systems within one processor group, see, e.g., [27].

6. Numerical Results

6.1. The Model Problems. Starting from the code HP90 [10] which is designed
to solve general elliptic problems in a hp-FEM context, we have developed a new
code which is able to solve general parabolic problems using the hp-DGFEM method
for the time discretization. As a test problem, we chose the standard heat equation
which describes the temperature field u(x, y, t) in an isotropic body Ω ⊂ R2 (with
Dirichlet boundary conditions, i.e., u|∂Ω = 0) in the time interval J = (0, T ) with
an initial temperature distribution given by u0(x, y):

∂

∂t
u−∆u = g in Ω× J,(6.1)

u = 0 on ∂Ω× J,(6.2)

u|t=0 = u0 in Ω.(6.3)

To cast (6.1)-(6.3) in the framework presented in Section 2.1, we have to set

X = H1
0 (Ω), H = L2(Ω),(6.4)

a(u, v) =

∫

Ω
∇u∇v dxdy, f(v) =

∫

Ω
gv dxdy.(6.5)

In the following computations, we take the computational domain to be the unit
square Ω = (0, 1)2 and the time interval J = (0, 0.1). We only integrate to the
time tM = 0.1 because the solutions that we consider are strongly smoothend out
in time and we are above all interested in the resolution of the time singularities
at t0 = 0. We are using three problems with different initial conditions and right
hand sides:

• Problem (1):
– Initial solution : u1

0(x, y) = sin(πx) sin(πy).
– Right hand side : g = 0.
– u1

0 is actually the first eigenfunction of the Laplacian and compatible
with being in H1

0 (Ω). The corresponding exact solution u1(x, y, t) is
smooth in space and time:

(6.6) u1(x, y, t) = exp(−2π2t) sin(πx) sin(πy).

• Problem (2):
– Initial solution : u2

0(x, y) = x(1 − x)y(1 − y).
– Right hand side : g = 0.
– u2

0 is also compatible with being in H1
0 (Ω). The exact solution u2(x, t)

is represented as a Fourier series with coefficients a2kl:

u2(x, t) =
∞∑

l=1

∞∑

k=1

a2kl exp(−π2(l2 + k2)t) sin(lπx) sin(kπy),(6.7)

a2kl = 16
(1− cos(lπ))(1− cos(kπ))

l3k3π6
.(6.8)
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• Problem (3)
– Initial solution: u3

0(x, y) = x(1− x)y(1 − y).
– Right hand side: g = 2tα(x(1−x) + y(1− y))+ x(1−x)y(1− y)αtα−1

– The initial condition u3
0 is in H1

0 (Ω). The parameter α gives direct
control over the time regularity of the exact solution, which is

(6.9) u3(x, y, t) = tαx(1 − x)y(1− y).

To study the hp-DGFEM and the h-DGFEM for graded meshes we mainly employ
Problem (3) since, with the parameter α, we can generate time singularities as they
may occur in real applications.

We investigate the performance of the DGFEM by solving the spatial problems
(which are smooth) very accurately such that the approximation error which con-
sists of a spatial and a temporal part is clearly dominated by the latter. For the
Problems (1) and (2), we employ a uniform grid consisting of 25 spatial elements
of uniform approximation order p = 8, corresponding to D = 1681 spatial dof. The
exact solution of Problem (3) is only polynomial of order 2 in x and y such that
the spatial discretization with one element of order p = 2 is sufficient to represent
the exact solution. In the convergence rate plots of Figures 6.1 - 6.4 we plot time
dof against the relative error in the L2(J ;H1

0 (Ω))-norm:

(6.10) ‖u‖L2(J;H1
0
(Ω)) = (

∫

J

‖u(t)‖2H1
0
(Ω)dt)

1

2 .

6.2. Performance of the h-Version DGFEM. In the h-version of the DGFEM
one chooses a fixed time approximation order r for all time steps of the partition M.
Convergence is then achieved by refining the time partition M, i.e., by increasing
the number of time steps in the interval J = (0, T ). As we have seen in (??), the
optimal convergence rates that can be expected in the L2(J ;H1

0 (Ω))-norm are alge-
braic in the total number of time dof N = M(r+1) with exponent −min(r, s)− 1,
cf. Theorem ??. For Problem (1) the left hand side of Figure 6.1 clearly shows
the predicted slopes of −1, . . . ,−4 for the approximation orders r = 0, . . . , 3 (with
equidistant time steps k). The solution to the Problems (2) and (3) are not arbi-
trarly smooth in time, and therefore the convergence rates are dominated by the
temporal regularity s. But, as stated in Theorem ??, the optimal convergence rates
can be recovered by the use of graded time meshes. We use the grading functions
h(t) = t2r+3 for Problem (2) and (3) respectively, together with the uniform time
approximation order r = 2. Figure 6.2 illustrates that in both cases the optimal
slope of −3 is retrieved.

6.3. Performance of the p-Version DGFEM. In the p-version of the DGFEM,
the time partion M is fixed. To achieve convergence, one introduces new time
dof by increasing the approximation order r uniformly on all time steps. If the
exact solution is analytic in time, one can expect exponential convergence rates, cf.
Theorem ??. The right side of Figure 6.1 illustrates this behaviour for the smooth
Problem (1). Obviously the p-method is in this case much more efficient than the
h-method. As an example: To reduce the relative error to 10−6 the p-version needs
only 7 time dof while the h-version with r = 2 needs approximately 100 time dof. If
the exact solution is not analytic in time, the hp-version has to be applied in order
to obtain optimal results (exponential convergence), as is shown in the following
section.
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Figure 6.1. Convergence rates for Problem (1). Left: h-
version DGFEM. The dotted straight lines give the exact slopes
−1, . . . ,−4. Right: p-version DGFEM.
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Figure 6.2. h-version DGFEM with r = 2 on uniform and
graded meshes. Left: Problem (2). Right: Problem (3) with α =
3/4. In both cases we observe that the optimal convergence rate
is recovered for the graded mesh.

6.4. Performance of the hp-Version DGFEM. In the hp-context of the DGFEM,
the time intervals are geometrically refined towards the singularity (which is in our
case at the origin of the time axis) while the approximation orders are linearly
increased from layer to layer. The two determining parameters for the convergence
rates are the geometrical grading factor σ and the slope µ of the approximation
orders (on time step Im we have rm = 1µm2). In Fig 6.3 we show convergence
graphs for Problem (3) with α = 1/2 and α = 3/4, where we set σ = 0.17 and vary
the slope µ. All the graphs show exponential convergence, as predicted in Theo-
rem ??. We note that the optimal slope µ depends on the regularity parameter α.
The best choice is approximately: µ ≈ 1 for α = 3/4 and µ ≈ 0.75 for α = 1/2.
From Figure 6.4 we can draw two conclusions: On the one hand, the convergence
rates are strongly dependent on the grading factor σ (in fact, about two orders of
magnitude in the precision are lost, if σ = 0.5 is used instead of the optimal choice
of σ ≈ 0.17) and on the other hand, we can observe that the optimal σ does not
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depend on α. This is in agreement with [19], where the optimal grading factor
was determined to be σ ≈ 0.17 in the context of resolving rα-singularities for one
dimensional problems in space.
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Figure 6.3. hp-version DGFEM for Problem (3) with grading
factor σ = 0.17 and various µ. Left: α = 3/4, optimal µ ≈ 1.
Right: α = 1/2, optimal µ ≈ 0.75.
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Figure 6.4. hp-version DGFEM for Problem (3) and various σ.
Left: α = 3/4, µ = 1. Right: α = 1/2, µ = 0.75.

6.5. CPU-Time Comparison of the Direct vs. the Decoupled Method. In
this section we present CPU time comparisons to demonstrate the efficiency of the
decoupling process described in Section 4.3. The question, how a desired accuracy
can be achieved with minimal CPU time is discussed in Section 6.6. Here, we
consider the following situation: We have already computed all element matrices
for our problem and we therefore have the global mass matrix M and the stiffness
matrix S at our disposition. Let us further assume that the time step size k and/or
the time approximation order r are not the same as on the previous time step which
typically occurs in the hp-DG context and on graded meshes. This implies that we
cannot reuse the LU decomposition that we computed for the global system on
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the previous time step. We have to construct and solve a new system of equations
which can be done with various strategies:

• Strategy A : (Full System). Build and solve the block matrix of the cou-
pled system (4.16) where each block is of the form αM+βS, with α,β ∈ R

(the resulting system matrix is in R(r+1)D×(r+1)D, D being the number of
spatial dof).

• Strategy B : (Decoupled System). Build the r+1 matrices Gj,m = λjM+
k
2S for the decoupled systems (4.27). Here, the eigenvalues λj are in C such
that the matrices Gj,m are in CD×D. Additionally, we have to compute the

transformed right hand sides 'f c
j for each system j (compare Example 4.5).

With the r + 1 solution vectors 'wj we get the back transformed solution
according to (4.28).

• Strategy C : (Decoupled, Condensed System). In this case, we cannot
reuse the condensed global matrices M and S. Instead, we have to multi-
ply the element mass and stiffness matrices by the new coefficients λj and
k
2 respectively, condense and reassemble them into r + 1 system matrices
Gj,m ∈ CDext×Dext . The inner dof are computed according to (4.32). Fi-
nally, as in strategy B, the solution has to be backtransformed according
to (4.28).

Remark 6.1. All global matrices mentioned in the strategies A, B and C are sparse
and structurally symmetric. Furthermore, the r+1 decoupled systems (4.27) in the
strategies B and C have all the same sparsity pattern. The parallel direct solver
PARDISO [28, 29], that we employ in our code takes advantage of that fact by
performing the fill-in reduction and symbolic factorization only once for a certain
sparsity pattern.

In Fig. 6.5 we give comparisons of the strategies A, B and C in terms of CPU
time as a function of the temporal approximation order r. While on the left hand
side the spatial approximation is done by 144 quadrilateral elements of uniform
approximation order p = 3, the problems on the right hand side are discretized
with only 25 elements but with a higher approximation order p = 8. The difference
between the two discretizations for our comparison lies in the sparsity patterns of
the matrix αM + βS (density ≈ 1.4% on the left, density ≈ 3.4% on the right).
However, it turns out that in both cases the strategies including decoupling (B and
C) are performing best (on the left hand side, strategy A is better than C for r < 6,
due to the computational overhead for static condensation). Furthermore, we can
observe that in this computation it is not worthwhile to do static condensation
of the element matrices. However, this conclusion is only valid for the specific
problem that we considered. It cannot be generalized since it depends strongly on
the spatial discretization (especially on the number of spatial dof D and on the
ratio Dint : Dext between internal and external dof), on the performance of the
linear solver that is used and on the implementation. If the time step size k and
the time approximation order r do not change from one time step to the next, then
strategy C is the optimal choice, since we only need to compute a back solve for
a global system of dimension Dext × Dext. Additionally, in an overall judgement
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Figure 6.5. Time to build and solve the global system on one
time step as a function of the time approximation order r. Left:
Spatial discretization with 144 quadrilateral elements of uniform
approximation order p = 3 (D = 1369, Dext = 793, density ≈
1.4%). Right: 25 elements of uniform approximation order p = 8
(D = 1681, Dext = 456, density ≈ 3.4%).

of the effectivity of A, B and C, one should also consider issues such as memory
requirements and parallelizability. Including these criteria, strategy C becomes
the most attractive one, since the static condensation can be parallelized in a very
natural way and reduces the size of the global system considerably, compare Section
4.5.
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Figure 6.6. Relative error vs. CPU-time for different DGFEM
strategies. Left: Problem (1), best strategy is the p-version. Right:
Problem (3) with α = 3/4. Best strategy is the hp-version.

6.6. CPU-Time Comparison of the h, p and hp DGFEM. Up to this point,
we were mainly concerned about convergence rates for the different strategies (h, p,
hp) of the DGFEM. But for practical purposes, it is crucial to ask at what cost in
terms of CPU time these convergence results can be obtained. To investigate this
question experimentally (at the example of the Problems (1) and (3) with α = 3/4)
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we plot in Figure 6.6 the relative error in the L2(J ;H1
0 (Ω))-norm against the CPU

time that is needed to solve the problem. Note that the CPU time does not include
the time needed for the element integration (it is the same for all strategies), in
order to focus our attention on the cost during the time stepping. Considering
the results of Section 6.5, all computations are done with the decoupling procedure
according to Section 4.3. This allows to take the total number of time dof N as
an estimate for the computational cost of a certain strategy. In fact, we observe in
both plots of Fig. 6.6 that the fastest way to obtain a certain precision is the one
that needs the least time dof, i.e., the p-version for the smooth Problem (1) and the
hp-version for Problem (3). This would be trivial if the time spent to set up and
solve one decoupled system was the same for all DGFEM strategies, but this is not
the case. As an example: If we choose the h-DG approach, we have to set up r+1
linear system and compute their LU factorizations once. In all the following time
steps, we only have to perform a backsolve for different right hand sides. On the
other hand, in the hp-context (and for graded meshes in the h-context) we have to
set up and solve r + 1 new linear systems in every time step. Still, we can profit
on a symbolic factorization that is only determined in the first time step, since all
subsequent systems have the same sparsity pattern. However, it turns out that
these differences are not significant and that N is in fact an admissible estimate for
the computational cost.

We can clearly see that the ability of the hp-DGFEM to resolve start up singu-
larities is of great value, especially for highly accurate computations. It turns out
that the CPU time demand for a h-version DGFEM with a uniform time partition
to reach a relative error tolerance of 10−5 is significant. In fact, the hp-DGFEM
reaches the same error tolerance with several orders of magnitude less CPU time.
We conclude that in the presence of start up singularities the h-DGFEM on graded
meshes or the hp-DGFEM are indispensable.

6.7. hp-Scheme in Time and Space for an L-Shaped Domain. In this section
we demonstrate the performance of the hp-DGFEM time stepping combined with a
continuous hp-FEM approximation in space. We consider again the standard heat
equation (6.1)-(6.3) but this time on the L-shaped domain ΩL ⊂ R2 of Figure 6.7.
An exact solution is given on ΩL × J (r and θ being the usual polar coordinates)
by

(6.11) uL(x, y, t) = t
3

4 r
2

3 sin(23θ)(1− x2)(1− y2)

together with the compatible initial condition uL
0 = 0, zero boundary conditions

and the right hand side

(6.12) gL :=
∂

∂t
uL −∆uL.

We emphasize that we have both a start up singularity at t = 0, and a corner
singularity at r = 0. These singularities are induced by the right hand side and do
not require the use of boundary layers in the spatial mesh. Therefore, we employ
geometrically graded meshes in time and space to resolve both singularities. An
example of a spatial mesh with σ = 0.15 and 3 layers of elements is given in Figure
6.7. In Figure 6.8 we show convergence plots in the L2(J ;H1

0 (Ω))-norm for geomet-
ric refinements in time and space respectively. The sequences of spatial meshes and
time meshes that we used to generate these plots are listed in Table 1. First we take
the best time discretization of Table 1 and refine geometrically in space. Evidently,
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# Layers # Elements p # Dof
2 6 3 67
3 10 4 181
4 14 5 381
5 18 6 691
6 22 7 1135
7 26 8 1737
8 30 9 2521

# Time Steps # Time Dof
1 1
2 3
3 6
4 10
5 15
6 21
7 28

Table 1. Meshes used to generate Figure 6.8. Left: The spatial
discretizations. Right: The time discretizations.

the error is then dominated by the spatial error and we obtain exponential conver-
gence with the geometric refinement in space, as is clearly visible on the left side of
Figure 6.8. On the other hand, if we take the best spatial discretization in Table
1, then we obtain exponential convergence due to the geometric refinement in time
(grading factor σ = 0.17 and µ = 1). In conclusion, we can observe exponential
convergence for both the time and the spatial discretization.
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Figure 6.7. L-shaped domain ΩL with 3 layers of spatial ele-
ments. The spatial grading factor is σs = 0.15.

7. Conclusions & Summary

In this work we have described the DGFEM for the time semidiscretization of
parabolic problems. The DGFEM is an implicit single time step scheme which
allows for arbitray variations in the time step sizes and the corresponding approxi-
mation orders. The main idea of the method is to seek an approximation that is on
every time step a polynomial in time of order r. These polynomials have not neces-
sarily to be continuous across the time steps. We have seen that this ansatz leads
to a system of equations of dimension r+1 on every time step which has to be dis-
cretized by a hp-FEM in space to obtain a fully discrete hp-scheme. Furthermore,
we have analyzed a method to decouple this system into r+1 independent systems
at the price of switching over to complex arithmetic. We have encountered three
different possibilities to achieve convergence with the DGFEM: In the h-version we
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Figure 6.8. Convergence rates for Problem (4). Left: Best
time discretization of Table 1, convergence through geometrical
refinement of the spatial mesh. Right: Best spatial discretization
of Table 1, convergence through geometrical refinement of the time
partition.

reduce the size of the time steps uniformly at a fixed approximation order r, in the
p-version we keep a fixed time partition but increase the approximation orders, and
finally, in the hp-version, we combine the two approaches in an optimal way, i.e., we
construct geometrically refined time meshes with linearly increasing approximation
orders. A theoretical analysis predicts exponential convergence for the p-version, if
the exact solution is arbitrarly smooth in time, and for the hp-version, if we deal
with incompatible initial data or a piecewise analytic forcing term.

We have applied the hp-DGFEM time stepping to the standard heat equation
in a two dimensional domain Ω and confirmed all predicted convergence rates. In
addition, we focussed on algorithmic aspects of the DGFEM and obtained the
following conclusions which are crucial for practical purposes:

• The decoupling process is of great value both in terms of computational time
and memory requirements. This is true even for low order approximations
in space, i.e., for very sparse mass and stiffness matrices.

• The number of time degrees of freedom N that are used to reach a cer-
tain relative error is an admissible estimate for the computational cost of
the DGFEM. This implies that the exponential convergence rates for the
hp-DGFEM (in the case of incompatible initial data or piecewise analytic
forcing terms) result directly in a saving of orders of magnitude of CPU
time compared to the h-DGFEM.

From the implementational point of view, we built the hp-DGFEM time stepping
on top of the existing code HP90 [10]. This code was developed to solve general
elliptic problems in a hp-FEM context and has been applied to problems such as
the Poisson equation, the Stokes problem, and linear elasticity. The now available
extended version of HP90 is a tool to treat the time dependent extensions of these
problems by means of hp-FEM in time and space. As a first example, we considered
the standard heat equation on an L-shaped domain ΩL. Despite a corner singularity
in space and a start up singularity in time we achieved exponential convergence as
predicted by the theory.
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