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Abstract. For the solution of large, sparse, non-Hermitian linear systems, Lanczos-type product methods that are based on the Lanczos three-term recurrence are derived in a systematic way. These methods either square the Lanczos process or combine it with a local minimization of the residual. For them a quasi-minimal residual (QMR) smoothing is proposed that can also be implemented by short-term recurrences. The practical performance of these methods and the QMR smoothing is demonstrated in a number of numerical examples.
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1. Introduction. Many problems in scientific computing lead to the task of solving a system of linear equations $Ax = b$ with a large, sparse, non-Hermitian system matrix $A \in \mathbb{C}^{N \times N}$. In general, optimal Krylov subspace methods that obtain the solution iteratively by minimizing the residual over a Krylov subspace cannot be based on a short-term recurrence [10], so their work and storage requirements grow linearly with the iteration number. On the contrary, methods that are related to the Lanczos bi-orthogonalization (BiO) process, such as the Lanczos method [20] and the bi-conjugate gradient (BiCG) method [11], [21], are based on a three-term recurrence or coupled two-term recurrences. For this reason, they can be implemented with low and roughly constant work and storage requirements. However, they lack a minimization property over the generated Krylov subspace in a standard fixed norm. Instead, they minimize the error in a variable norm [2], which depends on the initial iterate and is not known explicitly at the beginning of the iteration. Therefore, with respect to the Euclidean norm they typically have a rather irregular convergence behavior with wild oscillations of the residual.

A monotone decreasing residual norm history can be achieved by postprocessing the Lanczos (BiCG) iterates and residuals with the local minimal residual smoothing process, proposed by Schönaier [27] and further investigated in [32], [33], [16], [35].

Smooth convergence curves result also from the combination of the Lanczos process with the quasi-minimal residual (QMR) smoothing technique, developed by Freund and Nachtigal [15]. Instead of defining the approximate iterates by a Galerkin condition (as in BiCG), in QMR they are obtained by a global quasi-minimization of the residual. In exact arithmetic a general relationship between the residuals of a Galerkin process (like FOM-Arnoldi, BiCG) and a norm-minimizing process (like GMRES, QMR) can be derived [5], [9]. This shows that when the norm-minimizing process is converging rapidly, the residual norm of the corresponding Galerkin process...
exhibits a similar behavior, whereas when the convergence of the norm-minimizing process is stagnating, the residual norm in the corresponding Galerkin process can even grow significantly. Whenever such a peak occurs in the convergence curve of a Galerkin process, there is a plateau in the convergence curve of the corresponding norm-minimizing process beneath it [8]. Thus, (quasi-)minimizing the residual norm cannot accelerate the convergence significantly. However, it provides us with a smoother residual norm plot compared to the one for the corresponding Galerkin method.

An improvement of the Lanczos process in another direction is the development of Lanczos-type product methods (LTPMs), like CGS [29], BiCGStab [31], BiCGStab2 [17], BiCGStab(ℓ) [28], and others [4]. These methods either square the Lanczos polynomial or they combine it with another (shadow) polynomial, e.g., for achieving a local minimization of the residual. They have the advantage of converging roughly twice as fast as the plain Lanczos process, and further, they do not require a routine for applying the adjoint system matrix \( A^H \) to a vector. For an overview of LTPMs that are based on two-term recurrences for both the Lanczos and the shadow polynomials, we refer to [12] and [34].

LTPMs that are based on the coupled two-term version of the Lanczos process (BiCG) are successfully combined with the QMR approach in the transpose-free QMR (TFQMR) method [13], the QMRCGSTAB method [7], the QMRCGSTAB(\( k \)) method [30], and Cao’s QMR approach [6]. Nevertheless, these methods inherit from the underlying Lanczos process the danger of breakdown. Although exact breakdowns are very rare in practice, it has been observed that near-breakdowns can slow down or even prevent convergence [14]. Look-ahead techniques for the plain Lanczos process [14], [18], [24] allow us to avoid this problem with very small overhead. However, the look-ahead procedures that have so far been proposed for CGS or other LTPMs either are limited to exact breakdowns or are complicated and have considerable overhead [3], [4]. We have recently developed more efficient look-ahead procedures for LTPMs. This new approach is first applied to LTPMs that are based on the Lanczos three-term recurrences [19], since look-ahead procedures for the three-term version of the Lanczos process are less complicated than those for the coupled two-term recurrences.

In the following work we consider, therefore, LTPMs that are based on the Lanczos three-term recurrence and develop a QMR technique for them. The remainder of this paper is organized as follows. In section 2 we systematically derive different LTPMs from the Lanczos three-term recurrences by introducing the notation of product vectors and of the \( w \)-table. Based on a new relationship of these product vectors and their product with the system matrix we develop a QMR version of these LTPMs in section 3. Numerical experiments in section 4 are used to compare the performance of different LTPMs and to demonstrate the smoothing effect of the QMR approach, even for LTPMs that combine the Lanczos process with a local minimization of the residual. Finally, in section 5 we draw some conclusions.

Throughout the paper we use the following notation. If \( \alpha \in \mathbb{C} \), then \( \overline{\alpha} \) denotes its complex conjugate. For \( x, y \in \mathbb{C}^N \), \( \langle x, y \rangle := x^H y \) is the standard inner product of \( \mathbb{C}^N \) and \( \| x \| := \sqrt{\langle x, x \rangle} \) is the corresponding norm.

2. LTPMs. In this section we derive LTPMs that are based on the Lanczos three-term recurrences. We start with the one-sided Lanczos BiO process, from which we can then obtain different LTPMs.

2.1. The one-sided Lanczos BiO process. We recall that the Lanczos BiO algorithm generates a pair of finite sequences, \( \{ \tilde{y}_n \}_{n=0}^\nu \), \( \{ y_n \}_{n=0}^\nu \) of left and right
Lanczos vectors, such that
\begin{align}
    y_n &\in K_{n+1} := \text{span} \{y_0, Ay_0, \ldots, A^n y_0\}, \\
    \bar{y}_n &\in L_{n+1} := \text{span} \{\bar{y}_0, A^H \bar{y}_0, \ldots, (A^H)^n \bar{y}_0\},
\end{align}
and
\begin{align}
    \bar{y}_n &\perp K_n, \quad y_n \perp L_n.
\end{align}

This sequence of pairs of Lanczos vectors can be constructed by the following three-term recursion:
\begin{align}
    y_{n+1} &= \frac{(Ay_n - y_n \alpha_n - y_{n-1} \beta_n)}{\gamma_n}, \\
    \bar{y}_{n+1} &= \frac{(A^H \bar{y}_n - \bar{y}_n \pi_n - \bar{y}_{n-1} \bar{z}_n)}{\pi_n},
\end{align}
with coefficients \( \alpha_n \) and \( \beta_n \) that are determined from the orthogonality condition (2.2) and freely choosable nonvanishing scale factors \( \gamma_n \). The Lanczos vectors can then be written in the form
\begin{align}
    y_n &= \rho_n(A)y_0, \\
    \bar{y}_n &= \bar{\rho}_n(A^H)\bar{y}_0,
\end{align}
where \( \rho_n \) denotes the \( n \)th Lanczos polynomial. Since we aim here at LTPMs, we consider for the Krylov spaces \( L_n \) more general basis vectors of the form
\begin{align}
    \bar{z}_n &= \tau_n(A^H)\bar{z}_0,
\end{align}
with arbitrarily chosen polynomials \( \tau_n \) of exact degree \( n \) and \( \bar{z}_0 := \bar{y}_0 \). In general, \( \bar{z}_n \perp K_n \) will no longer hold, but the one-sided bi-orthogonality \( y_n \perp L_n \) can still be attained by enforcing \( \bar{z}_{n-1} \perp y_{n+1} \) and \( \bar{z}_n \perp y_{n+1} \), which means choosing the coefficients \( \alpha_n \) and \( \beta_n \) in (2.4) in the following way. If \( n > 0 \) we need
\begin{align}
    0 &= \langle \bar{z}_{n-1}, y_{n+1} \rangle = \left( \langle \bar{z}_{n-1}, Ay_n \rangle - \langle \bar{z}_{n-1}, y_n \rangle \alpha_n - \langle \bar{z}_{n-1}, y_{n-1} \rangle \beta_n \right) / \gamma_n,
\end{align}
but since \( \langle \bar{z}_{n-1}, y_n \rangle = 0 \) we have
\begin{align}
    \beta_n &= \frac{\langle \bar{z}_{n-1}, Ay_n \rangle}{\langle \bar{z}_{n-1}, y_{n-1} \rangle},
\end{align}
and in the case \( n = 0 \) we set \( \beta_0 = 0 \). Similarly, from the orthogonality condition \( \langle \bar{z}_n, y_{n+1} \rangle = 0 \) we obtain
\begin{align}
    \alpha_n &= \frac{\langle \bar{z}_n, Ay_n \rangle - \langle \bar{z}_n, y_{n-1} \rangle \beta_n}{\langle \bar{z}_n, y_n \rangle}.
\end{align}
Clearly, the recursive process terminates with \( y_n = 0 \) or \( \bar{z}_n = 0 \), or it breaks down with \( \delta_n := \langle \bar{z}_n, y_n \rangle = 0 \) and \( y_n \neq 0, \bar{z}_n \neq 0 \). The look-ahead Lanczos process [14], [18], [24] overcomes such a breakdown if curable. To simplify our presentation, we assume in the following that no breakdown occurs in the underlying Lanczos process. For a description of look-ahead procedures for LTPMs we refer the reader to [19].
2.2. Product methods. LTPMs originate from the ingenious idea, due to Sonneveld [29] and van der Vorst [31], to rewrite the inner products in the definition (2.7) and (2.6) of the coefficients $\alpha_n$ and $\beta_n$ in the following way:

$$
\langle \tilde{z}_l, y_n \rangle = \langle \tau_l(A^H)\tilde{z}_0, y_n \rangle = \langle \tilde{z}_0, \tau_l(A)y_n \rangle = \langle \tilde{z}_0, w_n^l \rangle,
\langle \tilde{z}_l, Ay_n \rangle = \langle \tau_l(A^H)\tilde{z}_0, Ay_n \rangle = \langle \tilde{z}_0, A\tau_l(A)y_n \rangle = \langle \tilde{z}_0, Aw_n^l \rangle,
$$

and then to formulate the Lanczos process in terms of the new product vectors

$$
(2.8) \quad w_n^l := \tau_l(A)y_n := \tau_l(A)\rho_n(A)y_0,
$$

without explicitly computing the Lanczos vectors $z_n$ and $y_n$. This has the advantage that, first, multiplications with the adjoint system matrix $A^H$ are avoided and, second, for an appropriate choice of the polynomials $\tau_l(\zeta)$, smaller new residuals (see below) $r_l := w_n^l = \tau_l(A)y_l$ can be expected because of a further reduction of $y_l$ by the operator $\tau_l(A)$.

Expressing the Lanczos coefficients $\alpha_n$ and $\beta_n$ from (2.7) and (2.6) in terms of product vectors $w_n^l$ results in

$$
(2.9) \quad \beta_n = \frac{\langle \tilde{z}_0, Aw_n^{n-1} \rangle}{\langle \tilde{z}_0, Aw_{n-1}^{n-1} \rangle}, \quad \alpha_n = \frac{\langle \tilde{z}_0, Aw_n^n \rangle - \langle \tilde{z}_0, w_{n-1}^n \rangle}{\langle \tilde{z}_0, w_n^n \rangle}.
$$

It remains to obtain recursion formulas for the product vectors $w_n^l$. Let us arrange the product vectors in a $w$-table, where the $n$-axis of the table points downwards and the $l$-axis to the right. The aim of every LTPM is then to move in this table from the upper left corner downwards right (see Figures 2.1 and 2.2). By multiplying the three-term recursion (2.3) for the right Lanczos vector $y_{n+1}$ with $\tau_l(A)$ we obtain for the product vectors the recursion

$$
(2.10) \quad w_{n+1}^l = (Aw_n^l - w_n^l\alpha_n - w_{n-1}^l\beta_n) / \gamma_n,
$$

which can be applied to move forward in the vertical direction in the $w$-table. To obtain a recursion formula for moving forward in the horizontal direction, the recursion formula for the chosen polynomials $\tau_l(\zeta)$ is applied. For example, let us consider polynomials $\tau_l(\zeta)$ that are generated by a consistent\footnote{A recursion for generating a Krylov space basis will be called consistent if the associated polynomials all take the value 1 at $\zeta = 0$. In the literature, the term normalized has also been used for this property.} three-term recurrence of the form

$$
(2.11) \quad \tau_{l+1}(\zeta) = (\xi_l + \eta_l \zeta) \tau_l(\zeta) + (1 - \xi_l) \tau_{l-1}(\zeta),
$$

with $\tau_{-1}(\zeta) \equiv 0$, $\tau_0(\zeta) \equiv 1$, and $\xi_0 = 1$. This covers all LTPMs that are considered in this paper except for bi-orthogonalization squared (BiOS), where the Lanczos polynomial is squared. Examples of how to choose the coefficients $\eta_l$ and $\xi_l$ are given below. Inserting in (2.11) for $\zeta$ the system matrix $A$ and multiplying by $y_n$ from the right leads to the recursion

$$
(2.12) \quad w_{n+1}^l = Aw_n^l \eta_l + w_n^l \xi_l + w_{n-1}^l(1 - \xi_l).
$$

Finally, since the overall aim is to obtain the solution of $Ax = b$, we need to define approximate solution iterates $x_n^l$. For methods that are based on the Lanczos process,
we can define iterates in two different ways: the first is by a quasiminimization of the residual over the generated Krylov subspace, which will be considered in section 3. The second is by imposing a Galerkin condition on the residual, which is discussed now. If we choose \( \gamma_n := -\alpha_n - \beta_n \), the Lanczos polynomial is also consistent (i.e., \( \rho_n(0) = 1 \)), so that the product \( \tau_l(x) \rho_n(x) \) is a residual polynomial. Thus the product vectors \( w_n = \tau_l(A) \rho_n(A) y_0 \) can play the role of residuals, and therefore we could define the iterates \( x_n \) in the following way. Starting with an arbitrary initial product iterate \( x_0 \in \mathbb{C}^N \), we assume that the initial product vector is chosen so that \( w_0 = b - Ax_0 \), and for \( n, l > 0 \) we define the product iterates by the relation \( Ax_n - b := w_n \).

A numerically more stable option is to generalize the idea of inconsistent BiOREs, called unnormalized BiOREs in [18]. There, the scaling parameters \( \gamma_n \) are used to normalize the Lanczos vectors \( y_n \) in order to avoid underflow or overflow. Since the Lanczos vectors \( y_n \) are not explicitly computed in an LTPM, we cannot base the choice of \( \gamma_n \) here on the norm of \( y_n \). However, in every LTPM, it is necessary to compute the product vectors \( w_n+1 \) (see Figures 2.1 and 2.2). Therefore, we choose here \( \gamma_n \) to normalize the product vector \( w_n+1 \), i.e.,

\[
\gamma_n := \| Aw_n - w_n \alpha_n - w_{n-1} \beta_n \|.
\]

Then, in general, the Lanczos polynomials \( \rho_n(x) \) are no longer consistent. For this reason we introduce the scalars

\[
\tilde{\rho}_n := \tau_l(0) \rho_n(0),
\]

which can be used to make the Lanczos polynomials implicitly consistent. For an arbitrary initial iterate \( x_0 \in \mathbb{C}^N \) we define the first product vector \( w_0 = b - Ax_0 \) as the corresponding residual, i.e., \( w_0 := b - Ax_0 \), using the fact that \( \tau_l(0) = \rho_n(0) = 1 = \tilde{\rho}_n \).

For \( l, n > 0 \), \( \tau_l(x) \rho_n(x) / \tilde{\rho}_n \) is consistent, so that \( w_n / \tilde{\rho}_n = \tau_l(A) \rho_n(A) y_0 / \tilde{\rho}_n \) can be interpreted as a residual corresponding to an approximation \( x_n / \tilde{\rho}_n \) for the solution of \( Ax = b \). Therefore, we define the iterates \( x_n \) and the scalars \( \tilde{\rho}_n \) by the following relation:

\[
b - A (x_n / \tilde{\rho}_n) = w_n / \tilde{\rho}_n \iff b \tilde{\rho}_n - Ax_n = w_n.
\]

From (2.15) and the recursion for the product vectors \( w_n \), we can now obtain recursions for the product iterates \( x_n \) and the scalars \( \tilde{\rho}_n \) in the following way. By (2.10) and (2.15) we have

\[
b \tilde{\rho}_{n+1} - Ax_{n+1} = w_{n+1} = (Aw_n - w_n \alpha_n - w_{n-1} \beta_n) / \gamma_n
\]

\[
= b [ -\tilde{\rho}_n \alpha_n - \tilde{\rho}_{n-1} \beta_n ] / \gamma_n + A [ w_n + x_n \alpha_n + x_{n-1} \beta_n ] / \gamma_n.
\]

Thus, it follows that

\[
x_{n+1} = -[ w_n + x_n \alpha_n + x_{n-1} \beta_n ] / \gamma_n,
\]

\[
\tilde{\rho}_{n+1} = -[ \tilde{\rho}_n \alpha_n + \tilde{\rho}_{n-1} \beta_n ] / \gamma_n.
\]

Similarly, we obtain from (2.12) and (2.15)

\[
x_{n+1} = - w_n \xi_l + x_n \xi_l + x_{n-1} (1 - \xi_l),
\]

\[
\tilde{\rho}_{n+1} = \tilde{\rho}_n \xi_l + \tilde{\rho}_{n-1} (1 - \xi_l).
\]
The horizontal update for the scalars $\hat{\rho}_n^l$ in (2.17) simplifies to $\hat{\rho}_n^{l+1} = \hat{\rho}_n^l$ if the polynomials $\tau(\zeta)$ are consistent, since then $\hat{\rho}_n^l = \hat{\rho}_n^0 = \rho_n(0)$ for all $n, l \geq 0$.

Altogether, generating the polynomials $\tau_l$ by a general, consistent three-term recurrence (2.11) leads to the general LTPM BiOxThree, which is described by the following algorithm.

**Algorithm 2.1 (BiOxThree).**

1. Choose $x_0, z_0 \in \mathbb{C}^N$; $w_0^0 = b - Ax_0^0$; $\delta_0 = \langle z_0, w_0^0 \rangle$; $\hat{\rho}_0^0 = 1$;
2. For $n = 0$ : $\text{max}$ Do;
3. \(\beta_0 = 0\); $\alpha_n = (\bar{z}_n, Aw)^n_0 / \delta_n$; $w_{n+1}^n = Aw_n^n - w_n^n \alpha_n$; $x_{n+1}^n = 0$; $\hat{\rho}_{n-1}^n = 0$;
4. Else;
5. \(\beta_n = (\bar{z}_n, Aw_{n-1}^{n-1}) / \delta_{n-1}\); $\alpha_n = ((\bar{z}_n, Aw_{n-1}^{n-1}) - (\bar{z}_n, w_{n-1}^{n-1}) \beta_n) / \delta_n$;
6. $w_{n+1}^{n+1} = Aw_n^n - w_n^n \alpha_n - w_{n-1}^{n-1} \beta_n$;
7. EndIf;
8. $\gamma_n = ||w_{n+1}^n||$; $w_{n+1}^{n+1} = w_{n+1}^n / \gamma_n$; $x_{n+1}^{n+1} = -(w_n^n + w_n^n \alpha_n + x_{n-1}^{n-1} \beta_n) / \gamma_n$;
9. $\rho_{n+1}^{n+1} = -\left(\hat{\rho}^{n+1}_n + \rho_{n-1}^{n+1} \beta_n\right) / \gamma_n$; $\delta_{n+1} = \langle \bar{z}_0, w_{n+1}^{n+1} \rangle$; If $\delta_{n+1} < \varepsilon$ Then Stop;
10. If $n > 0$ Then;
11. $w_{n+1}^{n-1} = (Aw_{n-1}^{n-1} - w_n^{n-1} \alpha_n - w_{n-1}^{n-1} \beta_n) / \gamma_n$;
12. $x_{n+1}^{n-1} = -(w_n^{n-1} + x_{n-1}^{n-1} \alpha_n + x_{n-1}^{n-1} \beta_n) / \gamma_n$; $\hat{\rho}_{n+1}^{n-1} = -\left(\hat{\rho}^{n-1}_n + \rho_{n-1}^{n-1} \beta_n\right) / \gamma_n$;
13. EndIf;
14. Compute $\eta_n, \xi_n$;
15. $w_{n+1}^{n+1} = Aw_{n+1}^n \eta_n + w_{n+1}^n \xi_n + w_{n+1}^{n-1} (1 - \xi_n)$;
16. $x_{n+1}^{n+1} = -(w_{n+1}^n \eta_n + w_{n+1}^n \xi_n + x_{n+1}^{n-1} (1 - \xi_n))$; $\hat{\rho}_{n+1}^{n+1} = \hat{\rho}_{n+1}^{n}$;
17. $w_{n+1}^n = Aw_n^n \eta_n + w_n^n \xi_n + w_n^{n-1} (1 - \xi_n)$;
18. $x_{n+1}^n = -(w_n^n \eta_n + w_n^n \xi_n + x_n^{n-1} (1 - \xi_n))$; $\rho_{n+1}^n = \rho_n^n$;
19. If $||w_{n+1}^{n+1}/\hat{\rho}_{n+1}^{n+1}|| \leq \text{tol}$ Then Stop;
20. EndFor;

Different choices for $\eta_n$ and $\xi_n$, or more general for $\tau_n(\zeta)$, lead to different LTPMs.

In the following we briefly discuss some possible choices of these polynomials, ordered by the length of the recurrence by which they are formed.

### 2.2.1. BiOSTab.

As in van der Vorst's BiCGStab [31], in BiOSTab the polynomials $\tau_l(\zeta)$ are chosen as a product of polynomials of degree 1:

\begin{equation}
\tau_0(\zeta) \equiv 1, \quad \tau_{l+1}(\zeta) = (1 + \eta_l \zeta) \tau_l(\zeta) \quad \text{for} \quad l \geq 0,
\end{equation}

where $\eta_l$ is defined by minimizing the norm of $w_{l+1}^{l+1} = w_{l+1}^l + \eta_l Aw_{l+1}^l$. Thus

\begin{equation}
||w_{l+1}^l + \eta_l Aw_{l+1}^l|| = \min_{\eta \in \mathbb{C}} ||w_{l+1}^l + \eta Aw_{l+1}^l||,
\end{equation}

which leads to

\begin{equation}
\eta_l = -\frac{\langle Aw_{l+1}^l, w_{l+1}^l \rangle}{\langle Aw_{l+1}^l, Aw_{l+1}^l \rangle}.
\end{equation}
To obtain an algorithmic description of BiOStab, we just need to leave out steps 10) to 13) in Algorithm 2.1, compute \( \eta_n \) according to (2.20), and set \( \xi_n = 1 \) for all \( n \geq 0 \). The product vectors \( w_n^l \) that are computed in BiOStab are shown in Figure 2.1.

**2.2.2. BiOStab2.** BiOStab2 is the three-term version of BiCGStab2 [17], where the polynomials \( \tau_l(\zeta) \) are defined as

\[
\begin{align*}
\tau_0(\zeta) &= 1, \\
\tau_1(\zeta) &= 1 + \eta_l \zeta, \\
\tau_l(\zeta) &= (\xi_l + \eta_l \zeta) \tau_{l-1}(\zeta) + (1 - \xi_l) \tau_{l-1}(\zeta) & \text{if } l \text{ is odd}, \\
\end{align*}
\]

In the odd steps (where \( l \) is even) \( \eta_l \) may be obtained by solving the one-dimensional minimization problem (2.19), so \( \eta_l \) is given by (2.20). If \( |\eta_l| \) is small, this choice is bad, since we do not advance in the Krylov space [28]. Then some other value should be chosen. Except for roundoff, the choice has no effect on later steps, because in the even steps (where \( l \) is odd) \( \xi_l \) and \( \eta_l \) are determined by solving the two-dimensional minimization problem:

\[
\begin{align*}
\| w_{l+1}^{l-1} + (w_{l+1}^{l-1} - w_{l+1}^{l-2}) \xi_l + Aw_{l+1}^{l-1} \eta_l \| \\
&= \min_{\xi_l, \eta_l \in C} \| w_{l+1}^{l-1} + (w_{l+1}^{l-1} - w_{l+1}^{l-2}) \xi + Aw_{l+1}^{l-1} \eta \|.
\end{align*}
\]

Introducing the matrix \( B_{l+1} := \begin{bmatrix} w_{l+1}^{l-1} & Aw_{l+1}^{l-1} \end{bmatrix} \), we can write (2.22) as the least-squares problem

\[
\| w_{l+1}^{l-1} + B_{l+1} \begin{bmatrix} \xi_l \\ \eta_l \end{bmatrix} \| = \min_{\xi_l, \eta_l \in C} \| w_{l+1}^{l-1} + B_{l+1} \begin{bmatrix} \xi \\ \eta \end{bmatrix} \|.
\]

Therefore, \( \xi_l \) and \( \eta_l \) can be computed as the solution of the corresponding normal equations:

\[
\begin{bmatrix} \xi_l \\ \eta_l \end{bmatrix} = - (B_{l+1}^H B_{l+1})^{-1} B_{l+1}^H w_{l+1}^{l-1}.
\]

For the algorithmic description of BiOStab2, we only need to leave out steps 10) to 13) in Algorithm 2.1 if \( n \) is even. In this case we use \( \xi_n = 1 \), and \( \eta_n \) can be chosen freely, for example, according to (2.20) if \( |\eta_l| \) is not too small. For \( n \) odd, \( \eta_n \) and \( \xi_n \) are computed according to (2.23). The \( w \)-table for BiOStab2 is also depicted in Figure 2.1.
2.2.3. BiOxThree (BiOxMR2, BiOxCheb). These LTPMs use polynomials \( \tau_l(\zeta) \) that are generated by the consistent three-term recursion (2.11) in every step after the first initialization step. The BiOxMR2 method, which was introduced by the second author in a talk in Oberwolfach in April 1994 and was also independently found by Cao [6] and, in an equivalent form, by Zhang [34], determines the coefficients \( \eta_n \) and \( \xi_n \) in every step by the solution of the two-dimensional minimization problem (2.22) except for the very first step, where the one-dimensional minimization in (2.19) is performed. Thus this method consists of a product of the BiO process with one for a two-dimensional minimization of the residual (MR2), which is indicated by the name BiOxMR2.

Moreover, shifted and scaled Chebyshev polynomials can be generated by a recurrence like (2.11). After acquiring some information about the spectrum of the system matrix \( A \), for example, by performing some BiOxMR2 iterations, one can then also use as polynomials \( \tau_l(\zeta) \) the scaled and shifted Chebyshev polynomials that correspond to an ellipse surrounding the estimated spectrum [22], [23]. This leads to a combination of the Lanczos process with the Chebyshev method, which we name BiOxCheb [25].

Algorithm 2.1 describes both methods if in step 14) the computation of \( \eta_n \) and \( \xi_n \) is adapted as outlined above. The product vectors that need to be computed are again shown in Figure 2.1.

2.2.4. BiOS. In BiOS the Lanczos polynomial is squared by the choice \( \tau_l(\zeta) = \rho_l(\zeta) \). The vectors \( \tilde{z}_n = \tau_n(A^H)\tilde{z}_0 = \tilde{p}_n(A^H)\tilde{y}_0 = \tilde{y}_n \) are then exactly the left Lanczos vectors, so that now \( y_n \perp L_n \) as well as \( \tilde{z}_n \perp K_n \) is fulfilled. For this reason the computation of the coefficients \( \alpha_n \) in (2.9) simplifies to

\[
\alpha_n = \frac{\langle \tilde{z}_0, Aw_n^l \rangle}{\langle \tilde{z}_0, w_n^l \rangle},
\]

and the \( w \)-table becomes symmetric, i.e., \( w_n^l = w_n^l \).

For an algorithmic description of BiOS we have to change step 6) in Algorithm 2.1 to

\[
6') \quad w_n^{l+1} = (Aw_n^l - w_n^l \alpha_n - w_n^{l-1} \beta_n) / \gamma_n,
\]

where we exploit the symmetry of the \( w \)-table. Further, we have to replace steps 14) to 18) by

\[
14') \quad w_n^{l+1} = (Aw_n^l - w_n^{l+1} \alpha_n - w_n^{l-1} \beta_n) / \gamma_n,
\]

\[
15') \quad x_n^{l+1} = - (w_n^{l+1} + x_n^{l+1} \alpha_n + x_n^{l-1} \beta_n) / \gamma_n,
\]

\[
16') \quad \tilde{\rho}_n^{l+1} = - (\tilde{\rho}_n^{l+1} \alpha_n + \tilde{\rho}_n^{l-1} \beta_n) / \gamma_n.
\]

The movement of BiOS in the \( w \)-table is illustrated in Figure 2.2.

3. QMR solution approach.

3.1. Key ingredients. The QMR approach [15], [13] relies on a basis for the Krylov space \( K_m \) and its image under an application of the system matrix. Since in any LTPM the product vectors \( w_n^l \) on the staircase \( \{w_n^l: l = n \lor l = n - 1\} \) of the \( w \)-table are computed (compare Figure 2.1 and Figure 2.2), it is natural to use these product vectors as a basis of \( K_m \). Grouping them together as the columns of a matrix
leads to

\[
W_{2n+1} := [w^0_n, w^1_n, \ldots, w^{n-1}_n, w^n_n] \quad \text{for } n \geq 0,
\]

\[
W_{2n} := [w^0_n, w^0_1, \ldots, w^{n-1}_n] \quad \text{for } n \geq 1.
\]

Then the columns of \( W_n \) are a basis for \( \mathcal{K}_m \). It remains to express the product of these basis vectors with the system matrix \( A \) as a linear combination of themselves.

Let us first consider the case where the polynomials are generated by the normalized three-term recurrence (2.11), so that the horizontal recurrence for the product vectors is given by (2.12). From (2.10) with \( l = n \) we obtain

\[
Aw^n_n = w^n_{n+1}\gamma_n + w^n_n\alpha_n + w^{n-1}_n\beta_n.
\]

Note that the product vector \( w^n_{n-1} \) is not located on the staircase, but using the recurrence (2.12) for \( n = n - 1 \) and \( l = n - 1 \) leads to

\[
w^n_{n-1} = Aw^{n-1}_{n-1}\eta_{n-1} + w^{n-1}_{n-1}\xi_{n-1} + w^{n-2}_{n-1}(1 - \xi_{n-1}).
\]

Inserting (3.3) into (3.2) results in

\[
A \left( w^n_n - w^{n-1}_n\beta_n\eta_{n-1} \right)
= w^n_{n+1}\gamma_n + w^n_n\alpha_n + w^{n-1}_n\beta_n\xi_{n-1} + w^{n-2}_n\beta_n(1 - \xi_{n-1}).
\]

On the other hand, from (2.12) for \( n = n + 1 \) and \( l = n \) we get

\[
Aw^n_{n+1} = \left( w^{n+1}_{n+1} - w^n_{n+1}\xi_n - w^{n-1}_{n+1}(1 - \xi_n) \right) / \eta_n.
\]

Again, \( w^{n-1}_{n+1} \) is not located on the diagonal staircase, so we need to use (2.10) for \( l = n - 1 \) to replace it by \( (Aw^{n-1}_n - w^{n-1}_n\alpha_n - w^{n-1}_n\beta_n)/\gamma_n \), which yields

\[
A \left( w^{n+1}_{n+1} + w^{n-1}_n\frac{(1 - \xi_n)}{\eta_n\gamma_n} \right)
= w^{n+1}_{n+1} / \eta_n - w^n_{n+1} / \eta_n + w^{n-1}_n\alpha_n(1 - \xi_n) / \eta_n\gamma_n + w^{n-1}_n\beta_n(1 - \xi_n) / \eta_n\gamma_n.
\]
If we arrange the coefficients on the left-hand side of (3.4) and (3.6) in an upper triangular matrix $F_m$ of size $m \times m$ and the coefficients on the right-hand side of (3.4) and (3.6) in a Hessenberg matrix $\tilde{H}_{m+1,m}$ of size $(m+1) \times m$, i.e.,

$$F_m := \begin{bmatrix} 1 & 0 & -\beta_1 \eta_0 \\ 1 & 0 & * \\ & \ddots & \ddots \\ & & 1 & \eta_0 \end{bmatrix}, \quad \tilde{H}_{m+1,m} := \begin{bmatrix} \alpha_0 & 0 & * & * \\ \gamma_0 & 0 & * & * \\ & \ddots & \ddots & \ddots \\ & & \ddots & \ddots \end{bmatrix},$$

(3.7) where the asterisks denote nonzero entries given by (3.4) and (3.6), we can write (3.4) and (3.6) in the following compact form:

$$AV_m := AW_m F_m = W_{m+1} \tilde{H}_{m+1,m},$$

(3.8) where

$$[v_1, \ldots, v_m] := V_m := W_m F_m$$

is another set of basis vectors for $K_m$.

For BiOS, where $\tau_l(\zeta) = \rho_l(\zeta)$, the horizontal recurrence (2.12) is replaced by

$$w_{l+1} = (Aw_l - w_l \alpha_l - w_l^{-1} \beta_l) / \gamma_l.$$  

(3.10) In this case we obtain the recursions

$$A \left( w_n - w_{n-1} \frac{\beta_n}{\gamma_{n-1}} \right) = w_n^+ \gamma_n - w_n^0 \alpha_n - w_n^{-1} \frac{\beta_n \alpha_{n-1}}{\gamma_{n-1}} - w_n^{-1} \frac{\beta_n \beta_{n-1}}{\gamma_{n-1}},$$

$$A \left( w_{n+1} - w_n^{-1} \frac{\beta_n}{\gamma_n} \right) = w_n^+ \gamma_n + w_{n+1}^0 \alpha_n - w_n^{-1} \frac{\alpha_n \beta_n}{\gamma_n} - w_n^{-1} \frac{\beta_n^2}{\gamma_n},$$

(3.11) which can also be written in the compact form (3.8) with different matrices $F_m$ and $\tilde{H}_{m+1,m}$ that have the same nonzero structure as those in (3.7).

It is tempting to multiply (3.8) from the right by the easily computable inverse $F^{-1}$ to get

$$AW_m = W_{m+1} \tilde{H}_{m+1,m} F_m^{-1} := W_{m+1} \tilde{H}_{m+1,m}.$$  

(3.12) However, $\tilde{H}_{m+1,m}$ will be a nearly full Hessenberg matrix. Since we are interested in short-term recurrences for the QMR iterates, we will base the QMR approach on the relation (3.8). Nevertheless, we would like to mention that the relation (3.12) can
be applied to obtain an estimate for the spectrum of the system matrix $A$ from the eigenvalues of $H_{m,m}$, which could be used in BiOxCheb to construct the Manteuffel ellipse. For this purpose even better estimates of the spectrum can be obtained by extending the approach of computing the roots of the $B$-orthogonal polynomials, as proposed in [1], to LTPMs. For this, also, the matrix $H_{m,m}$ is needed [25].

With the relation (3.8) at hand, the QMR iterates can be derived in a standard way [15]. If $x_0 \in \mathbb{C}^N$ denotes an arbitrary initial approximation of $A^{-1}b$, the iterates in a Krylov subspace method can be written for some $q_m \in \mathcal{K}_m$ and some $u_m \in \mathbb{C}^m$ as

$$x_m = x_0 + q_m = x_0 + V_m u_m,$$

(3.13)

since the columns of $V_m$ form a basis of $\mathcal{K}_m$. Under the assumption that the first product vector is defined by $w^0_0 = b - Ax_0 = r_0$, we conclude from (3.13) by using (3.8) that

$$r_m = b - Ax_m = W_{m+1} \Omega^{-1}_{m+1} \left( \omega_0 \epsilon_1^{(m+1)} - \Omega_{m+1} \tilde{H}_{m+1,m} u_m \right),$$

(3.14)

with $\epsilon_1^{(m+1)} := (1, 0, \ldots, 0)^T \in \mathbb{C}^{m+1}$ and a scaling matrix

$$\Omega_{m+1} = \text{diag} (\omega_0, \ldots, \omega_m); \quad \omega_k := \begin{cases} \|w_{k/2}\| & \text{if } k \text{ is even}, \\ \|w_{(k-1)/2}\| & \text{if } k \text{ is odd}, \end{cases}$$

which is used to normalize the columns of $W_{m+1}$. Instead of minimizing $\|r_m\|$, which would be expensive, the QMR approach consists of quasi-minimizing the residual by determining $u_m$ as the solution of

$$\|\omega_0 \epsilon_1^{(m+1)} - H_{m+1,m} u_m \| = \min_{u \in \mathbb{C}^m} \|\omega_0 \epsilon_1^{(m+1)} - H_{m+1,m} u\|,$$

(3.15)

where we introduced $H_{m+1,m} := \Omega_{m+1} \tilde{H}_{m+1,m}$. The least-squares problem (3.15) is solved in a standard way by using a QR decomposition of $H_{m+1,m}$,

$$H_{m+1,m} = Q^H_{m+1} R_{m+1,m} =: Q^H_{m+1} \begin{bmatrix} R_m & 0 \end{bmatrix}.$$

(3.16)

This leads to the solution

$$u_m = R_m^{-1} [I_m | 0] Q_{m+1} \omega_0 \epsilon_1^{(m+1)}.$$

(3.17)

### 3.2. QMR updates.

It now remains to show that the iterates in (3.13) can be updated by a short-term recurrence. Combining (3.13) with (3.17) yields

$$x_m = x_0 + V_m R_m^{-1} [I_m | 0] Q_{m+1} \omega_0 \epsilon_1^{(m+1)}$$

$$= x_0 + P_m [I_m | 0] Q_{m+1} \omega_0 \epsilon_1^{(m+1)},$$

(3.18)

---

$^2$For any Hermitian matrix $B \in \mathbb{C}^{N \times N}$, $B$-orthogonal means orthogonal with respect to the inner product $(B \cdot, \cdot)$. 
where we introduced the new direction vectors

\[(3.19) \quad [p_1, \ldots, p_m] := P_m := \mathcal{V}_m R_m^{-1}.\]

Since \(H_{m+1,m}\) is an upper Hessenberg matrix, we note that the QR decomposition \((3.16)\) can be computed by \(m\) Givens rotations. In particular, the QR decomposition \((3.16)\) for \(m\) can be easily updated from the one for \(m - 1\) by applying all previous \(m - 1\) Givens rotations and one additionally calculated Givens rotation \(G_m\) to the last column of \(H_{m+1,m}\). Since \(H_{m+1,m} = \Omega_{m+1} \tilde{H}_{m+1,m}\) has upper bandwidth 3 (see \((3.7)\)), \(R_m\) in \((3.16)\) has at most upper bandwidth 4. Therefore, the last column of \(R_m\) is of the form \([0, \ldots, 0, \mu_{m-3}, \mu_{m-2}, \mu_{m-1}, \mu_m]^T\). Thus, rewriting \((3.19)\) as \(P_m R_m = \mathcal{V}_m\), it follows that the new direction vector \(p_m\) can be updated by the five-term recurrence

\[(3.20) \quad p_m = \left(v_m - p_{m-1}^{(m)}\right) / \mu_m^{(m)}\]

after \(v_m\) is computed from the product vectors by the two-term recurrence \((3.9)\).

Since \(Q_{m+1}\) is the product of the newly calculated Givens rotation \(G_m\) with \([Q_m \ 0 \ 0]^T\), the first \(m - 1\) components of the right-hand side \(Q_{m+1} \omega_0 e_1^{(m+1)}\) in \((3.18)\) remain unchanged from step \(m - 1\) to step \(m\). In particular, we have

\[\left[(t^{(m)})^T, \pi_{m+1}\right]^T := Q_{m+1} \omega_0 e_1^{(m+1)} = G_m \left[(Q_m \omega_0 e_1^{(m)})^T, 0\right]^T = \left[(t^{(m-1)})^T, \pi_m, \pi_{m+1}\right]^T.\]

Therefore, we can split the update formula \((3.18)\) into an old and a new part:

\[(3.21) \quad x_m = x_0 + P_m t^{(m)} = x_0 + P_{m-1} t^{(m-1)} + p_m \pi_m = x_{m-1} + p_m \pi_{m+1}.\]

### 3.3. QMR smoothing property

We now want to relate the residuals corresponding to the QMR version of an LTPM, denoted by \(r_k^{QMR}\), to the residuals corresponding to the iterates of the same LTPM that are defined by relation \((2.15)\), i.e., \(r_k^{\text{LTPM}} = w_n^l / \hat{\rho}_n^l\) with \(k = n + l\) and \(l \in \{n - 1, n\}\). We follow the approach of Zhou and Walker [35]. To simplify our notation, we define

\[\Lambda_{m+1} := \text{diag}(\lambda_0, \ldots, \lambda_m), \text{ with } \lambda_k := \begin{cases} \hat{\rho}_{k/2}^{k/2} & \text{if } k \text{ is even}, \\ \hat{\rho}_{(k-1)/2}^{-1/2} & \text{if } k \text{ is odd}. \end{cases}\]

Since \(r_k^{\text{LTPM}} \in \mathcal{K}_{k+1}\) we observe that \(r_k^{\text{LTPM}} - r_{k-1}^{\text{LTPM}} = A s_k\) for some \(s_k \in \mathcal{K}_k\). This leads to the relation

\[(3.22) \quad A S_m = W_{m+1} \Lambda_{m+1}^{-1} \tilde{H}_{m+1,m},\]

with

\[S_m := [s_1, \ldots, s_m], \quad \tilde{H}_{m+1,m} := \begin{bmatrix} 1 & 1 & & \\ -1 & 1 & & \\ & & \ddots & \\ & & & \end{bmatrix}.\]

Since the columns of \(S_m\) also form a basis of \(\mathcal{K}_m\), we can now write the QMR iterates as \(x_m^{QMR} = x_0 + S_m \hat{u}\), for some \(\hat{u} \in \mathbb{C}^m\). Thus, we have by \((3.22)\)

\[(3.23) \quad r_m^{QMR} = r_0 - A S_m \hat{u} = W_{m+1} \Omega_{m+1}^{-1} \left(\Lambda_{m+1}^{-1} \left(\omega_0 e_1^{(m+1)} - \Omega_{m+1} \tilde{H}_{m+1,m} \hat{u}\right)\right).\]
By comparing this with (3.14) and (3.15) it follows that \( \hat{u} \) is the solution of

\[
\min_{u \in \mathbb{C}^m} \| \Lambda_{m+1}^{-1} \left( \omega_0 c_1^{(m+1)} - \Omega_{m+1} \hat{H}_{m+1,m} u \right) \| := \sigma_m^2.
\]

To solve the least-squares problem (3.24) we perform the change of variables \( \tilde{u} := [u_0, \ldots, u_m]^T := c_1^{(m+1)} - \hat{H}_{m+1,m} u \). This leads to

\[
\sigma_m^2 = \min_{\tilde{u}_i = 1} \sum_{i=0}^m \left( \frac{\omega_i}{\lambda_i} \right)^2 \tilde{u}_i^2,
\]

which has for \( i = 0, 1, \ldots, m \) the solution

\[
\tilde{u}_i = \frac{\left( \frac{\omega_i}{\lambda_i} \right)^2}{\sum_{i=0}^m \left( \frac{\omega_i}{\lambda_i} \right)^2}, \quad \text{and gives} \quad \sigma_m^2 = \frac{1}{\sum_{i=0}^m \left( \frac{\omega_i}{\lambda_i} \right)^2}.
\]

Inserting (3.25) back into (3.23) results in

\[
r_m^{QMR} = W_{m+1} \Omega_{m+1}^{-1} \left( \Lambda_{m+1}^{-1} \Omega_{m+1} \tilde{u} \right) = W_{m+1} \Lambda_{m+1}^{-1} \tilde{u}
\]

\[
= \frac{1}{\sum_{j=0}^m \left( \frac{\omega_j}{\lambda_j} \right)^2} \sum_{k=0}^m \left( \frac{\lambda_k}{\omega_k} \right)^2 r_k^{LTPM} = \frac{1}{\sum_{j=0}^m \| r_j^{LTPM} \|^2} \sum_{k=0}^m \frac{1}{\| r_k^{LTPM} \|^2} r_k^{LTPM},
\]

where we used that \( \| r_k^{LTPM} \| = \frac{\omega_k}{\lambda_k} \). It follows that the QMR residual \( r_m^{QMR} \) is a convex combination of the LTPM residuals \( r_0^{LTPM}, \ldots, r_m^{LTPM} \). From the choice of the weights we can directly understand the smoothing property, since they become small for large intermediate residuals.

As already pointed out in [35], this result gives an economical way of obtaining the QMR-LTPM iterates from the iterates and residuals of the corresponding LTPM. From (3.26) it follows that

\[
r_m^{QMR} = \frac{\sigma_m^2}{\sigma_{m-1}^2} r_m^{QMR} + \frac{\sigma_m^2}{\| r_m^{LTPM} \|^2} r_m^{LTPM},
\]

\[
x_m^{QMR} = \frac{\sigma_m^2}{\sigma_{m-1}^2} x_m^{QMR} + \frac{\sigma_m^2}{\| r_m^{LTPM} \|^2} x_m^{LTPM},
\]

where \( \sigma_m \) can be updated from the relation \( \frac{\sigma_m^2}{\sigma_{m-1}^2} + \frac{\sigma_m^2 \lambda_m^2}{\omega_m^2} = 1 \). In the next section we will compare this implementation of the QMR smoothing with the more expensive one of section 3.2, based on Givens rotations.

4. Numerical examples. For solving large real-world problems it is crucial to combine the iterative solver with preconditioning in order to accelerate the convergence, and thus to reduce the number of iterations necessary to reach a prescribed accuracy and to diminish thereby the influence of roundoff errors. On parallel computer architectures a reduction of the necessary iterations means, in addition, a decrease of the cost for global communication, which is required for the computation of inner products. For different preconditioning strategies, which are also suited for parallel computer architectures, we refer the reader to [26].
Since we aim in the following at a comparison of different iterative methods rather than of different preconditioners, we use in this section a test problem of moderate size, but without preconditioning. The test problem used in all experiments, except for the last one, is the ORSREG1 problem from the OILGEN contribution of the Harwell-Boeing Sparse Matrix Collection, for which the system matrix is real, non-Hermitian, and of order 2205 with 14,133 nonzero entries.

First we compare the LTPMs with each other. In Figure 4.1 we have plotted the recursive residual for all four LTPMs without QMR smoothing. Obviously, the convergence curve for BiOS shows large oscillations, whereas combining the Lanczos process with a local minimization already yields a much smoother convergence. BiOxMR2 is converging slightly faster than BiOStab2, which is slightly faster than BiOStab. To reduce the norm of the recursive residual below $10^{-8}$, BiOxMR2 needs about 50 fewer iterations than BiOStab. Because of the oscillating behavior of BiOS, it is hard to compare this LTPM speedwise with the other ones. For example, if we chose as stopping criterion a relative reduction of the recursive residual norm below $10^{-6}$, BiOS would win.

Figure 4.2 shows the recursive residual convergence curves for all LTPMs combined now with the QMR smoothing. Here we used the work-saving QMR implementation (3.27) of section 3.3, which we will call in the following Zhou–Walker QMR. The smoothing effect of QMR is clearly demonstrated, especially for BiOS, which is now better compared to the other methods. It may appear redundant to combine the local minimization in BiOxMR2, BiOStab, and BiOStab2 with a global quasiminimization. However, the main purpose of the local minimization is only to extend the Krylov space in a stable way (see the last example below), as long as no look-ahead is needed.

In Figure 4.3 we have plotted the norm of the true residual for all LTPMs without QMR smoothing. All methods start to stagnate, at least after 250 iterations. BiOS starts to stagnate first, with a residual norm of about $10^{-2}$, whereas all the other methods reduce the residual to $10^{-6}$. This shows clearly the sensitivity of BiOS to roundoff errors. For BiOS, look-ahead is really important [19].
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Fig. 4.2. The recursive residual norm history (i.e., log(∥r_n∥) vs. iteration number n) for the ORSREG1 problem solved by different LTPMs combined with Zhou–Walker QMR smoothing.

Fig. 4.3. The true residual norm history (i.e., log(∥r_n∥) vs. iteration number n) for the ORSREG1 problem solved by different LTPMs.

The results for the QMR approach outlined in section 3.2 and in the following Freund–Nachtigal QMR are shown in Figure 4.4. In this QMR approach neither the residual vectors nor their norm is explicitly generated. Instead of using the standard bound for the residual involving the scalars s_k from the Givens rotations [15, eq. (4.11)], we computed in this case the true residual. Except for BiOS, the norm of the true residual can now be reduced to $10^{-8}$ with this approach.

The direct implementation of the Zhou–Walker QMR smoothing according to (3.27) is based on the recursive residual. As soon as the recursive residual drifts apart from the true residual, the same also happens for the Zhou–Walker QMR residual.
This is also demonstrated in Figure 4.5, where we compare for BiOxMR2 the norm of the true residual of the Freund–Nachtigal QMR with the one from the Zhou–Walker QMR. The more stable implementation of the Zhou–Walker QMR, as proposed in [35], would require here a further multiplication with the system matrix, since \( A(x_k - x_{k-1}) \) is not directly available from the algorithm because of the use of the Lanczos three-term recurrences.

As indicated above, a main purpose of the local minimization in an LTPM is to extend the Krylov space in a reliable way. However, if \( \eta_l \) computed by the local minimization becomes small, this is no longer true. This is more likely to happen in
BiOStab and in the even steps of BiOStab2, where a one-dimensional minimization is performed. A simple remedy is to substitute $\eta_l$ by 1. For the FS7601 problem from the Harwell-Boeing collection, for example, in nearly every even step of BiOStab2, the computed $\eta_l$ from the one-dimensional minimization is less than $\varepsilon^{1/4}$. Replacing $\eta_l$ by 1 in this case leads to high oscillations in the residual norm, as shown in Figure 4.6. Of course, these oscillations disappear when QMR is applied, and so this stabilization even reduces the necessary number of iterations.

5. Conclusions. Starting from the one-sided Lanczos bi-orthogonalization process, we systematically derived LTPMs that are based on three-term recurrences. Introducing the notation of product vectors $w^l_n$ and arranging them in a $w$-table helps to visualize these different methods. Every LTPM computes certain elements of the $w$-table by moving from the upper left corner downwards to the right. The vertical movement is based on the Lanczos process, whereas for the horizontal movement, the recurrence relation for $\tau_l(\zeta)$ is used.

Squaring the Lanczos polynomial, as in BiOS, leads to the known amplification of the very irregular convergence behavior of the Lanczos process. On the other hand, combining the Lanczos process with a local minimization already yields a much smoother convergence. In general, the convergence speed of these methods is comparable. However, the less smooth converging methods are more sensitive to roundoff errors, which may cause slower convergence, and in particular, the true residual, to deviate earlier from the recursive one. This is especially true for BiOS.

Furthermore, we combined these LTPMs with a QMR smoothing technique that can be implemented in two different ways. The approach due to Zhou and Walker requires less work; however, if the recursive residual is drifting apart from the true residual, then the same will happen for the smoothed residuals. Because of our use of three-term recurrences, the difference of two iterates multiplied by the system matrix is not available in the algorithm, so the more stable version of this QMR smoothing, as proposed in [35], would require an additional matrix–vector multiplication. With the
implementation of the QMR smoothing similar to Freund and Nachtigal [15], these problems do not appear. Except for BiOS, it is in most cases possible to reduce even the true residual below the required tolerance. This also shows how susceptible BiOS is to roundoff errors.

To stabilize the vertical movement, look-ahead procedures for the Lanczos process can be applied [19]. The $w$-table is then a very important tool for minimizing the overhead of matrix-vector multiplications for these procedures.

To stabilize the horizontal movement, i.e., to avoid a small $\eta_l$, a higher-dimensional local minimization could be applied, as in BiCGStab($\ell$). However, for $\ell > 2$, this becomes more expensive. Here the use of the quasi-minimization technique introduces some flexibility in the underlying algorithm. Then we need not constrain the basic product algorithm to generate a residual polynomial with a small norm, because presumably the quasi-minimization step will handle that. We can rather concentrate on the Krylov space in a stable way, for example, by just replacing $\eta_l$ by 1 if it becomes small.

Of course, this raises the question of what the best choice for the polynomial $\tau_l(\zeta)$ would be. This leads to optimal iteration polynomials of hybrid methods, like Chebychev, or $L^2$-optimal polynomials. However, this choice would require a good estimate for the spectrum of the system matrix. Further work in this direction will be published elsewhere. We are also in the process of developing look-ahead procedures for LTPMs that are based on the more stable coupled two-term recurrences.
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