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Abstract

Numerical simulations, optimisation problems, statistical analysis and
computer graphics are only a few examples from the wide range of real-life
applications which rely on solving large systems of linear equations. The
best classical methods can approximate the solution of sparse systems
in time O(v/Nk), where N denotes the number of unknowns and & its
condition number. In 2009, A. Harrow, A. Hassidim and S. Lloyd (HHL)
proposed a quantum algorithm with a running time of poly(log N, ) under
the assumptions of the availability of efficient methods for loading the
data, Hamiltonian simulation and extracting the solution. This thesis
presents implementations for the missing oracles and analyzes the overall
performance of the algorithm. A complete implementation of the HHL
algorithm running in poly(log N, k) is given for the case of a special class of
tri-diagonal symmetric matrices arising from Finite Difference methods for
two-point Boundary Value Problems. Full analyses of the mathematical
approximations obtained and the circuit depths are also included.
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1 Introduction

Systems of linear equations arise naturally in many real-life applications in a
wide range of areas. An interdisciplinary example is the study of the flow of
some quantity through a network. It can be the flow of traffic in a grid of
city streets, the current flow through electrical circuits, or the distribution of
products from manufacturers to consumers through a network of wholesalers
and retailers. In particular, symmetric matrices arise more often in applications
than any other major class of matrices[d4], Chapter-7], as it occurs in many cases
with the solution of Partial Differential Equations. Another practical application
involving a system associated to a symmetric matrix is the analysis of the images
from a satellite. An effective method to suppress redundant information and
provide in one or two composite images most of the information is the Principal
Component Analysis, which tries to find a linear combination of the images.
The size of the systems arising from these type of situations is usually very
large. However, even the best classical general purpose method, the conjugate
gradient, has a runtime complexity of O(N sk log(1/¢)), where N denotes the size
of the system, s the maximum number of non-zero entries in a row or column,
k the condition number and € the precision [33]. Therefore, areas where the
amount of data to be processed is growing need faster methods.

A promising aspirant to this end is Quantum Computing. At the time of
writing, there is a big gap between the theory and the existing hardware. The
technology needed for quantum computations is still in its infancy, although it
is already possible to run experiments in small chips. However, for small com-
putations, classical computers outperform their quantum counterparts. The
promising potential in the field of Quantum Computing lies in the computation
of large amounts of data. Nonetheless, the hope is that one day the technology
will be mature enough to run complex algorithms. In the meantime, the devel-
opment of the theory will continue so that everything is ready when that day
arrives.

This thesis had two main goals. One, to investigate from a mathematical
point of view an algorithm proposed by A. Harrow, A. Hassidim and S. Lloyd
(M) to solve systems of linear equations with a quantum computer. In contrast
with the running time of the best classical algorithm, their algorithm has a run-
ning time complexity of O(log(N)s?x?/€). The other goal of the thesis was a
practical implementation with the Qiskit open source software from IBM ([42])
Qiskit is based on Python and allows to run either local simulations, or simula-
tions on a real device. In the end, a complete implementation of the algorithm
was achieved and the mathematical results complemented with the data from
the simulations.

The structure of this thesis is as follows. Section Blis a short introduction to
quantum computing from a mathematical point of view. Section [3]is a review of
the existing work on solving systems of linear equations with a quantum com-
puter. Section [4 gives an overview of the complete algorithm. Sections [f to [§]
discuss the different stages of the algorithm: state preparation, Hamiltonian
simulation, eigenvalue inversion and observables. Finally, an overall mathe-
matical analysis is given in Section [0} and Section [T] gives some guidelines for
possible further work followed by a conclusion.



2 Axiomatic quantum computing

The aim of this section is to provide enough mathematical background for the
reader. The material presented is a combination of Sections 2-3 of [6], and
Chapter 2.1.-2.2. of [3]. The former, incorporating explanations of the basic
algorithms, is still a Mathematics paper and does not require previous knowl-
edge of Physics. The book by Nielsen and Chuang is regarded as the standard
text in the subject and encompasses both Quantum Computing and Quantum
Information.

Since interest in Quantum Computing might come from different fields, the
idea is to not assume a deep knowledge of Mathematics while giving only the
strictly necessary definitions. The structure is as follows. Section [2.1] presents
the tools from linear algebra, then Section [2.2] introduces the basic elements of
quantum computing as mathematical entities, and Section is dedicated to
quantum measurements. The notation adopted to denote vectors and operators
throughout this work is that of Quantum Mechanics, as it is conventional in
Quantum Computing. Thus, |v) will denote a vector in a vector space. In this
field it is also common to start counting from 0 and this convention has been
preserved even in the mathematical definitions for the sake of consistency.

2.1 Linear algebra preliminaries

We begin by defining the mathematical framework for developing the theory of
Quantum Computing. We will be interested in complex vector spaces.

Definition 2.1. Given a complex vector space C", n € N, a ket is a column
vector |v) € C™. A bra |v) € (C")* is a vector in the dual space and can be
thought as the transpose conjugate of |v).

Example 1.
1—14

Let |v) = € C*. Then its bra is given by (v| = (1 +1i, 2, %, 0).

[N}
NS

With this notation, the braket (y|z) of two vectors |z),|y) € C™ denotes
the standard inner product in C". Thus, if |z) = (z¢,%1,...,7n_1)T and |y) =
(yO: Yty -y yn—l)Ta then

Zo
T1 n—1
(o) = (v),12) = (w5, w5, v wna)| . | =D wimel, (1)
. =0
Tn—1

where for z € C, z* denotes the complex conjugate.

Definition 2.2. Given two complex vector spaces V. C C™ and W C C™,
m,n € N, with bases |eg),|e1), ....Jlem—1) and |fo), |f1), ..., | fa—1) respectively,
the tensor product V ® W is another complex vector space of dimension mn.
The tensor product space is equipped with a bilinear operation ® : V. x W —
V ® W. The vector space V ® W has basis |e;) ® |f;)Vi =0,1,..m —1,j =
0,1,...,n—1.



For a tensor product of vectors many times we will omit the ® symbol, thus
v} [w) = [v) @ [w).

Definition 2.3. Given A € C™*" B € CP*4, the Kronecker product A® B
is the matrix defined as:

apgB -+ apn—1B
aloB cee (LQnB
D=A® B= . . (2)
am-10B -+ am_1n_1B

If we choose the standard basis over the vector spaces C"**™ and CP*4, then the
bilinear operation ® of the tensor product C™*" @ CP*? is simply the Kronecker
product.

Proposition 2.1. Let A, B € C"™*"™(C, D € C"*™ be linear transformations on
C™ and C™ respectively, |u),|v) € C™, |w),|z) € C", and a,b € C. The tensor
product satisfies the following properties:

(i) (A® C)(B® D)= AB®CD.
(ir) (A® C) (ju) @ |w)) = Alu) @ C'|w).
(iti) (Ju) + [v) ® |w) = |u) @ |w) + |v) @ [w).
(iv) |u) ® (lw) + [x)) = u) @ |w) + |u) @ |z).
(v) alu) ®b|w) = ablu) ® [w).
(vi) (A2 C)' = AT & C1. (See Definition[2.d.)
The vector spaces used in quantum computing are of the form (€2)", where

(Cz)gm =C*’®---®C?> and ncN. (3)

n times

This notation is the same for operators. We now specify the basis elements and
their notation for these spaces.

Definition 2.4. The standard basis for C? is denoted by |0), = <é) and
1), = (1) . The standard basis for (62)®n, which has 2" elements, is denoted
by [0),,,[1),, ;.- 2" = 1),..



Example 1. We write explicitly the basis elements of (032)@)2 =C?®C%

1 0

|0) := |0), = [0) ®]0) = |00) = 8 ) =11y =0) @ [1) = [01) = (1) :
0 0

(4)
0 0
2)=12,=me0=10)=[]]. B=B,=pen=n1=|]
0 1

(6)

Remarks. Example [I] introduces the alternative but equivalent notations for
the basis states. Throughout this work we will switch between them accordingly
to the context and without further warning.

(i) In many cases, when n is known, the subscript is dropped and we write
|i) in place of |i), for the i'" basis state.

(ii) There are situations (namely the qubits, which will be introduced in Sec-
tion [2.2]) where it is more convenient to switch to a binary notation for the
basis states, e.g. [010) denotes [2).

The outer product in the braket notation will be a convenient way for writing
matrices and calculating products with other matrices or vectors. We now give
the definition.

Definition 2.5. Let V and W be linear subspaces of C" and C™, respectively,
where n,m € N. Let [v) € V and |w) € W. Then the outer product (Jw) (v]) :
V — W is a linear operator whose action is defined by

(lw) (v]) (Jv')) :

Definition 2.6. Let V C C",n € N, be a complex vector space. Then Iy
denotes the identity operator in V. The notation Ix,k € N will be used to
denote the identity operator in (I:Zk, i.e. the 2F x 2% identity matrix.

|w) (v|v) = (vv') [w)  for [o) € V. (7)

Remark. For k = 1 the subscript will be often dropped, therefore in this text
I = Il.

Example 2.
10 00
_ . (10 101 0 0
I'_11_<0 1)’ =100 10 ®)
0 0 01
Theorem 2.1 (Completeness relation). Let V' be a complex inner product space
and let |vg) ,|v1) , ..., [lun—1) be an orthonormal basis for V.. Then
n—1
Iy = Z |vi) (vil - )
i=0



Proof. Let |w) € V be an arbitrary vector. It can be written |w) = Zf;ol wj |v;)
for some w; € C. . Note that (v;|w) = w;, therefore

(Z ) <vi|> wh = 3l (o) Y e =) (10
O

We will be mostly interested in the equation

2k_1

L= fi) il (1)
=0

Definition 2.7. Let V be a complex vector space and A : V — V a linear
operator on V (i.e. a square matrix). A diagonal representation for A is

A=\ v (vl (12)
i=0

where the vectors |v;),0 <4 < n—1 form an orthonormal set of eigenvectors for
A with corresponding eigenvalues A;. An operator is said to be diagonalisable
if it has a diagonal representation.

Definition 2.8. Let A be a linear operator on a Hilbert space, V. Then, its
adjoint or Hermitian conjugate, A', exists and is the unique operator on V'
such that

(lo), Alw)) = (AT[v), |w)) Vo), |w) € V. (13)

The above introduces the dagger notation from quantum mechanics. Which,

in matrix representation, is no other than the transpose conjugate of a matrix:
AT = (49T,

Definition 2.9. Let A be a linear operator on a Hilbert space, V. Then A is
said to be

(i) normal when AAT = ATA,

(ii) Hermitian or self-adjoint when A = A! (a normal matrix is hermitian
iff its eigenvalues are real),

(iii) unitary when AAT = I.
The next theorem is taken from Section-2.1.7 of [3] and stated without proof.

Theorem 2.2 (Spectral decomposition). Any normal operator A on a vector
space V is diagonal with respect to some orthonormal basis for V. Conwversely,
any diagonalisable operator is normal.

We can now define functions of normal matrices.

Definition 2.10. Let A € C™*™ be a normal matrix with eigenvalues A; and
respective orthonormal eigenvectors |v;). Let f: C — C. Then

n—1

FA) =7 FA) i) (il (14)

=0



Example 2. In particular, with A as in Definition [2.10

n—1

ezAt — § 62)\7‘t
=0

The last piece of linear algebra we will need is the condition number of a
matrix associated to a linear system of equations A |x) = |b). Roughly speaking,
this quantity is the rate at which the solution, |z), will change with respect to a
change in |b). Before addressing the condition number, we will need the following
definitions which can be found in Chapter 5 from [2].

vi) (vil . (15)

Definition 2.11. The p-norm, for p > 1, of |z) € C",n € N, is defined as
1/p
n—1
lal, = (S0 faal)

Definition 2.12. A vector norm,||-||, that is defined on C? for p = m, n, induces
a matrix norm on C"™*" by setting

4| = max |A|z)|| forA € C™*",|x) € C™*1. (16)

It is called the induced matrix norm.

Remark. An equivalent definition for the induced matrix norm is given by the
expression

Al = sup 141201

S T a7

Proposition 2.2. An induced matrix norm is compatible with its underlying
vector norm in the sense that

[AT2) || < Al (18)

Now we can define the condition number. The following is taken from Chap-
ter 3 from [4], which also contains more on the topic.

Definition 2.13. The condition number of a matrix A € C"*"is defined as
K(A) = [Afl]|A7H], (19)
where ||-]| is an induced matrix norm.

The condition number depends on the choice of norm. In this report we use
the 2-norm, in which case, and for A normal, it is also defined as

DA
A = R A

Here Apmax and Apin denote the maximal and minimal eigenvalues of A respec-
tively. The following result will be useful in the error analysis of the state
preparation later in this text.

(20)

Proposition 2.3. Let A € C"*™ be a nonsingular matriz and |x),|b),|e) €
C",n € N. Then

Ja=iell .l
) < "G 2D



2.2 Building blocks of Quantum Computing

A qubit is to a quantum computer what a bit is to a classical one. In a similar
way that a computer has a register made of bits, the quantum computer has a
register made of qubits. We now define these.

Definition 2.14. Mathematically, a qubit is represented by a unitary vector
|g) € C2. Tt can be written as

lg) = «|0) + B]1), where |a)*+|°=1 and «,8€C. (22)

For the following definition we encounter something that is common from
the field of Computer Science: indexes run starting from 0.

Definition 2.15. The state of n qubits, [q),[q1) ;.- [gn-1), is a unitary
vector |¢) € C2":
[¥) = lgn-1) © -~ @ 1) © |qo) - (23)

It can be represented in the standard basis as

on_1 on_1

) = Z a;li)  where «a; € C and Z |C¥i|2 =1 (24)
i=0

i=0
The state of a register consisting of m qubits is the state of those m qubits.

Remark. It is crucial to highlight the word unitary in the definitions of qubit,
state of n qubits and state of a register. Throughout this work, whenever we
work with the state of the register at a particular stage of an algorithm, it will
always be assumed normalised.

Sometimes, however, it is more illustrative to work with C'|¢), where C is
a constant, or to omit the normalisation factors altogether. Nonetheless, the
reader should acknowledge the implicit normalisation.

When drawing a quantum circuit, wires represent qubits. In this report we
use the convention that, with the notation from Definition the bottom
wire represents |go) while the top wire is for |g,—1). Thus, for example, Eq.
is the state of the register drawn in Figure [T}

|Qn—1>

)
|QO>

Figure 1: Representation of a register of n qubits.

Definition 2.16. We say that n qubits are in a basis state if their state
[¢) = Zfialozi |i) is such that 3k : |ax| = 1,0, = 0 Vi # k. Otherwise, we
say that they are in a superposition.

Furthermore, any linear combination ), c |1;) is said to be a superposi-

tion of the states |¢;) with amplitude «; for the state |¢;).

10



Definition 2.17. A quantum state |[¢)) € C?" is decomposable if it can be
expressed as a tensor product |¢1) ® -+ @ [¢)) of k > 2 quantum states on
ni,...,Ng qubits respectively, with the property that ny + ... + ngx = n.

Definition 2.18. Let n,k € N. A quantum state [1)) € C?" is a product state
if it is decomposable into the tensor product of n single-qubit quantum states.
Otherwise, it is entangled.

Quantum gates are the counterpart of logical gates in a classical computer.
They must satisfy certain conditions to abide by the laws of quantum mechanics,
which state that the evolution of quantum systems is described by unitary op-
erators. Remarkably, this means that the possible operations on qubits will be
reversible, which could have boded dubious any computational speed up from
this field already from the beginning. Fortunately, C. H. Bennett showed in
1973 in [5] that it is possible to make any computation reversible, and that it is
possible to do so with only a polynomial overhead in time and space.

Theorem 2.3 (Bennett, 1973). For every standard one-tape Tuning machine
S, there exists a three-tape reversible, deterministic Turing machine R such that
if I and P are strings on the alphabet of S, containing no embedded blanks, then
S halts on I if and only if R halts on (I;B; B), and S : I — P if and only if
R:(I;B;B) — (I; B; P).

Furthermore, if S has f control states, N quintuples and a tape alphabet of
z letters, including the blank, R will have 2f + 2N + 4 states. 4N + 2z + 3
quadruples and tape alphabets of z, N + 1, and z letters, respectively. Finally.
if in a particular computation S requires v steps and uses s squares of tape,
producing an output of length X\, then R will require 4v + 4\ + 5 steps, and use
s, v+ 1, and A+ 2 squares on its three tapes, respectively. (Where v >> s, the
total space requirement can be reduced to less than 2,/vs).)

We now give the formal definition for quantum gates.

Definition 2.19. A quantum gate on n qubits is a unitary matrix U €
(1:2"><2"'

|g2)
lq1) U, U, U2Uy |q2) |q1) |q0)

|q0)

Figure 2: Quantum gates on three qubits.

Operations on qubits are represented as gates, which in the circuit are drawn
as boxes, as shown in Figure ] Circuits are read from left to right, but when
writing the mathematical expression corresponding to a circuit, gates are written
from right to left. For example, in the circuit from Figure [2] U; is the first gate
to be applied on the initial state |¢) = |g2) |¢1) |90)-

Remark. Identity gates are usually omitted when drawing a circuit, and gates
on the same vertical line become a tensor product in a mathematical equation.

11



Example 3. The circuits drawn in Figure [3| are equivalent. The mathematical
expression describing their action is

(I®U)(|0)®|0)®|0)) =10) ® U |00). (25)

However, the preferred notation will be that of Figure [3a

[ — 0)

10)
10) v 0) v

(a) Unitary gate and implicit identity gate. (b) Unitary gate and identity gate.

Figure 3: Two equivalent circuits.

Of particular interest are one-qubit gates, that is unitary matrices in C2*2.

Among those, the Pauli gates and the Hadamard gate should be highlighted.

Definition 2.20. The Pauli gates are the following single-qubit gates:

X:NOT:((l) (1)); Y:(? _oi); Z:(é 01). (26)

The Pauli matrices exponentiated give rise to three important operators.

Definition 2.21. The rotation operators about the &,y and Z axes are de-
fined by the equations

Ru(0) = e i0X/2 — cos(g)[ —isin(i)X - < C_Osjfl%)g) _iSi?§§)> . (27)

N O
Ru(0) = 072 = o )1 —isin(§ )2 = (e;m Jo2) (29)

Example 4. The X or NOT gate is the quantum counterpart to the logical
NOT gate. Its action is to flip the state of a qubit:

D[R
e YO-Gom

Definition 2.22. The Hadamard gate is the one-qubit gate defined by

H= % G _11> . (32)

12



Lemma 2.4. Let o, denote the bitwise dot product. Then the action of H®™
on the n-qubit state |x), is

2" —1

n konx
H®" |z),, \/27 Z K)o - (33)

In particular, if |z), = 10),, applying H®" yields a uniform superposition of

basis states:

n’

H®™0), k)., 34
0, = o § : ) (34)
Proof. We first compute specifically the action of H on one qubit.
1 /1 1 1 1 /1
HI|0)=— =— — (|0) + 1 35
== 1) () =50)- f<|> w6

an=— (1 ) (1) =55 (L) =F5@-m. e

This can be summarised as

=

Hlay = 500+ (07 = 50w, @
Therefore, writing the binary string z := z,,_1...x120 for x; € {0,1}, one has
®@n o 1 z 1 ke,
H®" [z),, g 7 (=" 1)) = T kz::o (=" k), (38)

O

Remark. When it is clear from the context, we will write a simple dot instead
of e, to refer to the bitwise dot product, i.e. in those cases k -z =k o,, T.

The power of H®" is that further operations will be simultaneously applied
to all basis states. The following example shows this for the two-qubit case.

Example 5. Let U be a two-qubit gate. And consider the circuit from Figure[d

U

Figure 4: Two Hadamards and a two-qubit gate.
Mathematically, the effect of this circuit is

U(H ® H)(|0) ©[0)) = U

—~

5(100) +101) + [10) +]11)) (39)

Uli). (40)

I
N | =
]

&
I
=)

13



Another two important single-qubit gates are the phase gate (S) and the

/8 gate (T):
=) 7= )

The analogous quantum if logical operation is a controlled gate. The prototyp-
ical controlled operation is the CNOT or controlled-NOT gate (CX for short),
which flips the target qubit if the control qubit is |1).

Definition 2.23. The CNOT gate (CX) is a two-qubit gate with two input
qubits: the control qubit and the target qubit. Let & denote addition modulus
2, |¢) the control qubit and |t) the target qubit. Then the action of the CNOT
gate is defined as

) [t) = le) [t c) . (42)

The matrix representation is given by

CNOT = (43)

SO O
o o= O
— o O O
O = O O

And the circuit representation is shown in Figure [5] with the top line represent-
ing the control qubit and the bottom the target qubit.

g
Y

"

Figure 5: CNOT gate.

One can also define controlled operations in which the action takes place

when the control qubit is |0). This is represented by an empty circle as shown
in figure [6]

b
Figure 6: CNOT gate controlled by 0.

Multiple controls are allowed, as well as controlled multi-qubit gates. For
example, the circuit from Figure[7]is a representation of a two-qubit gate U that
will be applied on qubits |g2) and |¢1) if |go) = 0 and |g3) = 1.

|Q3> *

a2 !
U

|Q1>

o) $

Figure 7: Multi-controlled two-qubit gate.

14



Real quantum computing devices can only implement operations from a
finite set of gates. The following theorem is proved in Section 4.5.3. of [3] and it
states that we can approximate any unitary operation with a small set of gates,
provided these are well-chosen.

Definition 2.24. Let U be a unitary operation and V an approximation to U.
The approximation error is defined as

ymax (U= V)l (44)

Definition 2.25. The standard set of universal gates consists of Hadamard,
phase, controlled-NOT (CNOT), and 7/8 gates.

The following theorem explains why the standard set is called universal.

Theorem 2.5. An arbitrary single qubit gate may be approximated to an accu-
racy € using O (logQ(l/e)) gates from the standard set.

There exist other combinations of gates which as a set are universal, however
we are interested in the standard, since it is the one available in Qiskit software
from IBM ([42]) used to implement this project.

The following are the most important gate decompositions that we will use
in the upcoming sections for the gate count analyses of the different algorithms.
These are taken from Chapter 4.3. of [3].

e Toffoli: 6CNOTs +7T +2H +1S = 6:CNOTs+10 - {one-qubit gate}.

—— [T}
-+ = |7t e 7t e s}
-0~ HT {711

Figure 8: Toffoli gate and its decomposition.

e C-U: 2-CNOTs + 4 - {one-qubit gate}.

U1 (Oé)

Figure 9: One-controlled single-qubit gate and its decomposition. «, A, B and
C satisfy U = ¢ AXBXCX,ABC = I.

e C"-U: (12n—10)-CNOTs+(20n—16)-{one-qubit gate}+(n—1)-{ancilla}.



)
)
control qubitsq |cg)
)
)

|ea
L les
([ 10) B &b
) o) D g
work qubits
10) s> &b
L 10) S——D
target qubit LU |

Figure 10: Multi-controlled single-qubit gate and its decomposition for n = 5.

2.3 Measurements

Measurements are the procedure to obtain information from a quantum state.
In this case, however, there is no classical analogue. The typical explanation is
that when a person performs a measurement on a quantum state [¢)) = >, a; |},
it causes it to collapse into one of the |i) with probability |as]® (this means that
the person instead of observing the quantum state |¢)) will see |4)).

There is no good understanding yet as to why it happens or what does it
really mean. There are different interpretations, and discussions on the topic
are likely to deviate towards a more philosophical ground. Nonetheless, there
does exist a general agreement: that the mathematics used to describe this
bewildering event predict well the outcome of experiments.

Definition 2.26. A collection of measurement operators on n qubits is a
set {M,,} € C>"*2" 'm € I C N, such that its elements satisfy the completeness
equation

ZMLMm =1, (45)

Definition 2.27. A quantum measurement by a collection of measurement
operators {M,,} on n qubits is a map

{lv) € C" + (wly) =1} = {|¢) € C*" : (9]¢) = 1} (46)
that sends a quantum state on n qubits |¢) to the n-qubit state
(| M, Moy [9)

16



with probability

p(m) = (| M, My [¢)) (48)
The state from Eq. [7]is referred to as the post-measurement state with m being
the outcome of the measurement.

Remark. The completeness equation expresses the fact that the probabilities

sum up to one:
> p(m) =Y (| M}, My, [¢) = 1. (49)

m

We will refer to quantum measurements as measurements. Sometimes we are
interested in measuring only a few qubits from a quantum state. In that case
the measurement operators can be tensored with identity matrices to obtain
measurement operators in the state space. The next example illustrates the
case for one qubit measurements.

Example 6. An important example of a measurement is the measurement of

a qubit in the computational basis. This is a measurement of a single qubit

with two outcomes defined by the two measurement operators My = |0) (0| and
= |1) (1]. Suppose that we have the state

1) = @ |00) + a1 [01) + ag |10) + az [11), (50)

where )", |a,'|2 =1 and o; € C. To measure the last qubit in the compu-
tational basis we would use the collection of measurement operators {My =
I®]0) (0], M; =1®]|1)(1]}. First, we check that the completeness equation is
satisfied:

MMy = (I©10) (0)'(I@0) (0]) = (I" @ (j0) (O)") T @ [0) (O])  (51)
= (I ®10) (0])* = I ®10) (0] = Mo, (52)
MMy = (T ) Q)T ) ) = (ITe (1) 1)) T 1) 1) (53)
=) (1) =Ie1)(1] = M. (54)
Therefore,
MMy + M} My= Mo+ M; = I |0) (0] + I @ [1) (1] (55)
=T (|0) (0] +[1) (1]) = L. (56)
Then the probability of obtaining a measurement outcome of 0 is
p(0) = (| M Mo |) = (| Mo |2)) (57)
3
= (Z o <z‘) (a0 [00) + a2 [10)) (58)
i=0
= awo|* + |l (59)

Similarly, one obtains p(1) = |ay|*+|as|®. And the respective post-measurement

states are
(o)) |00> —|—O¢2|10> [e%1 |01 +043|11
— = and

Vool + Ja)? Vel + las)?

The symbol representing the measurement of one-qubit in the computational
basis is a meter, as shown in Figure

(60)
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7]
A
Figure 11: Measurement of the last qubit in the computational basis.

The measurement of one qubit plays an important role in many algorithms.
There are situations in which we use a single qubit to store whether the run of a
part of an algorithm has been successful or not. Then we measure the qubit and
decide what to do depending on the outcome. If it has been what we labelled as
success, we tell the program to proceed. Otherwise we repeat the process until
we see the flag for success.
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3 Literature review

In this section we discuss the existing literature on solving systems of linear
equations and related problems. Here we make the same division into sub-
problems that was encountered during the implementation of the algorithm and
which is followed throughout the report.

First we give an overview of the quantum algorithms to solve systems of
linear equations. Then we address state preparation, which will be needed to
load the right hand side of the equation into the quantum register. Afterwards
we discuss the literature on Hamiltonian simulation (finding a circuit whose
effect is e*4t) applied to the problem of solving systems of linear equations. The
section finishes with a review of the existing works on quantum arithmetics.

3.1 Solving systems of linear equations

The main idea came from the paper by Harrow, Hassidim and Lloyd (HHL)
[1], and much of the subsequent literature on the topic uses their algorithm as
a base and tries to improve the running time or use of resources. At the core
of the algorithm is a procedure called Quantum Phase Estimation, which is a
quantum algorithm that estimates the eigenvalues of an operator and stores
them in the register. Then, quantum arithmetics can be used to invert these
values and obtain the solution to the system. For an accuracy of €, however,
the running time of the Quantum Phase Estimation increases as O(1/e). The
total runtime complexity of the algorithm is O(log(N)s%k?/e).

In [§], the authors propose to circumvent the limits from phase estimation
by approximating the inverse of the matrix via unitaries. They propose two
methods, one more general applying to any Hamiltonian which can be efficiently
simulated and the other more efficient but applying only for sparse hamiltonians.
The improved algorithm would run in time poly(log(1/epsilon)). Their method
was used as a subroutine in a study of the HHL algorithm applied to the finite
element method for differential equations[36].

All the papers mentioned focus on sparse matrices, which are defined as
matrices with few non-zero entries. However, there are also proposals to deal
with dense matrices, such as [9].

The running time of the HHL algorithm scales with the condition number of
the matrix, which poses a problem for ill-conditioned matrix. [I0] introduces the
idea to first apply a preconditioner from the class of sparse approximate inverse
(SPAI). The reason for this class rather than an arbitrary preconditioner is
that we only have local knowledge of A and sparsity should be preserved after
precondition for the hamiltionian simulation. This class of preconditioners was
originally introduced in [31] for parallel computing.

Recently, a hybrid algorithm was proposed in [IT]. Here the register is
measured after phase estimation to obtain the eigenvalues classically and then
find a suitable circuit to perform the inversion of these values.

Finally, in the paper by Harrow, Hassidim and Lloyd, there is a proof of the
optimality of their algorithm based on complexity classes. It can be found in
Section-5 of [1].
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3.2 State preparation

Our motivation to work on this problem will be to bring the initial quantum
register into a state representing the vector |b) on the right hand side of the
equation. Nonetheless, it is a broader problem: many quantum algorithms rely
of having a procedure to prepare the initial register in a determinate state. The
problem is defined as, starting from |0), , how to obtain an target state |¢), .

One of the first proposals ([7]) was to prepare states whose amplitudes are
given by a probability distribution which is efficiently classically computable.The
idea is that if something is efficiently computable by a classical computer, one
can take the classical circuit and apply it simultaneously to the basis states.
The drawback is that there is still much work to do on performing arithmetic
operations with quantum computers.

Soklakov and Schack offer in [I2] an improvement of this method, where
the function does not need to be efficiently integrable. They part from the
assumption that there are oracles defining the state (i.e. giving the amplitudes
and phases of each basis state) and propose a state preparation algorithm similar
to [7] by approximating the state. However, it is a nontrivial assumption that
these oracles are given. But it could be applied in conjunction to an algorithm
to obtain those oracles.

In [13] they propose a method which assumes positive real amplitudes and
encoded classical information about the state. With this information and via
controlled rotations they achieve the desired quantum state. Although not being
able to efficiently prepare all states, the method will work for a family of states
where it is possible to efficiently compute a function of the amplitudes.

On the other hand, [14] proposed dividing the vector representing the state in
2-blocks and performing rotations on each block. Since these are controlled ro-
tations, it requires an exponential number of gates. Conveniently, their method
is already integrated in Qiskit ([42]) and can be readily used. Because the goal
was to solve a system of linear equations more efficiently than on a classical com-
puter, we tried to be thrifty when it came to gates and sought for an alternative
method.

Another method through rotations is proposed in [I5]. It is a more general
algorithm to transform any state |a) into |b). The idea is to apply a set of
rotations to equalise the phases, and then another set of rotations to obtain a
fixed state (say, |0)). Finally, apply the inverse operations to obtain the target
state.

In [16] they propose to split the state into even parts and use the method by
[15] to prepare a 2-qubit state. The idea is to copy the just prepared state into
the other half of the register via CNOTS. Then unitary operation to simulta-
neously transform the copied basis states of the second half of the register into
Schmidt basis states. For more than 4 qubits, it uses the same idea but relies
on being able to prepare a k-qubit state. So this paper rather than a method to
prepare an arbitrary state provides a method to decrease the number of gates.

3.3 Hamiltonian simulation

The Hamiltonian simulation problem is defined as, given an n x n Hermitian
matrix A, find a circuit whose effect is e*4*. We will need it later for the
Quantum Phase Estimation stage of the HHL algorithm (Section [4.2)).
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Mostly all approaches make a subdivision into two further problems: decom-
position into a sum of sparse Hamiltonians and recombination in the simulation.

[1I'7] propose decomposing the given matrix into a sum of one-sparse matrices
(that is, at most one non-zero entry per row and column) and then simulating
each of them. However, if two matrices do not commute then the product of
exponentials is just an approximation. So one wants to minimise the number
of one-sparse matrices used in the decomposition. The key idea to find a good
decomposition is by associating the matrix to a graph and finding a colouring,
this will be explained in more detail in Section

A very detailed description of how to simulate general 1-sparse Hamiltonians
can be found in Chapter-4 of [Ig].

On the other hand, in [T9] they part from the assumption that the simulation
of 1-sparse hamiltonians is given and instead focus on a more efficient algorithm.
They study higher order Suzuki methods and show their scaling is optimal in a
blackbox setting (i.e. not exploiting the structure of the problem). They also
give a graph-theory based algorithm to decompose the Hamiltonian into a sum
of 1-sparse which minimizes the number of black-box calls.

An approach different from Lie-Trotter-Suzuki is given by [20]. They show
how to implement a linear combination of unitaries with high probability, and
study the approximation via multi-product formulas instead of Lie-TrotterSuzuki,
since the former require less exponentials.

As to how to decompose H, [22] say that by taking the components of the sum
to be graphs whose connected components are stars translates into an improved
complexity of the simulation.

Another method is via quantum walks. For a discrete-quantum walk, a step
corresponds to a unitary operation moving amplitudes between adjacent ver-
tices. First [21] and improved in [23] by focusing on applying it to Hamiltonian
simulation assuming black-boxes for the Hamiltonian they show how to obtain
an operator which corresponds to the quantum walk of the Hamiltonian. One
of the advantages of this method is that it applies to non-sparse Hamiltonians,
although works better when sparse.

In [24] they study the trade-off between increasing the number of Trotter
steps to gain accuracy in the approximation to the exponential, and the physical
inaccuracy added from increasing the circuit depth.

3.4 Quantum arithmetics

Many quantum algorithms rely on being able to implement arithmetic functions.
A quantum circuit is, however, reversible by definition and therefore so must
be the circuits for quantum arithmetics. The price tag of these kind of circuits
is a large number of qubits to remember the intermediate results [25]. There-
fore, using traditional reversible circuits translates into obtaining very expensive
quantum circuits from an inexpensive classical algorithm.

Research on the topic focuses on reducing the auxiliary memory needed or
the number of computational steps. [26] focuses on the former and give circuits
for addition, multiplication and exponentiation. They save memory by reversing
some computations with different computations.

A useful operation is the so called analog (data as amplitudes) to digital
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(data as qubit strings) conversion and vice versa. This is, respectively,
A ‘A> and ‘)\> =, (61)
m m

where A € R and X is the m-bit string that best approximates A. The above
conversions are described in [27] and are not to be confused with [28], whose
paper gives a method to encode a smooth wave function into the amplitudes
and phases of a quantum state.

These are very useful techniques which can be widely applied to different
parts of quantum algorithms. For example, later we will use digital-to-analog
conversion in our state preparation and in the conditioned rotation of the eigen-
values. In a more recent paper [37], they show how to evaluate polynomials and
give the implementation of a few useful functions (such as trigonometric). They
adapt ideas from high-performance classical libraries to a reversible fixedpoint
domain. Their circuits were developed so that they can be added to existing
software (e.g. Quipper). The paper also gives resource analyses for each opera-
tion. Worth to mention is that there is also investigation on how to implement
elliptic curve arithmetic [38, B9 [40]. In [25], the authors propose to compute
arithmetic in the amplitudes instead, therefore reducing the number of ancilla
qubits that would be otherwise needed. Floating point quantum arithmetics is
explored in [41], where they show it is viable. They study different choices of
floating point representations in the number of qubits.

Another approach is introduced in [29] and later used in [30]. Arguing that
physical properties cannot be measured to high precision, and that it is the
reason digital computers replaced analog, they propose a digital representation
of a state. The latter means to encode the amplitudes of the state in binary in
an additional register. Some advantages of this method are that it allows for
controlled arithmetics and that operations that would not be unitary become
S0.
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4 Solving systems of linear equations with a quan-
tum computer

Let A € CV*N N € N be a Hermitian matrix (AT = A) and |x),|b) € CV be
complex vectors. The problem of solving a system of linear equations can be
described as

Alz) = |b). (62)

Let x denote the condition number of A and e the accuracy of the cal-
culated solution. For a classical computer, the best general method requires
O(N3sklog(1/e)) running time, although it returns the full solution. The HHL
is a quantum algorithm to estimate a function of |z) in time O(log(N)s?*k? log(1/€))
(Table 1 from [33]). Where, in both cases, s is the maximum number of nonzero
entries in the same row or column of A, and s denotes its condition number.
After running the HHL, the entries of the vector solution to the system, |z},
come encoded as the amplitudes of the final state of the register. Therefore one
does not have direct access to them rather to a function of it. Nevertheless, in
many situations that is what one is interested in.

From now on, assume that |x) and |b) are unit vectors. Since A is Hermitian,
it has a spectral decomposition

N-1
A= Ajlu) (ujl, Ay €R, (63)
=0

<.

where |u;) is the j'* eigenvector of A with respective eigenvalue A;. Then,

N—

H

7 ) (gl (64)
7=0

and the right hand side of can be written in the eigenbasis of A,

N-1
bjluj), b;eC. (65)
=0

<.

It is useful to keep in mind that the objective of the HHL is to exit the algorithm
with the readout register in the state

N-1
o) = A7 D) = Y AT g fuy) (66)

=0

Note that here we already have an implicit normalisation constant since we are
talking about the state of a register.

4.1 Description of the HHL

Here we give a brief outline the key steps of the algorithm, and explain them
in more detail later. The first register, |0), will be used to store a binary
representation of the eigenvalues of A. The second register, \O>nb will contain
the vector solution, and from now on, N = 2"¢. There is an extra register, for
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the ancilla qubits. These are qubits used as intermediate steps in the individual
computations, such as the decomposition of the C™ — U gate from Section
but will be ignored since they are set to |0) at the beginning of each computation
and restored back to the |0) state at the end of the individual operation.

All registers start in the |0) state at the beginning of an algorithm. In the
following description of the algorithm, we assume that all computations have
been exact.

(i) Load the data |b) € C2"". That is, perform the transformation

N-1 N—1
00, @ [0),, = 10),,, @ [B),,, = D [0),,, @5 [z, = D b [0}, [ug),
j=0 7=0
(67)
(ii) Apply Quantum Phase Estimation (QPE) with

N-1
= > e uy) (u], (68)
j=0

where ¢ will be specified later in Section From Section the register

is now in the state
N-1

bj [Aj), 1ws), (69)
7=0

(iii) Add an ancilla qubit and apply a rotation conditioned on |A;),

Zb|)\ ), (1;2|0>+;|1>>. (70)

J

(iv) Apply the inverse of QPE. If the eigenvalues are perfectly estimated, this
results (from Section in

N—-1 1 1
b (0),,, [0, ( 1= Y 0) + N 1>> : (71)

(v) Measure the last qubit in the computational basis. If the outcome is |1),
the register is in the post-measurement state

N_lb‘
S510),,, luj),, - 72
(\/Z |b|/|A|>ZAJ—|>m|>b (72)

which up to a normalisation factor corresponds to Eq. [66}

4.2 Quantum Phase Estimation (QPE)

Quantum Phase Estimation is a quantum algorithm which, given a unitary U
with eigenvector |¢), = and eigenvalue e?™  finds . We can formally define this
as follows.
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Definition 4.1. Let U € C?"*2?" be unitary and let |[¢/), € C*" be one
of its eigenvectors with respective eigenvalue €>™. The Quantum Phase
Estimation algorithm, abbreviated QPE, takes as inputs the unitary gate for
U and the state |0),, [¢),, and returns the state ‘§> 1), . Here 6 denotes a
n

binary approximation to € and the n subscript denotes it has been truncated to
n digits.

QPE(U, [0),, [¥),,) = |7) [¥),,- (73)

n

Example 7. For the HHL we will use QPE with U = e*4?, where A is the matrix

associated to the system we want to solve. In this case, for the eigenvector |“j>nb’
which has eigenvalue e*i?, it will output ‘5\]> |uj>nb. Where 5\]- represents an
ny

ny-bit binary approximation to %

The algorithm uses the inverse Quantum Fourier Transform (QFTT), which
is defined as follows.

Definition 4.2. The Quantum Fourier Transform (QFT) on N =2" n €
N, qubits is the map

N-1
1 ;T
QFTy : [z), = —= ) ™'V |y),, (74)
N ~ ;}

where |z), € C¥ is a basis state (i.e. € {0,..., N —1}). Its inverse, the inverse
Quantum Fourier Transform (QFTT), is given by the map

N-1
1 —27i &
QFTY, : [x), — Vo ey, (75)
y=0

for |z), € CV a basis state.

The full circuit for the Quantum Phase Estimation is shown in Figure
Here we analyse the action of the effect of the QPE on the quantum state after

0) { s :

QFT?

Py

U2 — UQI — - — U2”_1

Figure 12: Circuit for the Quantum Phase Estimation

loading the data from Eq. For simplicity, we do it first for one eigenvalue.
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(i) o
1 nl—l

0, [4i)n, = 57z &) (10) +11)) [us),,, - (76)
1=0
(ii) After the controlled powers of U

n;—1 1 2" —1

1 2!\ At
gz QU0) + M M) ), = 5o D e ), - (7T)
1=0 1=0

(iii) QFTT with N = 2™

ony _1

% Z ei(tAjZ—QTFlk/Z l) |k>nl |U]>nb ) (78)
k,1=0
Writing
onl_q
1 il ()i —9mk /2™
ak;‘] — ﬁ Z e[(t)\J 2 k/2 l)’ (79)
1=0
simplifies to
2711
> awylk)y, lu), (80)
k=0

If A\; can be exactly represented by n bits, then \; = k/2™ for some 0 < k <
2™ = 1. In this case, ay; = 1 and ay; = 0 for all k" # k. And would
further simplify, after relabeling k = k/2™ | to

Ky 13) 0, = Ai, 105, - (81)
Therefore, if the eigenvalues can be exactly represented,

2" —1 2m—1

QPE (€, D 10),, [ug),, | = D0 1N, ug),, - (82)
§=0 §j=0

From this analysis one can also see that on the number of qubits used for the
eigenvalues register will depend on the accuracy of the eigenvalue approximation,
consequently of the whole HHL.
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5 Polynomial state preparation

In numerous real life applications, it is required to solve a linear system of equa-
tions A |x) = |b) such that |b) is specified by a function. It is a well known result
in Mathematics that continuous functions can be approximated by polynomials.
The following theorem, stated without proof is Theorem 7.26. from [34].

Theorem 5.1 (Stone-Weierstrass). If f is a continuous complex function on
[a,b], there exists a sequence of polynomials P, such that

Jim P, (2) = f(2) (83)

uniformly on [a,b]. If f is real, the P, may be taken real.

In this section we focus on how to prepare an arbitrary state with amplitudes
given by a polynomial p: [0,1] = [—7/2,7/2] of degree d. That is, for N = 2",

N-1 ; N—1 ; 2
|b>—;p<N_1>|z> where ;p(N—l) =1 and neN.

(84)
At the moment of writing, state preparation is an open problem, and it is
believed that it is not necessarily possible to do it efficiently for the arbitrary
case. However, in the description of quantum algorithms, it is often assumed
that the required state comes from previous processes or that there is a black box
procedure for its preparation. Furthermore, it is also common in the literature
to take for granted access to the exact state. Thereby, inaccuracies deriving from
using an approximated quantum state are usually overlooked or intentionally
omitted in the error analyses of the algorithms.

This section is structured in the following manner. In Section [5.1] we ex-
plain the general technique and then give in Section the implementation of
the state preparation algorithm. In the HHL paper, which is focused on the
algorithm itself rather than the oracles for state preparation or hamiltonian
simulation, the authors choose to carry out the calculations neglecting any er-
rors from the preparation of the right hand side. Therefore, we use Section [5.3
to complete the error analyses of the HHL by adding the inaccuracies arising
from using an approximated right hand side of the equation, as well as to study
our method. Section [5.4]is then an analysis of the probability of successfully
preparing a state with our proposed circuit. This section ends with a circuit
depth analysis of the algorithm.

5.1 General rotations technique

The main technique used in our implementation is based on conditioned ro-
tations and the goal will be to implement a polynomial. We use the rotation
around the ¢ axis introduced in Definition 2:21}

e () ). e =0 )

It can also be regarded as the map

R,(20) : |0) — cos(0)]0) + sin(0) |1) . (86)
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To achieve the main goal, namely implementing a polynomial, we need to be
able to implement sums and products of variables within the amplitudes of a
quantum state. For that we will need controlled versions of the R, () gate, such
as the one showed in Figure [5.1

|90) T
0) — R, (26)]—

Figure 13: Controlled R,(6).

Proposition 5.1. A controlled R,(0) gate with control |qo) € C?, qo € {0,1},
and target |0) is the map

|40} 0) = lqo) e~**¥" |0) . (87)
Proof. We calculate the action of the circuit from Figure [5.1] explicitly:

10)10) = 10} 10}, (88)
1) |0) = [1) (cos(6) 0) + sin(6) [1)). (89)

Which can also be written in one line as
g0} [0) = |qo) (cos (qof) [0) + sin (qof) [1)) = |go) "% |0) . (90)
O

To implement products we use multi-controlled R, (6) gates, such as the one
from Figure

|k T
lq1) '
|ffn}
|0) — Ry(20) ——

Figure 14: Multi-controlled R, (6) gate.

Proposition 5.2. A multi-controlled R,(0) gate with controls |qi) , ...,|q0) € C?
and target |0) is the map

1), 10) = [g),, e Thz0 )Y |0y | (91)

where |q);, = lgx) - |@1) |g0) € € and q; € {0,1}, 0 < i < k. Here q €
{0, ..., 251 — 1} has binary representation qy,...q1qo-
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Proof. Similarly as before we calculate explicitly the action of the circuit from

Figure Since the gate will be applied only when ¢y = -+ = g, = 1, we get
|g), [0) = [1---1), (cos(8)|0) + sin(h) |1)) ifgp=--=q¢g=1, (92)
l2), 10) = [q), |0) otherwise .  (93)

Which can be also written again as

k k

l2) 4 10) = [q), (COS <9H qi> |0) + sin <9Hqi> |1>> (94)
i=0 i=0

= |g)y e (=01) |g), . (95)

[

The exponential notation is useful to understand the effect of successive
rotations. Addition can be implemented via consecutive controlled R, () gates,
as shown in calculating the effect from the circuit in Figure

l91) |90} 10) = |g1) [go) e~"290 1Y e~ 0140 |0) (96)
_ |q1) ‘q0> e~ (029091 +0190)Y \O) (97)
= |q1) lqo) (cos(- - ) [0) + sin (f2goq1 + 61q0) [1)), (98)

where qo,q1 € {0,1}.

lq1)
|20) 1
|0) —— Ry(261) Ry(202) ——

Figure 15: Two controlled R, (6) gates.

Recall that adding Hadamards at the beginning of a circuit allows to cal-
culate simultaneously an operation on all basis states. Thus, with the circuit
represented in Figure [L6| we can achieve the operation

3

0110)10) = 5 3 la)s (cos(- ) 10) +sim (Ba0a + bra0) 1)) (99)
q=0

= 2 3" 1) (cos(p(@)) [0) + sin(p(a)) 1), (100)
q=0

where p(q) = 02q0q1 +601qo is a polynomial, g, ¢1 € {0,1} and g1qo is the binary
representation of q.

5.2 Implementation

Let n, € N denote the size of the register which will contain the target state,
and N = 2™ . Here we only consider the quantum register on n; qubits that
will contain |b) and an ancilla qubit for the rotation appended at the end. The
outline of the algorithm is as follows:
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|a1) = 10) — #]
la0) = 10y — H]
0) ——— R, (261) R, (260,) | —

Figure 16: Two Hadamards before controlled R, () gates.

(i) Initialise the register in the state |0) |0).

ny |
(ii) Apply Hadamards to the first n; qubits, i.e. the operator H®™ & I. This
gives

N—-1
000, 10) = <= 3 [, 10). (101)
i=0

(iii) Apply a rotation conditioned on the |i)’s. Ideally, the state is now
;| Nl
T 2 i, (V=22 10) 4 p(0) 1)) (102)
=0

(iv) Measure the appended qubit in the computational basis. An outcome of
1 means we have the post-measurement state

N-1

1), = D 2(0) 1)y, » (103)

i=0
after dropping the ancilla qubit since after the measurement we know it is
1).

In reality, the state we can efficiently achieve in Step (iii) due to the nature of
the quantum rotation gates, is

1 N-1
—= D i)y, (cos(p(i)) 0) + sin(p(i)) [1)). (104)
i ;0 P P

Exploiting the near linearity of the sine function when the argument is close to
0, we prepare instead c|b). Then for ¢ € R small enough we have that

N-1 N-1
> sin(ep(d)) [i),, = Y epli) [i),, = ¢b) no. (105)
i=0 i=0

We first show how to do it specifically for the base case: a two-qubit state
|b) and a polynomial of degree 2. And then indicate how to generalise the
implementation for an arbitrary number of qubits and arbitrary degree of the
polynomial.

Thus, we look for the circuit for p(z) = agz?+a12+ag, where z € {0,1,2,3}
is represented by two qubits and a; € C, 0 < i < 2. In this case we have for
q; € {07 1}7

r=2qp+q and ¢ =q.
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lq1)
lq0)

So
p(z) = p(2¢1 + q0) = (4a2 + 2a1)q1 + (a2 + a1)qo + 4azq1go + ao. (106)

The rotation from Eq. can then be achieved with the circuit from Figure

= [0) 7] !
10) —— Ry(2a0) H Ry (2(4as + 2a1)) H Ry (2(az + a1)) H Ry (2(4a5)) |-

Figure 17: Circuit preparing a state with amplitudes given by the polynomial

from Eq.

For the general case, let [b), ~be an ny-qubit state and p(x) = ZLO a;zt,
a polynomial of degree d. In this context, € {0,1,...,2™ — 1} and for ¢; €

{0, 1},

np—1

T = Z 2/¢; and q]z =gqj. (107)
§=0

Substituting into p(x),

i
np—1 ny—1

d
P Z 2jqj = Zai Z quj (108)
j=0 i=0 j=0

np—1

:iai ) (ko )_1_102“]‘%- (109)

k,, _
=0 kot thn, 1= » e —1

The circuit is similar to that for the base case. Each product of g;’s deter-
mines a controlled rotation, with controls the |g;) appearing in that product
and argument determined by its coeflicient in Eq.

To summarise, the key steps of the Polynomial State Preparation algorithm
(PSP) are:

(i) Hadamards to obtain a superposition of basis states.
(ii) Controlled R, rotations to implement p(z).

(iii) Measurement of the ancilla qubit. Repeat steps (i) and (ii) until observing
[1). Then, the post-measurement state of the register on outcome 1 is |b).

We will now proceed to analyse the additional error induced in the overall
performance of the HHL from using an approximated initial state, and the
number of gates needed to implement the circuit.

5.3 Error analysis

Let ||| denote the 2-norm for the remaining of this section. The following is
Theorem 1 from [I], and it assumes efficient and accurate methods for the state
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preparation and Hamiltonian simulation. We will use |z) to denote the exact
solution to the system of linear equations and |Z) to denote the quantum state
returned by the HHL representing an approximation to the solution |z).

Theorem 5.2 (HHL). Taket = O(k/en), and let |x) and |Z) as defined above.
Then
llz) = |2 < en- (110)

Definition 5.1. We will denote by HHL(A, |b)) := |Z) the normalised state
returned by the HHL algorithm assuming exact procedures for preparing |b)
and simulating e*4*. And ey as defined in Theorem will be the accuracy of
the algorithm with these assumptions. Thus,

l[lz) — HHL(A, [b))|| < €, (111)
where |z) denotes the exact answer.

Lemma 5.3. Let ‘I;> denote the approximated state from the Polynomial State

Preparation algorithm, c the small parameter used in the procedure and x the
condition number of A. Then

H|m> _ HHL (A,

D)|| = 0 (ke + en). (112)

Corollary 5.3.1. For an overall accuracy of €, we can set the parameters in
the algorithm so that ey < €/2 and take

c< \/; (113)

For the proof of Lemma [5.3| we will need the following result.

Proposition 5.3. Let [v) € C" be unitary and ¢ € R be a small, positive real

number. Then
n—1

Z sin? (cv;) = 2 + O(c*)  for ¢ — 0. (114)
=0

Proof. The Taylor Series expansion for the sine function is given by

. 3 b
sm(x):x—g—l—a—.... (115)
Thus, for ¢ — 0,
sin® (cv;) = v + O (). (116)
Hence
n—1 n—1
Z sin? (cv;) = v+ 0 (¢*)  for e — 0. (117)
i=0 i=0

We now prove Lemma [5.3]
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Proof. Let p : [0,1] — [—7/2,7/2] be a polynomial, let n, € N, N := 2™ and

let
N-1
)=+ > ( ) (118)
=0
Finally, since quantum states are normalised, let |b) := |by) /|||bo)|| be the state
we want to prepare. Instead, what we obtain is
) = Zesnlcb)li) _ K, + 5, 0 o)

/>0 sm (cby) /D sm (cby)

where b; denotes the i*" component of the vector |b) and ¢ € R is small. After
simplifying using Proposition this expression can be rewritten as

]E>::w>+¢@, where ||} = 2+ O (c*) for ¢ — 0. (120)

The overall error taking into account the initial state approximation is given by
the quantity

ny—HHL(A,

- -1 A
b>)” = ﬁ_1 :Z;” - (HAl Bi +O(6H)> H (121)

AT D) A ) + Oen), (122)

IN

where we used the triangle inequality to derive the second line.
Expanding the first term of the right hand side of Eq. [122] gives

o) |b>
ATy \A ! HH HA wb ’A ! \A ! HH
= (a4 ) ” N 1\
Ja-tpilfa-t o) \A '
__WA1‘>H 147" %H’ [A™" [e)] (123)
[ b >H
g|HA*1\bH*HA1|~€>H*HA*1 M 1A=t el
[4=[2)] )
1A ]|

Nl

<2k [c® +0O(c")].
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The last inequality comes from the definition of the condition number written as

the ratio of the relative error in the solution to the relative error in ’I;> Namely,

A el il ol Jl 2 1 oty

]
Gl H\>H R

using and that |b) is normalised.
Combining [122] and [123] gives the bound

H|x> — HHL ( ) b>) H =0 (ke® +ep) - (124)

5.4 Success probability analysis

In Step (iv) we saw that having prepared the right initial state depends upon
obtaining a 1 after measuring the last qubit in[I04] We proceed now to study the
relation between the probability of preparing the desired state and the choice
of ¢. Thus, suppose we are in the state

N-1

\/7 Z |9),,, (cos(cp(i/N — 1)) |0) + (sin(cp(i/N — 1)) [1)). (125)
The following definition is Definition 3.6. from [32].
Definition 5.2. Let f : [0,1] — [a,b] where a,b € R. The L%norm of f is

defined as
1/2

s, = ([ 1@ar) (126)

Lemma 5.4. Let P[|1)] denote the probability of successfully preparing the state
and p: [0,1] = [—7/2,7/2] the polynomial from the state preparation. Then

P = O (Slpl3 |, )- (127)

Set ¢ as in Corollary[5.3.1 Then the number of expected repetitions of the PSP
algorithm behaves as O(k/€) for e — 0.

Proof. With the notation from Section we take the collection of measure-
ment operators

My =1I,, ®0) (0] and M =1, ®|1)(1]. (128)
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With 1) as in Eq. [125]
N—

M ) = 1N > i)y, (sin(ep(i/N — 1)) [1)). (129)
1=0

y—t

Therefore, the probability of outcome 1 on measuring the last qubit is given by

N-1
PIIL) = (6 M AL ) = = 3 sin(ep(i/N — 1) (130)
=0
02 N-1 i
=7 . p? (N L 1) +O (M =0 (c2||p\|%[20,ﬂ) . (131)

N—-1 X 1
1 N , o
R Z p <N> */0 p (z)dz = |lpliz, - (132)

Therefore, the number of expected repetitions of the state preparation algorithm
before observing |1) behaves as O(1/¢?) for ¢ — 0. Which, with ¢ = O(\/¢/k)
behaves like O(k/¢) for € — 0. O

5.5 Gate analysis

The complexity of a quantum algorithm is usually quantified in the number of
gates it requires. Let n;, and d denote, respectively, the size of the register and
the degree of the polynomial as before, and let N = 27,

We will assume d < ng. This is a reasonable assumption because we are
interested in the asymptotic growth of the number of gates in the circuit as n
increases. Since we keep the domain of the polynomial fixed, and only increase
the number of discretisation points as the size of the system grows, the degree
of the polynomial needed to approximate the function specifying |b) depends on
the accuracy desired and not on ny.

Table [1] shows the asymptotic number of CNOT gates, general single-qubit
gates and ancilla qubits needed in terms of N.

CNOTs one-qubit gates | ancilla
O(polylog(N)) | O(polylog(N)) | d—1

Table 1: Gate count for the Polynomial State Preparation algorithm.

The controlling sequences of qubits for the R, gates are given by the mono-

mials in the expansions of each of (go + ...+ qnb_l)k, 0 < k < d. Therefore, the
total number of controlled R,, where the number of control bits ranges from 0

to d, is
d -
. 1

> (%) (133

k=0
In Section 2.2] we saw that a k-controlled R, gate can be decomposed into
(k —1) ancilla qubits, (20k — 18) one-qubit gates and (12k —10) CNOTs. Since
the maximum number of controls is d, the circuit will require d — 1 extra ancilla
qubits.
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Proposition 5.4. The number of CNOTs and one-qubit gates needed grows as
O(polylog(N)), where the power in “polylog”depends on d.

Proof. We first proceed to calculate the number of one-qubit gates. We have to
count the ones arising from the controlled rotations and an extra non-controlled
R, gate. Therefore, this quantity is given by

d
1+Z<’Z’)(20( ~1)+2) Z 201<;<2021°g Nl)) (134)
k=1
= 0(p0lylog( )- (135)

Similarly, the number of CNOTs is given by

d

3 (TZ’> (12(k — 1) + 2) = O(polylog(N)). (136)

k=1
O

Finally, in from Lemmal|5.4] we know that the expected number of repetitions
of the circuit is O(k/€), where € is the desired accuracy for the complete HHL
algorithm. Therefore, Table [2] gives the expected total gate count.

CNOTs one-qubit gates ancilla
O(polylog(N)r/e) | O(polylog(N)k/e) | d—1

Table 2: Expected total gate count for the Polynomial State Preparation algo-
rithm.
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6 Hamiltonian simulation of tri-diagonal sym-
metric matrices

Let A € R?""*2™ n, € N, be a tri-diagonal symmetric matrix. That is, of the
form

o o R

, a,beR. (137)

oo o
>~ oo
L Tt OO

0

In this section we will show how to simulate e*4*, ¢ € R, when A has this
structure. These type of matrices are well studied. Their eigenvalues are given
by

o Jm
Aj =a— 2bcos (an m 1) ; (138)

with respective eigenvectors

. 1jm . 2" 4
vj—<s1n(2nb+1>,...,51n(2nb+1>>, (139)
for 1 <j <2m,

We use the method presented in [I7] for the simulation of sparse matrices
already introduced in the Literature Review section. It consists of three steps,
namely:

(i) Find a decomposition A = > H;, where each H; is a 1-sparse matrix.
(ii) Find an efficient implementation for each e*:.

(iii) Use a “Lie-Trotter”approximation to e*At.

6.1 Implementation
Decomposition into sum of 1-sparse matrices

For arbitrary matrices A, B, the equality eAt? = e4e? holds if and only if A
and B commute. Since multiples of the identity operator commute with any
other matrix, we can take the first term in our decomposition to be

a 0 0
m=|% " . (140)

N .

0 0 a

And focus for the remainder of this subsection in A — H;. Even if this is a
simple case, we can use it to illustrate the general method. Since we will have
to simulate individually each element of the decomposition, and each noncom-
muting term will add an error, we look for a decomposition keeping minimal
the number of terms while still being able to efficiently implement each e*#it.

Before explaining how to find such decomposition in general, the following
definitions will be useful.
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Definition 6.1. A graph G is a pair G = (V, E) where V is a set of vertices
and F is a (multi)set of unordered pairs of vertices. The elements of E are
called edges. We write V(G) for the set of vertices and E(G) for the set of
edges of a graph.

Definition 6.2. Let G = (V,E) be a graph with V = {vy,...,v,}. The
adjacency matrix A = A(G) is the n x n symmetric matrix defined by

_ 1 if (Ui,’l}j) ek,
tij = { 0 otherwise. (141)

In general, it is possible to view an n X n matrix A as the adjacency matrix
of a graph by taking as vertex set {1,...,n} and drawing an edge between i
and j whenever (A);; is nonzero.

Definition 6.3. A k-edge-colouring of G is alabelling f : E(G) — {1,...,k};
the labels are “colours”. A proper k-edge-colouring is a k-edge-colouring
such that edges sharing a vertex receive different colours.

Remark. Given a k-edge-colouring for G, if we colour the nonzero a;; entries
of A(G) with the colour of (v;,v;), then no colour can appear more than once
in any row nor column.

This would give a decomposition
AQ) =Y ALG), (142)

where A.(G) denotes the matrix consisting of the entries of A(G) which were
coloured in ¢ and all other entries set to 0. Furthermore, by the remark, each
A.(G) is 1-sparse.

Going back to our A— Hy, the idea now is to view it as the adjacency matrix
of a graph and find a proper edge-colouring for it. In this particular case, the
corresponding graph and two-edge-colouring are given in Figure

*—0—0 00 0

Figure 18: A two-edge-colouring for the graph A — Hj.

The H; then correspond to the adjacency matrices of the subgraphs specified
by each colour with weight b. That is,

0 b
b 0

S O
o o

Hsy = - and Hs=

o O
o o

0 b

b 0 0
An advantage of this method is that the decomposition can be found al-

gorithmically, and by Vizing’s theorem [35, Theorem 5.3.2.], the number of
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summands is < s + 1. Where s denotes the sparsity of A. More precisely the
theorem states that for a simple graph of maximum degree d a d + 1 colouring
can be efficiently found, and viewing A as an adjacency graph gives s < d.
Simulation of e/t

Here we show efficient implementations for the simulation of each term in the
sum, and give their corresponding circuit. We will start with the case A € C**4
and then extend it to higher dimensions. Thus, we have

a 0 0 0 0 b 0 0 00 0 0
0 a 0 0 b 0 0 0 00 b 0
B=lgoaol =000 | M=o o0 o0
00 0 a 00 b 0 00 0 0

Let I, denote the 2% x 2F-identity matrix. We will use the following quantum
gates:

(0 1 _ 1 0 _ cosg —ising
X = ( 1 0 )’ Ui(A) = ( 0 e ) and R, () = < —ising cosg

Computing e'it in each case yields the following circuits.

(1)

etst 0 0 0
. 0 eiat 0 0 eiat 0
iHyt __ - _ h
€ - 0 0 ezat 0 Il & ( 0 6zat > (143)

0 0 0 et

Ui lat) E Ur(at) ——

iHqt

Figure 19: Circuit for implementing e

cosbt isinbt 0 0
iH,t | @sinbt cosbt 0 0 B B
‘ N 0 0 cosbt isinbt | I ® Ry (—2bt)  (144)
0 0 isinbt cosbt
— R, (—26t) |—

Figure 20: Circuit for implementing /72t

39



1 0 0 0
; 0 cosbt isinbt 0
iHst __
¢ “ | 0 isinbt cosbt O (145)
0 0 0 1
Fany ™
LA L5
R.(—2bt)

Figure 21: Circuit for implementing e3¢,

For a general n € N and A € C2""*2™ | the circuits for H; and Hy do not change
since they correspond, respectively, to

iat 0
Iznbfl ® ( 60 emt ) and IQ"bf]_ &® Ri(_th) (146)

However, the general case for Hs will make use of a number of CNOTs polyno-
mial in np. The full circuit for it is given in Figure 22]

Cs —
Cy

Figure 22: Schematic representation of the circuit implementing e3¢ for the
general dimension case.

The circuit for each Cj-block, 1 < j < ny — 1, is shown in Figure @

P o P
% %
— R, (—2bt) —
D D
P Ja
N ©
P : Ja
N ©

Figure 23: Detailed circuit for C;.
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Approximation of e*4?
Let A and B be Hermitian operators, and ¢ be real, then the Trotter formula
[3, Theorem 4.3.] states that

GA+B)t — i (eiAt/neiBt/n)n. (147)
n—oo
Higher order approximations can be derived from this formula for simulating
/A8t We will use the following result [I8, Lemma 4.8].

Lemma 6.1 (Trotter formula.). Let H = A+ B with H, A, B Hermitian and
IAl, 1B, 1 H|| < A. Let m € N and t € R with m >t . Then

eth/m _ eiAt/2meiBt/meiAt/2m + O(At/m)3 (148)

This result combined with Eq. [I47} and with the notation from the previous
subsections, gives

GAt — i et (engt/2m€iH3t/meiH2t/2m)m. (149)
m— o0

In the next section we will analyse the relation between the error tolerance

and the choice of m. One last thing to note is that for the QPE we will need

controlled applications of all the circuits mentioned in this section. Having that

in mind, to decrease the number of gates we can instead implement

e’LHlte—ngt/Qm (engt/meiH:;t/m)m eiHQt/2m. (150)

Mathematically, and are the same, but the latter requires fewer gates.
The reason is that when drawing e*f2t/2meiHst/mgiH2t/2m 54 o circuit, we have
to build the gates from Figure then Figure and again Figure Then
to obtain the circuit for Eq. we have to repeat this construction m times.
The construction for simulating Eq. [I50] is similar, but this time the initial
composition consists only on the circuit from Figure [2I] and then Figure

6.2 Error analysis

In this subsection we will analyse the approximation we use for the Hamiltonian
simulation to give a formula for the number of Trotter steps. Later on, we will
see that the main source of error for the overall algorithm will be the inversion
of eigenvalues and not the Hamiltonian simulation.

With the notation from Section [6.1}1et

V — pifht (engt/Qmengt/mengt/Qm)m (151)

denote the approximation to the Hamiltonian simulation, and let V := e*4*. Let
||l denote the 2-norm as before, and let a,b be the coefficients of the matrix

A as in the previous subsections. Let HHL (A, |b>> denote the final state of

the algorithm assuming an exact procedure for preparing |b) and simulating V.
Then the following results hold.
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Lemma 6.2. With the notation above,

t33

b ) for t/m — 0. (152)

2m?

Ir-1=o

Corollary 6.2.1. Let €4 denote the target tolerance for the Hamiltonian sim-
ulation procedure, then we need to choose

[t3b3
— 1
m > % ( 53)

Lemma 6.3. Let €4 as before and let ey denote the error from the HHL as-
suming exact oracles for state preparation and Hamiltonian simulation. Then

H|x> — HHL (A4,|b)) H = Oles+en) foreaen — 0, (154)
where |z) denotes the exact solution.
We will prove first Lemma [6.2
Proof. Let
U(t) := M)t and  U(t) = etH2t/2eiHst giH2t/2, (155)
We want to bound the quantity
HV—eiHltUm(t/m)H. (156)

From the Taylor series expansion one finds that

0(t/m) = eHettia/m 4 g (157)
where
E® 1 [Hy, Hs] }H —&—EH i 3+(’) t ' for t/m — 0. (158)
t/m L 6 2, 3 74 2 2 3 m m .

Here [Hy, H3] = HyH3 — H3 Hy denotes the matrix commutator. Both U(t) and
U(t) are unitary operators, hence of norm 1. Since U(t) = U(t/m)™, and using
the Cauchy-Schwarz and triangle inequalities gives

|ty = T fmym|| = ([ tm) — e m)) (Ufmym= = T mym)|
(159)
<m|[Utt/m) - 0(¢/m)|| = m|| B | (160)
< ;—ZCE +0 (;)4 for t/m — 0, (161)

where
Cp = éH {[H%Hﬂ : ng + ;H:a] ‘ (162)
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Using that
([Ha, H]|| = [|[H2aHs — H3Ha|| < 2| Hz|||H3], (163)

and that || Hsl|, |Hs|| < b, we calculate

1

Cg < ;|[H27H3]||HiH2 + §H3 (164)
BB
<2 (165)
Therefore,
Hv - eiHltUm(t/m)H —-0 (tgb?’) for ¢/m — 0. (166)
2m?2
[

However, the Quantum Phase Estimation uses powers of e*4*. The next
result will be useful to find the right number of Trotter steps for the implemen-
tation.

Proposition 6.1. Let m and €4 as before. Let V' denote an approzimation
obtained using m' steps. Then for m' = m|\k|, it holds

Hvk _yk

‘ =0 (ea) fores—0. (167)

Proof. The proof is analogous as the one for Lemmal[6.2] but instead of Eq.
we have

HU(t)k’ - (U(t/m)m)kH - HU(tk;) - ﬁ(t/m)ka (168)
< kaU(t/m) - U(t/m)H - kaEt(?an (169)
=0 (k ibj) for t/m — 0. (170)

O
Now we can prove Lemma [6.3

Proof. We will denote U; the unitary matrix corresponding to the application
of the powers of V; Us the unitary matrix corresponding to the QFTT, inversion
of eigenvalues and QFT; and Us to the application of powers of the inverse of V.
Similarly, U; and Us will denote the matrices corresponding to the same parts
of the algorithm but using V (U, is the same in both cases).

Then we can write

HHL(A, b)) = UsUxUy |b), (171)
and B ~ B
HHL(A, |b)) = UsUUy |b) . (172)
We can express V as
V=V4+E, where |E|<ea. (173)
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Then, for N = 2™ n; € N, and using Proposition [6.1

<z_: k) (k| @ (VF + E)> =U; + \/% (i |k) <k:> ® E. (174)

k=0

U, =

2

Similarly,

N-1

~ 1 3 1 N-1
Us= 7% <Z k) (k| & (V '“+E)> =Ui+ (kzzo k) <k|> ® E. (175)

k=0
) (176)

Thus, expanding and using that the U; are unitary,

HUg,UgUl - UgUzﬁlH -0 (HVlN (J:Z_:: k) <k|> ®E

=O(|E[l) = O(ea) forea — 0. (177)
Finally,
[l — HEL(A, |b)|| < (178)
) — HHL(A, 5)) | + | HFL (A, b)) ~ HHL(A, |5))| (179)
=O(ex +ea) forea,eg — 0. (180)
O

6.3 Gate analysis

This subsection is dedicated to analyse the gate cost of the procedure described
above and to investigate how the number of gates escalates with the dimension
of the matrix.

Let n; € N denote the size of the register storing the representation of
the eigenvalues, n, € N denote the number of qubits used to represent the
solution, N = 2™ the size of the matrix and m the exponent of the Trotter
formula as above. For the quantum phase estimation (Section , we require
20 21 . 2m~1 controlled applications of e*4*, with Trotter exponent m(i) =
m|V/2¢] for the i*" iteration. The circuit for the i** controlled application, with
the notation from the previous subsections, is shown in Figure We can
apply e*2t/2™ uncontrolled because if |¢;) = |0), with the notation from the
Figure, then the terms inside the dashed box are not applied and therefore the
uncontrolled gates cancel each other.

Proposition 6.2. Let f(n;) denote the number of repetitions of the terms inside
the dashed box from Figure[24, and m the number of Trotter steps. Then

f(m) <3m (2327_1> : (181)

Proof. The Trotter step at the " iteration is

m(i) = m|V2i| = m2li/2], (182)
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/mp—i—1

|q:)
/i | |

2im repetltlons

Figure 24: Circuit for €i4t2" controlled by |g;) from the eigenvalues register with
m(i) = m.
Then,
n;— 1 n;— 1 nl 1
Z 2'm[V2i] =m Y 22l <m Z 20 (2% 2% ) (183)
=0
mo1 1
Snl+1 B 1
=3 2% = 3m . 184
IEEE s

O

In Section [7] we will show that n; = O(log,(1/€)), therefore f(n;) = O(m/e),
where € is the tolerance of the complete HHL. As for the polynomial state
preparation, we show first the table with the different gate counts for the general

case and afterwards the calculations, where the decompositions used are those
from Section

CNOTs one-qubit gates | ancilla
H,y 6n; 8ny 0
H, 0 ny 0
Hy, Hs | O(mlog3(N)/e) | O(mlogs(N)/e) | ny —1
H2 0 ny 0
Total | O(mlogs(N)/e) | O(mlogs(N)/e) | ny — 1

Table 3: Gate count for the Hamiltonian simulation.

We begin analysing the controlled applications of H;. Its controlled version
consists on two CNOT's and two controlled one-qubit gates, and we use it a total
of n; times. A controlled one-qubit gate can be decomposed into 2 CNOTs and
4 one-qubit gates. Therefore, the total cost of H; is

n;(2CNOTs + 2(2CNOTs + 4{ one-qubit gate })) =

6n; - CNOTs + 8n; - { one-qubit gate } (185)

Since we use the non-controlled version of Hs, it only needs one-qubit gates,
which after n; iterations gives a total of n; one-qubit gates.

Proposition 6.3. The total cost of the terms inside the dashed box from Fig-
ure |24 is
O(mlogs(N)/e), fore— 0, (186)
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CNOTs and one-qubit gates.

Proof. The cost of a controlled Hs is
2n; - CNOTs + 4n; - { one-qubit gate }. (187)

To calculate the cost of Hs we need to take into account each C; block, 1 < j <
ny — 1. For the controlled version of the circuit shown in Figure 23] instead of
adding an extra control to each gate, we can just add the extra control to the
rotation gate. This is to reduce the number of gates, and can be done because
the CNOTs will cancel each other if the rotation is not applied.

Thus, the C; controlled block will need 25 CNOTs and a j-controlled R,.
The latter can be decomposed into (j — 1) ancilla, 20(j — 1) + 4 one qubit gates
and 12(j — 1) + 2 CNOTs. Giving a total of

(145 — 10) - CNOTs +(205 — 16) - { one-qubit gate }. (188)

Summing over all C; gives the total cost of one controlled application of Hj,

nb—l
> (14j — 10) - CNOTs +(205 — 16) - { one-qubit gate } = (189)
j=1
~f (ny—1)(7(np — 2) — 10) - CNOTs (190)
| +(np —1)(10(ny — 2) — 16) - { one-qubit gate }
Using that n;, = logy(N) and Proposition gives the result. O
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7 Inversion of Eigenvalues

Let n; € N denote the size of the register storing the binary representation of the
eigenvalues, n, € N the size of the register containing the solution and N = 2™.
After the QPE, and assuming no errors in the computations, the computer is

in the state
N-1

bi 10V %) )., (191)
i=0 "
Here S\j is the ny-bit representation of ’;—;t , and A; denotes the jth eigenvalue
of our matrix A for Amin = Ao < A1 < ... <AN—1 = Amax-
We are now in Step (iii) from Section The goal is to find a circuit
performing the simultaneous transformation

= < 1 1 <
S b, [0) ’/\ > Jug),, > Z b (1 55100+ = [1) ‘Aj> ),
— As Aj n
j=0 J J
(192)
Let |Z) denote the approximated solution to the system of linear equations.
Then, after restoring the eigenvalues register back to |O)m by applying the

inverse QPE, if we measure the first qubit in the computational basis and obtain
1, we know that the post-measurement state is

N-1

S L0, uy),, = 17) (193)

=0

> o
.

To achieve this, we can use the Polynomial State Preparation procedure and
approximate the function

t 2
f(z) = arcsin (m> . ze0,2m], t< /\mzx. (194)
Thus, we take a polynomial p : [0,2™ ] — [-7/2,7/2] such that
(x) = arcsin * (195)
ey = 2rx )

Then, applying the PSP algorithm to the n; register results in

NZij|o>|Sj> )., i) by (cos(p(3)) 10) +sin(p(3)) 1) [A7)fu),,
j=0

(196)

N-1 )
~ 2 b; (Cos(. --)10) + 27r/~\j >> ‘)xj>m ‘uj>nb (197)
~ J;:Ol b (Cos(. ) |0) + ;] 1>> ;\j>nz |uj>nb . (198)

where in the derivation of the last line we used that 5\ is the n;-bit representa-
tion of . Finally, after measuring the ancilla qubit in and obtaining an
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outcome of 1, the post-measurement state is approximately

=

b; j
— |1

5), [, (199)

I\
o

J

which after restoring the n;-register back to 0, represents an approximation to
the exact solution of the system |z).

7.1 Error analysis

Let A € C*""*2™ be a Hermitian matrix and N = 2". Let )\; denote the j**
eigenvalue, with Apin := Ao and Apax = Av—1. Let n; = log,(€) denote the size
of the register for the lambdas, where € is the error we want to allow for the
HHL.

Deﬁnition 7.1. We denote by ), the integer in the interval [0,2™ — 1] such

that 27, is the best n;-bit binary approximation to %T which is less than AQ—; )
For now and until stated otherwise we will relabel —7: as Aj . Then
)\J -n
0<4; —)\—%§2 ! (200)

With the following proposition we show how to pick ¢ to obtain the best ap-
proximation.

Proposition 7.1. Let d;, 5\j and \; as above. Then

12| _om
2" 201
N /\2 (201)
Proof. From the definition of §; we have that
1 9m N — QM) onig,
R O ¥ B O (202)
A AjAj AjAj
On the other hand, )
. by \2
NA =64+ 25 A = 28 (203)
Therefore, using that §; < 27",
1 ou|  omgiom 9w
TS T <o (204)
J )\j /\j >\j
O

Hence, the approximation is better the closer the ;\j are to 2™,
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8 Observables

After running the algorithm, the solution to the system of linear equations will
be encoded in the amplitudes of the final state |Z). In this section we will study
how to obtain information about the solution from this quantum state.

Let np be the size of the register containing the solution, N = 2™ and n;
the size of the eigenvalues register. After restoring the n;-register back to |0),
but before measuring whether the inversion of eigenvalues has been successful,
the state is

N—-1 1 1
V=3 b ( 1= 510+ - 1>> 0, 1)y, - 192
=0 J

For this section, |z) and |Z) will denote, respectively, the exact and approxi-
mated solutions to the system before normalisation, and ||| the 2-norm.

The following result states that the norm of the solution is given by the
probability of seeing a 1 in the conditioned rotation of the eigenvalues.

Proposition 8.1. Let P[|1)] denote the probability of measuring |1) for the
inversion of eigenvalues. Then

PIL] = I12)]*. (205)

Proof. Since we only measure the ancilla qubit, we take the collection of mea-
surement operators M; = [i) (i| ® I, +n, for i € {0,1}. Furthermore, we are
looking for an outcome of 1, which means we are interested in the operator Mj.
Thus, we calculate

N—
My ) = Z b Vo 1) 0, (206)
7=0 A]
Therefore,
N— 2
P[|1)] = (| M{ M, |[¢) = Z Lo =@ (207)
=i
O

We will proceed to show how to compute different functions of the solution
vector. The idea is always the same: add some extra gates at the end of the
HHL and then measure in the computational basis. By varying the gates and
the qubits measured, one can compute different functions.

Average
We can write the solution vector in the standard basis as |z) = Zijigl x; |8y
The goal will be to compute the quantity
| Nl
v > ). (208)
i=0

To do so, we can append the circuit shown in Figure at the end of the
algorithm and measure the each qubit from the solution register in the compu-
tational basis.
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|qnb—1>

|Q1>

= (= [
D] B DA

|90)

Figure 25: Hadamards to compute the average of the solution.

Proposition 8.2. Let P[|0)] denote the probability of measuring all 0’s in Fig-

ure 25 Then

N-1 |2

Y

=0

P (|0

N

]

8

(209)

%

Proof. First, we compute explicitly

2

-1

—_

N—
i Z (210)

k=0

H®nb ® |:£>

@
Il
=)

We will use the collection of measurement operators M; = |i) (i|,7 € {0,1,..., N—
1}. We are interested in M. Thus,

| Nl
N =0
Therefore,
| N 2
PO = | > a (212)
>
O
Since N is a known quantity, we can then obtain Eq.
Compliance output functional
Let A be an N x N tri-diagonal symmetric matrix of the form
a b 0
b
A= , a,beR, (213)
b
0 b a

and let
F(z) = (x| Alz) faZ\m +2b) " Re (z;7) (214)
i£j

where |z) € CV and where Re(z) denotes the real part of z € C.
In this subsection we will give an algorithm to calculate F(Z) for a given
A with nyp different measurements. The algorithm consists on n; steps, at each
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step we use a different measurement. At this point, it will be useful to write
the Hadamard gate as

IZ 1) i) (il (215)

4,5{0,1}

Let ¢ denote the step of the algorithm, then the detailed description of the
algorithm is as follows.

i=1

This step consists of adding a single Hadamard gate on the last qubit as shown
in Figure Then measure the last qubit in the computational basis applying
the map 0 — 1,1 +— —1. Denote by ng the number of times we observe |0) and

|QRb—1>
lq1)
|QO> @ A

Figure 26: Single Hadamard gate. First step towards calculating F(x).

by n; the number of times we observe |1) in the circuit from Figure

Proposition 8.3. Let ng and ny as above with ng +ny — oo. Then

e —n N/2-1
. (ng + ni) = PO =P =2 ; Re (22i)i41) - (216)

Proof. The operator associated with the circuit from Figure is I,,—1 ® H.
We will use the collection of measurement operators M; = I, 1 ® |#) (i|, for
i €{0,1}. Then,

1

M (Iny-1 @ H)|) = | Tny-1 ® Z 1) |i) 2) (217)
7=0
/ .
7 Z Dok + (—1)'@opsr) |2k +1) . (218)
Therefore,
1 &
Pllo)] =3 Z (w2k + (=1)'@2p41)" (T2r + (—1) T2p41) (219)
k=
N— N/271
= Z xz| + ( Z Re (z2i25,,1) | - (220)
=0
Hence,
N/2—1
PO +P[1)] =2 > Re(w2iwyiy)- (221)
=0
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i=k

The circuit for the k" step, k > 1, is shown in Figure Now we will measure
the last k qubits in the computational basis. We want to see |go) = -+ =
|gn, —2) = |1) and apply the same mapping as before for the results of measuring

|Qk71>~

|G, —1)

|ge—1)

|G—2) — A
|2) <2 A
1) <> A
I @ A

Figure 27: k'" step towards calculating F'(x).

Proposition 8.4. Let Py [|i)] denote the probabilty of outcome |qo) = -+ =
lgk—2) = |1) and |qr—1) = |i), fori € {0,1}. Then

N-2

Pell0)) —Pe(l1)] =2 > Ref(aa],,). (222)

i=—1 mod 2k

Proof. Note that with the circuit from Figure the outcome |gp) = -+ =
|gk—2) = |1) can only happen when originally either

lgo) =+ =lar—2) =[1) and |gx—1)=]0), (223)
or

lgo) =+ =lqr—2) =10) and |gx—1) =[1). (224)
That is, for those basis state |i) such that i = 0 mod 2* or i = —1 mod 2.
Parting from the point at which we have already measured |go) = - -+ = |qx—2) =

|1), calculating the probability of |gx—1) = |0) or |gx—1) = |1) can be done as in
Proposition Therefore,

N-1 N-2
1

Pll=5| X P2 Y Re(wei) ]

i=0 or —1 mod 2F i=—1 mod 2k
(225)
and the result follows. O
Finally,

ny N—-2

Z 2 Z Re (z;x),,) =2 Z Re (z;27) . (226)

k=1 i{=—1 mod 2F i#]

Both a and b are known parameters. And Zf\]:_ol lzi|> = [||Z)]|* can be calculated
from Proposition Therefore, we have a method to compute F'(x) with only
np = log, (V) different measurements.
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9 HHL error analysis
The goal of this section is to prove the following theorem.

Theorem 9.1. Let |z) denote the exact solution to the system, and HHL (fl, ’l;

the solution returned by the HHL algorithm using approximations for the initial
state and Hamiltonian simulation. Then

H|x> — HHL (A, |b>> H =O(ke® +ea+eg) forc,ea,eg — 0. (227)

There are two parameters that we can adjust in the algorithm. In Section9.1
we show how to choose them to achieve a solution within a target tolerance.
For the error analysis we take into account the Polynomial State Preparation
approximation given in Section[5] the Hamiltonian simulation shown in Section []
and assume that the function for the eigenvalues inversion is exact. Throughout
this section, A will denote the tri-diagonal symmetric matrix associated to the
system of equations we want to solve.

9.1 Parameters

There are two parameters which can be adjusted to improve the performance
of the algorithm: ¢ and m.
From Proposition we have that for the j** power within the QPE, the

number of Trotter steps should be adjusted to m; = {mx/@} and L / t;f ,

where €4 is the error from the approximated Hamiltonian simulation.
The values represented in binary in the eigenvalue register are % rather

than A;. Thus, the goal is to find ¢ € R such that:

o At .
(i) 35 €[0,1)vj.
(ii) From Proposition the quantities % should be as close to 1 as possible.

(iii) % should be represented exactly since it has the largest contribution in

b.
22 5k Juy)-
1

The largest value representable in binary with n; digits is (1 — 2TL) . Thus, to
satisfy (i),

27 (1 — 5oy

m=n) g, (228)

>\HlaX

t<

Now let Amin € [0,2™ — 1] be such that Awin i5 the best ny-bit binary approxi-

2’7ll
Amin T minT

mation to =42~ which is less than AT
To satisfy (iii), we will set the time of the simulation to

o 1 )\min27r
7ﬁ )\min ’

t (229)
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9.2 Error analysis

Let n; € N denote the size of the register storing the binary representation
of the eigenvalues, n, € N the size of the register containing the solution and
N = 2™ .The state of the computer after the Quantum Phase Estimation is

N—-1 2" 1
> byluy) ( > ay; Il>> ; (230)
§=0

1=0
where l
2mM -1 k
1 omi( 230~ b
o = G > (e (3 21)) . (231)
k=0

The first step towards finding a bound for the overall error of the algorithm
will be to bound these coefficients ;. We can relabel the second register in

Eq. so that ay); denotes the amplitude of ‘l + ;\j ( mod 2"z)>. So now,

2™ —1 Nt lLEXs k
1 2mi %*TJ
Q= o Z (e <2 = >> . (232)

k=0
With this notation, the best possible scenario occurs when ag; = 1 Vj and

Remark. Note that fixing j, from the fact that all the gates used were unitary,
we have the identity

2nl—1

S ey =1 (233)

l=—2m 141
The following result will be needed for the proof of Lemma 9.2
Proposition 9.1. Let § € R, then

. 2
ll—elelzﬂfor—ﬂgegﬂ'. (234)
s

Proof.

|1— ew’ = |(1 —cos(#)) + isin(9)| = \/(1 — cos(6))2 4 sin?(6)

= V2= 2cos(0) = 2sin( >' (235)

Since sin(#) is concave for 6 € [0,7/2], and it takes the same values as 2 at the
endpoints of the interval while sin (T) = % > 1, we have that sin(§) > % for
0 € [—m/2,7/2]. Then, by symmetry of the functions, we obtain that |sin(6)| >
|22| for 0 € [-m/2,7/2].

Hence, for —nm < 60 <,

| D

1- e =

. (0 2|0|
e > 27
2sin (2> ’ (236)
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Lemma 9.2. Let 0; as defined in Eq. and t as in Eq. . For —2m~1 <
[ < 2m~1 gt holds that

1
| < , 237
’CK”]| = gni+1 (5]—l/2nl) ( )
where 1 < j < N — 1. Furthermore, ago = 1 and oo =0 for 1 # 0.
Proof. Since t is chosen such that dg = 0, we have that
;2
010 = 57 Y oi=1 (238)
k=0
And for [ # 0,
;2 Lk
= 3 2 (eszTl) —0. (239)
Let now j > 0. Since the oy); are the sum of a geometric series, one has
L[l (Aj— e >2"l
Oél\j = ﬁ ' = (240)
1 _ 627Tl<>\j—2Tl>
1 1 — e2mi(A2m—(1+4))2™
- ¢ i (241)
2m omif As— A
1—e m< b >
1 1— 27i(2" 65 —1)
- c_ ). (242)
on \ 1 — e2mi(8;—1/2™)
Using that for # € R, [1 — ew’ <2,
2
|ay;] < g [1 = 2mis 2| (243)

On the other hand, |1 — e’:e’ > @ for — 7 < 6 < 7 by Proposition @ And
—2m=1 < | < 2m~! means that —7 < 27 (§; —1/2™) < 7. So we obtain the

result
1

|O‘l\j| < oni+1 (5], _ l/in)'

(244)

O

Proposition 9.2. Let k be an integer with 0 < k <n; — 2 and fix j. Then

2k+1

1
> ol < s (245)
|f]=2*
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Proof. From Lemma and using that 0 < 2™§; <1,

2k+1 2k+1 1
2
| < _—
II—ZZ’“ i IZIX—;’V 4(2m; —1)*

IA

| =
]
T
=

[\)

+
]
i)

I=_gk+1
120 1<1/2’““1
_21—2’“ l2_2 2k l2
111
T2\ 2k 2kfl

1

(246)

(247)

(248)

(249)

(250)

O

The following will be the last intermediate result before the proof of Theo-

rem

Proposition 9.3. Fiz j. Let \; denote the j'* eigenvalue of A. Define f(l) ==

2. o= for —2m~t <1 <2~ and define f(N;) == 1/\;. Then

l+5\J

o 2 ) om
*f()‘j)* Z |Oél\j| f(l) =0 nl;\‘

t
l=—2m~141
and
2n171
2
FOo) = > eyl £ =0.
l=—2m~141

Proof. From Proposition [9.2

PA
T - S el F0) =17 (o)~ F0)] =
I=—2m~141

Aj

tAo

) for j=1,  (251)

(252)

=0. (253)

From now on, let A; be a label for At For j > 1, using the identity from

2

Eq. 233

or| t 2 2
T 2 2
Tloo 2 lawl @ = 3 oy
T =—om-1y |=—2m—1
ol 5~ 22+ 5 e
S laoy| |y — =+ Q4
TN N
First, from Proposition [7.1
2] 1 AL 2m
o N 2

NI+

Lo
N

| (254)

(255)

(256)



And using Proposition

ong—1 n;—2 n;—2 omi
Z ’O‘Z\J Z Z |O‘l|J - = (257)
= R et [+ X
_ . ok+1
2
B S A 258)
k+1 Z ‘O‘llJ| (
SN | &
. n;—2 1 i B on B 7”2_2 1 ok+1 + S\j o 2m>\j (259)
- — 2k+2 )\j 2k+1 Jr/\j —o k+2 )\j (2k+1 +5\j)
B ny—2 1 2k+1 _ 27”5] _ n;—2 1 2k+1
- Z 9k+2 B4l L 3 = Z 9k+2 K+l 1 3 (260)
prt A (2 +Aj> prt A (2 +Aj)
2
12 om ] g1 2m
— —| = C = 261
<33 (3= 5 (261)
Combining Eq. and Eq. gives
2 2 41 2m
FON= D ey f)] < RS (262)
[=—2m—141 J
O

Proposition 9.4. Let f(l) as before. Suppose that the eigenvalues register has
been restored back to |O>m and that the eigenvalues inversion has been successful.
Then the post-measurement state is

N—-12"—

> Z s |* F@) 10}, )., (263)
=0

Jj=0

Proof. The state after the conditioned rotation has occurred is

N—-1 1 1 2" —1 B
b (1= =510+ — 1)) S anf) ]z+Aj> jug), - (264)
)\j >‘j =0 ny

=0

We are going to analyse the effect of the inverse QPE on this state. For this
analysis, we will ignore the case where the rotation has failed. Thus we work
instead with the state

N-1 2" —1

Z TJ 3 a”jf(l)‘l+ﬂj>n )., - (265)
1=0 !

=0 "N
The reason we can do this is the following. Suppose we have a quantum state

ly) = {good} 1) |good) |2),,, + {bad} [0) [bad) |2),,, - (266)
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Then we apply the inverse QPE on the second register, obtaining

(1 QPE! @ L,,) Iy) = {good} [1) QPE [good) |z),,,+{bad} 0) QPE' [bad) |),,

(267)
Finally, suppose we measure the first qubit in the computational basis and
continue working with the post-measurement state only if the outcome is 1.
Thus we only consider the post-measurement states of the form

{good} 1) QPE |good) |z),, (268)

Therefore, to calculate analytically Eq. starting from |y), we can ignore the
parts with a |bad) register appended.

Returning to |¢) from Eq. after applying the QFT on the eigenvalues
register it becomes

—12m™— 2”1—1

l i 3. n
Z Z 2'5”/2 N R 2y ) (269)
7=0 1=0 y:O
The next part of the inverse QPE is powers of e "4 giving
—12" -1 2 -1 X Nt
Oll| 2miy %7%
Z 2 DI %) 1 . (270)

Finally, applying H®™ yields

N—-12"1—1 £ 2m 1 - %—% Y gny/2
> awll) s ( o( ">> S (=P ug) . (271)

j=0 1=0 y=0 h=0

The state corresponding to h = 0 is then

N—-12"-1 ay 2/l71 2m,y(l+>\ 7&) Y
> 22,/2 > (6 R ) 10) Juy) (272)

j=0 1=0 y=0
12" —1
= Z Z oy £(1)[0) [uz) (273)
j=
N—-12"-1
= Z oy, £(2) 10) ) - (274)

Jj=0

We can now prove Theorem

Proof. Let |x) be the exact solution to the system and let f defined as in Propo-
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sition [0.3] From Proposition [9.4]

N-1 1 2™ —1
||z} — HHL (4, [b))| = b; (A Z Jas | £ (1 > |uj) (275)
Jj=0 J
N—-1 2™ —1
= >0 (f(A > oy |* £ ) |uj) (276)
j=0 =0
N—-1 2" —1
< b (f Z |Oéz\J| fa ) |uj) (277)
7=0
N-1 N-1
on o
=3 b0 (t”f ) <Y b0 (tnf ) (278)
; A2 : A2
j=1 J j=1 2
om on
<o(m2) oot :o<~”l> (279)
A% A?}’lll’l >\m1n)\m1n
9—m
—0 (”; > = O (logy(1/€)e) = ex. (280)

where we have used that |b) is normalised, the definition of ¢ from Eq. that
Amin < 2™ /k and taken n; = |log,(1/€)].
Finally, from Lemma [5.3] and Eq. [177]

‘|m> — HHL (A, \5>)‘ (281)
< |le) — HHL (4, 16))| + [HHL (4, ) - HHL (4,5)|  (282)
= O(ke* +€a +e€m). (283)

O

In Eq. a bound O (€) can be achieved by only inverting values which
are larger than 1/k, as it is shown in Section 2 of [I].
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10 Simulations

The algorithm was implemented using the Qiskit software from IBM ([42]). The
results are simulations run locally, where the output is a vector array containing
the theoretical amplitudes of the final state of the algorithm. In all plots cases,
the matrix used was

2 1/2 0
A | 12 , (284)
1/2
0 1/2 2

which is well-conditioned. Throughout this section, keeping with the notation
from the previous sections, the size of the matrix is 2™, its condition number
is k; the size of the eigenvalues register is n;; ¢ is the small constant used in
the Polinomial State Preparation algorithm, with polynomial p; m the initial
number of Trotter steps; ey the error from the HHL algorithm assuming exact
initial state and Hamiltonian simulation; €4 the error from Hamiltonian simu-
lation; |z) the exact solution to the system and |Z) the solution returned by the
HHL algorithm.

Polynomial State Preparation

Proposition |17| states that if

Z)> is the state prepared by the algorithm, and |b)
the target state then

19 = [5)]| = 0te®). (285)

Figure shows the error fixing the number of qubits and decreasing ¢ in
preparing the state for the polynomials

pi(z) =2 — 2% + 2% - 1/2, (286)

pe(x) =7/2, (287)
V1 V1

pa(z) = 3 +8O 09 » 23 +80 09 s, (288)

On the other hand, Figure shows the error fixing ¢ and varying the
number of qubits in preparing the quantum state with amplitudes given by the

polynomial
3+ \/1093:2 234109
80 80

Lemma [5.4] shows that the probability of successfully preparing the state
behaves as

x—1/8. (289)

p3(z)

2 2
o (w3, )- (200)

Figure [29] shows the squared amplitude returned by Qiskit associated to the |1)
qubit defined as a success flag for the algorithm.
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log o[ mormiexact-approx)]
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logalc)

(a) Fixed nyp, varying ¢ and plotted against ¢?.

Fixed c

— =01
—4.5 7 =0.01
_5p | — c=0.001

logia[normiexact-a pprox)]

03 0.4 05 06 0.7 0.a 0.9

(b) Fixed ¢, vary the dimension of the state. The error is constant
with the dimension.

Figure 28: Error in state preparation varying different parameters.

Lemma [5.3|states that the overall error in the HHL behaves as O (kc? + e).
In Figure [30} the full algorithm was run varying ¢ and compared against the
analytically calculated solution.
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—1 —— prob of success
<|lpl i3

log o rmiap prox)
Ix
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T T T T T T T
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(a) Fixed ny, varying ¢ and plotted against ¢2||p||°.

Fixed ¢

_3ﬂ .

— =01
_35 - c=0.01

— =0.001
—4.0 -

log1a[normiexact-approx]

03 04 05 06 07 08 09
Ny

(b) Fixed ¢, vary the dimension of the state. The probability is
constant with the dimension.

Figure 29: Probability of measuring |1) in the flag-qubit associated with the
state preparation.
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Figure 30: Overall error varying c for f(c) = kc? + ep.

63



Hamiltonian simulation

The definition of the norm of a matrix, as given in Definition [2.12] is

|A|l = Hlmﬁl}il |A|z)|| forAd € C™*",|x) € C™*1. (291)

Therefore, to test the approximation obtained for the Hamiltonian simulation,

one option is to run the algorithm with several unitary initial states which can
be exactly prepared and plot the results.

Lemma [6.2] stated that
- 353
V—VH:(’) L 292
H <2m2> (292)

Figure [31] shows the results from calculating

|V 10— 7 ), (293)

where V is the Hamiltonian simulation from the algorithm and V = ¢*4*, and
plotting them against f(¢,m) = bt

— 2m?2°

logl0[normiexact-approx)]

64



m=10,nb=3

=
2
=%
=%
7
v
m
o
E
=
=
=
—
&
h=]
1 2 3 4 5 [
t
(b) Vary t.
m=10,t=1

—4.6
— —4.8 ]
=
&
= =5.0 1 -
é g\.
i 5.2 1
E
£ 54 1 — errorl
=] error?
&
S 5/ 4 ermrord

= grrord
58 4 fit.m)
2 3 4 5 ] 7
nb
(¢c) Vary np.

Figure 31: Error in Hamiltonian simulation varying different parameters. (c)
shows that it is independent of the dimension. Here errorl seems to decrease
because |by) = H®" |0), and so the vector components decrease with .

Finally, in Lemma |6.3|it was proved that the overall error assuming an exact
procedure for preparing the initial state would be in O (e4 + ). Thus, by only
decreasing m and leaving everything fixed, we expect to see the error decrease
at first and then constant dominated by e4. Figure [32] shows the simulation
results.
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11 Outlook and Conclusion

In this thesis we have presented a quantum algorithm to solve systems of linear
equations. We have achieved an implementation that runs simulations on large
systems and non-trivial initial states. As an addition, we have extended the the
idea from [45] to load data to a quantum computer via polynomials. The idea,
which applied originally to 2-qubits, was extended for an arbitrary number of
qubits and an arbitrary degree of the polynomial. Using the scheme to decom-
pose Hamiltonians into a sum of 1-sparse matrices from [I7], we have provided
a means to simulate general symmetric tri-diagonal matrices. All the circuits
for this stage of the algorithm are original. Finally, in this thesis we introduce
an algorithm to compute specific functions of the solution without loosing the
exponential runtime improvement.

Several paths could be explored to improve the construction of the algo-
rithm. One option would be to investigate an optimal Hamiltonian simulation.
Any improved implementation for this stage of the algorithm could be easily
integrated and tested with the existing code, as explained in the Appendix.

During the course of this thesis it was considered to include the Richardson
Extrapolation, a small description of the method and the findings are included
in the Appendix. This is a direction which would be worth probing and which
may allow a reduction in the overall complexity of the algorithm.

Further work on the inversion of eigenvalues would be to include the error of
the approximating polynomial in the final analysis. In the HHL paper they only
perform the inversion for larger values, however, in the given implementation
we do not make such difference. Therefore, the overall performance could be
improved by doing so and avoiding inverting values that are too close to zero.
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12 Appendix

Richardson Extrapolation

One way to speed up the computation is applying the Richardson extrapolation
[43, Chapter-2.2.]. Suppose an algorithm A(h) approximating A* with error h",
ie. A(h) = A* + Ch™ + O (h"™'). And define the function

_ T"A(h/t) — A(h)

R(hT) = — o= (294)

Then the Richardson extrapolation of A(h) is

T (A*+Ch™ 4+ O (h™TY)) — (A" + Ch™ 4 O (A1)
R(h,T) = " —1 . (295)

— A* + O (thrl)

used as a recurrence relation for even higher-order error estimations of A*.

It can be used in conjunction with the HHL to reduce the parameter m
and therefore the number of gates and time of the computation. Here we have
h = t/m, and so for a one step Richardson extrapolation we could take T' = 2
(that is to minimise the increase in m). Then we run the algorithm once with
m and once with 2m and compute R(t/m,2) from the results obtained in the
measurements.

This method was tested to calculate the norm of the solution and gave
promising results, however no analysis of the total number of gates nor the
error was carried out and that is why it has not been included in the main of
the thesis.

Implementation

In this section we show how to use the code. To run the algorithm one needs
to specify the dimension of the system, the coefficients of the matrix and the
polynomial for the right hand side.

The code consists of the main HHL algorithm and circuit factories. The lat-
ter are subclasses of circuit factory, which has available methods for controlled,
inverse and powers and is provided by Qiskit.

Suppose we want to prepare a state given by the polynomial p(z) = ag +
a1z + ... + agz®. The PolynomialState circuit factory takes as input for the
constructor method the array [ag,a1,...,aq]. Then the method ?build? is for
constructing the circuit. The inputs are, in this order, the quantum circuit,
the register where we want the state, a flag qubit and a list of ancillas. The
following is the simplest version for building a state.

# State preparation. The first step is to put the register in a
superposition of bases states.

for qu in grb:

qc.h(qu)

# qrr[0] will be a flag. A measurement of 1 of this qubit means the
procedure has been successful.

PolynomialState(self.px) .build(qc, qrb, qrr[0], g_ancillas=qra)
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The Polynomial State Preparation algorithm needs two important meth-
ods: get_controls method computes the possible k-tuples of qubits, 1 < k <
min(deg, ny) and the get_thetas method computes the coefficient of each mono-
mial, which will later be the angle of the rotation.

def get_controls(n, d):
t=1[0] * (m- 1)+ [1]
cdict = {tuple(t): 0}
clist = list(product([0,1], repeat=n))
index = 0
while index < len(clist):
tsum = 0
i = clist[index]
for j in i:
tsum = tsum + j
if tsum > d:
clist.remove (i)
else:
index = index+1
clist.remove (tuple([0]*n))
# For now set all angles to O
for i in clist:
cdict[i] = 0
return cdict
def get_thetas(cdict, p, n):
# For pl to pd, we have pj*(q0+2ql+...+2°ngn)"j. Thus we calculate
the coefficients
for j in range(1,len(p)):
# List of multinomial coefficients
mlist = multinomial_coefficients(n, j)
# Add angles
for m in mlist:
temp_t = []
powers = 1
# Get controls
for k in range(0, len(m)):
if m[k] > 0:
temp_t.append (1)
powers *= 2% (k*m[k])
else:
temp_t.append (0)
temp_t = tuple(temp_t)
# Add angle
cdict[temp_t] += p[jl*mlist[m]*powers
return cdict

The TridiagonalSimulator Circuit Factory approximates e*4* using the Trot-
ter formula from Eq. It takes as constructor parameters the coefficients of
the matrix, the number of qubits where it is acting and the number of Trotter
steps.

Currently, the factories for simulating each element from the decomposition
are encoded. However these could be taken as constructor parameters too if one
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wished to simulate different types of matrices or had more efficient implemen-
tations.

Below are the construction and build methods for the implementation of
ciAL.

class TridiagonalSimulator(CircuitFactory):
nun
Simulates exp(iAt), where A is a tridiagonal symmetric matrix of
dimension 2°n x 2°n. When no time is provided the simulation runs
for t=1.
nun
def __init__(self, number_of_qubits, m, a, b):
super () .__init__(number_of_qubits)
self.m = m
self.a = a
self.b = b
# Construct al and a23 factories
self._al_factory = AlFactory(number_of_qubits)
self._a23_factory = A23Factory(number_of_qubits)

def build(self, qc, q, gq_ancillas=None, params=1):

# Since Al commutes, one application with time t*27{j} to the last

qubit is enough

self._al_factory.build(qc, q[0], params=self.a*params)

# exp(iA2t/2m)

qc.u3(self.b*params/self.m, -np.pi/2, np.pi/2, q[0])

for _ in range(0, self.m):

self._a23_factory.build(qc, g, g_ancillas=q_ancillas,
params=self .b*params/self.m)

# exp(-iA2t/2m)

qc.u3(-self .b*params/self.m, -np.pi/2, np.pi/2, q[0])

The following is the build method for e*f1?,

def build(self, qc, q, g_ancillas=None, params=1):
qc.x(q) qc.ul(params, q)
qc.x(q) qc.ul(params, q)

The following is the build method for e?f2*e¢*fst inside the bracket from

Eq.

def build(self, qc, q, gq_ancillas=None, params=1):
# Gates for A2

qc.u3(-2*params, -np.pi/2, np.pi/2, ql[0])

# Gates for A3

for i in range(0, self.num_target_qubits-1):
g_controls = []

qc.cx(qlil, qli+1])
g_controls.append(q[i+1])

# Now we want controlled by O

qc.x(qlil)

for j in range(i, 0, -1):

70



qc.cx(qlil, qlj-11)

q_controls.append(q[j-1])

qc.x(qlil)

# Multicontrolled x rotation

if (len(g_controls)>1):

qc = cn_gate(q_controls, qc, g_ancillas, -np.pi/2, np.pi/2,
-2%params, q[i])

else:

qc.cu3(-2xparams, -np.pi/2, np.pi/2, q_controls[0], q[il)
# Uncompute

qc.x(qlil)

for j in range(0, i):

58qc.cx(qlil, qljl)

qc.x(qlil)

qc.cx(qlil, qli+1])

Finally, below is the code to implement the observables from Section [9]

# This observable gives the squared average of the entries on condition
seing 0>
def observable_average(self, qc, qr):
for q in qr:
qc.h(q)
return qc

# kth iteration of the observable <x|A|x>
def observable_func(self, qc, qr, k):
for i in range(0,k-1):
qc.cx(qrlk-11, ql[il)
qc.h(qrlk-11)
return qc
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