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## PREFACE

Rational functions are a classical tool for approximation. They turn out to be a more convenient tool for approximation in many cases than polynomials which explains the constant increase of interest in them. On the other hand rational functions are a nonlinear approximation tool and they possess some intrinsic peculiarities creating a lot of difficulties in their investigation. After the classcial results of Zolotarjov from the end of the last century substantial progress was achieved in 1964 when D. Newman showed that $|x|$ is uniformly approximated by rational functions much better than by algebraic polynomials. Newman's result stimulated the appearance of many substantial results in the field of rational real approximations.

Our aim in this book is to present the basic achievements in rational real approximations. Nevertheless, for the sake of completeness we have included some results referring to the field of complex rational approximations in Chapters 6 and 12. Also, in order to stress some peculiarities of rational approximations we have included for comparison some classical and more recent results from the linear theory of approximation. On the other hand, since rational approximations are closely connected with spline approximations, we have included as well some results concerning spline approximations.

As usual the specific topics selected reflect the authors' interests and preferences.

We now sketch briefly the contents of the book. Chapters 1 and 3 contain some basic facts concerning linear approximation theory. A basic problem in approximation theory is to find complete direct and converse theorems. In our opinion the most natural way to obtain such theorems in linear and nonlinear approximations is to prove pairs of adjusted inequalities of Jackson and Bernstein type and then to characterize the corresponding approximations by the $K$-functional of Peetre. This main viewpoint is given and
illustrated at the end of Chapter 3 and next applied to the spline approximation in Chapter 7.

Chapter 2 is devoted to the study of the qualitative theory of rational approximation such as the existence, the uniqueness and the characterization problems, the problem of continuity of metric projection and numerical methods.

The heart of the book is contained in Chapters 4 to 11 . Chapter 4 presents the uniform rational approximation of some important functions such as $|x|$, $\sqrt{x}, \mathrm{e}^{x}$. In Chapter 5 the uniform rational approximation of a number of classes is considered. The exact orders of approximation are established. The basic methods for rational approximation are given. In Chapter 6 some converse theorems for rational uniform approximation are proved. In Chapter 7 complete direct and converse theorems for the spline approximation in $L_{p}, C$, BMO are proved using Besov spaces. Chapter 8 investigates the relations between the rational and spline approximations. Chapter 9 deals with rational approximation in Hausdorff metric. A characteristic particularity of rational approximation is the appearance of the so-called 'o small' effect in the order of rational approximation of each individual function of some function classes. This phenomenon is investigated and characterized for some function classes in Chapter 10. The exactness of the proved estimates is established and discussed in Chapter 11.

Chapter 12 considers some special problems, connected with Padé approximants -- some of the so-called direct and converse problems for convergence of the rows and diagonal of the Padé-table. Finally some numerical results and graphs are presented in the Appendix.
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## 1

## Qualitative theory of linear approximation

We shall begin with a short survey of the basic results related to linear approximations (i.e. approximation by means of linear subspaces) so that one can feel better the peculiarities, the advantages as well as some shortcomings of the rational approximation. In this chapter we shall consider the problems of existence, uniqueness and characterization of the best approximation (best polynomial approximation). At the end of the chapter we shall consider also numerical algorithms for finding the best uniform polynomial approximation.

### 1.1 Approximation in normed linear spaces

Let $X$ be a normed linear space. Recall that $X$ is said to be a normed linear space if:
(i) $X$ is a linear space, i.e. for its elements sum, and product with real numbers, are defined so that the standard axioms of commutativity and associativity are satisfied;
(ii) $X$ is a normed space, i.e. to each $x \in X$ there corresponds a nonnegative real number $\|x\|$ satisfying the axioms
(a) $\|x\| \geqslant 0,\|x\|=0$ iff $x=0$,
(b) $\|\lambda x\|=|\lambda|\|x\|, \lambda$ a real number,
(c) $\|x+y\| \leqslant\|x\|+\|y\|$ (the triangle inequality).

Let $\left\{\varphi_{i}\right\}_{i=1}^{n}$ be a system of $n$ linearly independent elements of $X$. Let us consider the linear subspace of $X: G=\left\{\varphi: \varphi=\sum_{i=1}^{n} a_{i} \varphi_{i}, a_{i}\right.$ real numbers $\}$, generated by the system $\left\{\varphi_{i}\right\}_{i=1}^{n}$. For each element $f \in X$ we denote by $E_{G}(f)$ the best approximation to $f$ by means of elements of $G$ :

$$
\begin{equation*}
E_{G}(f)=\inf \{\|f-\varphi\|: \varphi \in G\} \tag{1}
\end{equation*}
$$

The following basic problems (basic not only for linear approximation theory, but for the theory of approximation in general) arise.
(i) Existence problem: does an element $\varphi \in G$ of best approximation for $f \in X$ exist, i.e. is there $\varphi=\varphi(f) \in G$ such that

$$
\|f-\varphi(f)\|=E_{G}(f) ?
$$

(ii) Uniqueness problem: if there exists an element of best approximation for $f \in X$, is it unique?
(iii) Characterization problem: in the case where the element of best approximation for $f \in X$ exists and is unique, can we characterize it in some way?
(iv) Can we estimate how big $E_{G}(f)$ is?
(v) Numerical methods: assuming that we know that the answer to the first two (or three) problems is positive, how can we find $\varphi(f)$ in practice?

The whole theory of approximation represents full or partial (for the present, unfortunately) answers to the above problems when we approximate different classes of functions in different normed linear spaces (or, more generally, in metric spaces) with respect to different approximation tools (e.g. algebraic polynomials, trigonometric polynomials, rational functions, spline functions, linear combinations of exponential functions).

In the case of approximation in a normed linear space by a finite dimensional subspace we can give a positive answer to the first question. More precisely the following theorem holds.

Theorem 1.1 (Existence theorem). Let $G$ be a finite dimensional subspace of the normed linear space $X$. For every $f \in X$ there is an element of best approximation in $G$.

Proof. The proof of this theorem is based on the following well-known fundamental property of finite dimensional normed spaces: every bounded closed subset in a finite dimensional normed linear space is compact. The idea of the proof is to show that the inf in (1) may be taken over a compact subset of $G$.

Let $\varphi_{0} \in G$ be arbitrary. Then the set $A \subset G$ :

$$
A=\left\{\varphi: \varphi \in G,\|f-\varphi\| \leqslant\left\|f-\varphi_{0}\right\|\right\}
$$

is nonempty $\left(\varphi_{0} \in A\right)$, closed and bounded (since if $\varphi \in A$ then $\|\varphi\| \leqslant\|\varphi-f\|+$ $\left.\|f\| \leqslant\left\|\varphi_{0}-f\right\|+\|f\|\right)$. Therefore $A$ is compact and obviously

$$
E_{G}(f)=\inf \{\|f-\varphi\|: \varphi \in G\}=\inf \{\|f-\varphi\|: \varphi \in A\} .
$$

The norm $\|f-\varphi\|$ is a continuous function of $\varphi$ (by the triangle inequality $|\|f-\varphi\|-\|f-\psi\|| \leqslant\|\varphi-\psi\|)$, therefore $\|f-\varphi\|$ attains its inf on the compact set $A$ at some point $\varphi(f) \in A \subset G$.

If the set $G \subset X$ has the property that every $f \in X$ has an element of best approximation in $G$, we shall call $G$ an existence set. Obviously every existence set must be closed (every boundary point of $G$ must belong to $G$ ). Theorem 1.1 gives us that every finite dimensional subspace of a linear normed space is an existence set.

Unfortunately the element of best approximation in an existence set $G$ is not always unique. Let us denote by $P_{G}(f)$ the set

$$
P_{G}(f)=\left\{\varphi: \varphi \in G,\|f-\varphi\|=E_{G}(f)\right\}
$$

of all elements of best approximation of $f$.
Theorem 1.2. Let $X$ be a normed linear space and $G$ a subspace of $X, G$ an existence set. Then for every $f \in X$ the set $P_{G}(f)$ is convex and closed.

Proof. Indeed, if $\varphi \in P_{G}(f)$ and $\psi \in P_{G}(f)$ then for every $\alpha \in[0,1]$ we have

$$
E_{G}(f) \leqslant\|f-(\alpha \varphi+(1-\alpha) \psi)\| \leqslant \alpha\|f-\varphi\|+(1-\alpha)\|f-\psi\|=E_{G}(f) .
$$

From this it follows that

$$
E_{G}(f)=\|f-(\alpha \varphi+(1-\alpha) \psi)\|,
$$

i.e. $\alpha \varphi+(1-\alpha) \psi \in P_{G}(f)$, therefore $P_{G}(f)$ is convex.

If $\left\|\varphi_{m}-\varphi\right\| \underset{m \rightarrow \infty}{\rightarrow} 0, \varphi_{m} \in G$, then $\varphi$ also $\in G$, since $G$ is closed. If $\varphi_{m} \in P_{G}(f)$ then

$$
E_{G}(f) \leqslant\|f-\varphi\| \leqslant\left\|f-\varphi_{m}\right\|+\left\|\varphi_{m}-\varphi\right\| \underset{m \rightarrow \infty}{\rightarrow} E_{G}(f),
$$

i.e.

$$
E_{G}(f)=\|f-\varphi\|,
$$

therefore $\varphi \in P_{G}(f)$.
We shall see now that, when the normed linear space is strictly normed, there exists a unique element of best approximation in every subspace of $X$, which is an existence set (in particular in every finite dimensional subspace). Let us recall that a normed linear space $X$ is said to be strictly normed if the equality $\|x+y\|=\|x\|+\|y\|$ implies that $x=\alpha y, \alpha$ a real number.

Theorem 1.3 (Uniqueness theorem). Let $X$ be a strictly normed linear space and $G$ a subspace of $X, G$ an existence set. Then for every $f \in X$ there exists a unique element of best approximation in $G$, i.e. $P_{G}(f)$ consists of exactly one element.

Proof. Let $\varphi \in P_{G}(f)$ and $\psi \in P_{G}(f)$. In virtue of theorem $1.2(\varphi+\psi) / 2 \in P_{G}(f)$ and therefore

$$
E_{G}(f)=\|f-(\varphi+\psi) / 2\| \leqslant \frac{1}{2}\|f-\varphi\|+\frac{1}{2}\|f-\psi\|=E_{G}(f) .
$$

From this it follows that

$$
\|f-(\varphi+\psi) / 2\|=\left\|\frac{f-\varphi}{2}\right\|+\left\|\frac{f-\psi}{2}\right\|
$$

Since $X$ is strictly normed, the last equality implies $f-\varphi=\alpha(f-\psi)$. If $\alpha \neq 1$ it follows that $f \in G$ and in this case $P_{G}(f)=\{f\}$, i.e. $\varphi=\psi$. If $\alpha=1$ we obtain $\varphi=\psi$.

Corollary 1.1. Let $G$ be a finite dimensional subspace of a linear strictly normed space $X$. Then for every $f \in X$ there exists a unique element of best approximation in $G$.

In this book we shall use mostly the following function spaces.
(i) The space $C[a, b]$ of all functions which are continuous in the closed finite interval $[a, b]$. This space becomes a normed one (even a Banach space, i.e. a complete one) if we introduce the so-called uniform or Chebyshev norm,

$$
\|f\|_{C[a, b]}=\|f\|_{C}=\max \{|f(x)|: x \in[a, b]\}
$$

The approximations in $C[a, b]$ are usually called uniform or Chebyshev approximations.
(ii) The space $L_{p}(a, b), 1 \leqslant p<\infty,(a, b)$ a finite or infinite interval, ${ }^{+}$ consisting of all functions $f$ such that $|f|^{p}$ is Lebesgue-integrable in the interval ( $a, b$ ). If we consider all equivalent (in the sense of Lebesgue) functions as one, $L_{p}(a, b)$ becomes a normed (even Banach) space with respect to the socalled $L_{p}$-norm

$$
\begin{equation*}
\|f\|_{L_{p}(a, b)}=\|f\|_{L_{p}}=\|f\|_{p}=\left\{\int_{a}^{b}|f(x)|^{p} \mathrm{~d} x\right\}^{1 / p} \tag{2}
\end{equation*}
$$

The approximations in $L_{p}(a, b)$ will be called $L_{p}$-approximations.
(iii) We shall use the notation (2) also in the case $0<p<1$ when $\|f\|_{p}$ is not a norm (since the triangle inequality does not hold), but only a quasinorm

$$
\|f+g\|_{p} \leqslant c(p)\left(\|f\|_{p}+\|g\|_{p}\right)
$$

(iv) The space $L_{\infty}[a, b]$ consisting of all essentially bounded functions in the interval $[a, b]$ supplied with the norm

$$
\|f\|_{L_{\infty}[a, b]}=\|f\|_{L_{\infty}}=\|f\|_{\infty}=\operatorname{ess} \sup .|f(x)|=\inf \{\lambda: \operatorname{mes}\{x:|f(x)|>\lambda\}=0\}
$$

where mes $\{A\}$ denotes the Lebesgue measure of the set $\{A\}$.
If $f \in L_{\infty}$ then $\|f\|_{p} \rightarrow\|f\|_{\infty}$ when $p \rightarrow \infty$. Furthermore it is clear that if $f \in C[a, b]$ then $\|f\|_{c}=\|f\|_{\infty}$. Sometimes we shall use the notation $\|f\|_{C}$ also for bounded functions and we shall interpret it as sup $\{|f(x)|: x \in[a, b]\}$.

[^0]Beside these spaces we shall use in some paragraphs Orlich spaces, Besov spaces, Hardy spaces and BMO spaces.

The spaces $C[a, b], L_{p}(a, b), 1 \leqslant p<\infty, L_{\infty}[a, b]$ are normed linear ones. Therefore, in virtue of theorem 1.1 for each of their elements there exists an element of best approximation with respect to an arbitrary finite dimensional subspace of theirs. The main subspace used is that of algebraic polynomials of $n$th degree, denoted by $P_{n}$. It is the ( $n+1$ )-dimensional subspace generated by the functions $1, x, \ldots, x^{n}$. Applying theorem 1.1 in this case we obtain the following.

Theorem 1.4 ( $\boldsymbol{E}$. Borel). Let $f \in C[a, b]$ (or $L_{p}[a, b], 1 \leqslant p<\infty$ ). Then for every natural number $n$ there exists an algebraic polynomial $p \in P_{n}$ of best uniform (or $L_{p}$ ) approximation in $P_{n}$.

It is often necessary to approximate $2 \pi$-periodic functions. Without pointing it out explicitly every time, we shall use the notations we introduced in the case of an interval also for linear spaces of $2 \pi$-periodic functions, namely $C[0,2 \pi], L_{p}[0,2 \pi], 1 \leqslant p \leqslant \infty$. The tools used most often in this case are the trigonometric polynomials. We shall denote by $T_{n}$ the set of all trigonometric polynomials of $n$th order, i.e. $T_{n}$ is the $(2 n+1)$-dimensional subspace generated by the functions $1, \cos x, \sin x, \ldots, \cos n x, \sin n x$. In the periodic case theorem 1.1 implies the following.

Theorem 1.4'. Let $f$ be a $2 \pi$-periodic function and $f \in C[0,2 \pi]\left(f \in L_{p}[0,2 \pi]\right)$. For every natural number $n$ there exists a trigonometric polynomial $q \in T_{n}$ of best uniform ( $L_{p}$ ) approximation in $T_{n}$.

Let us consider now the question of uniqueness. One can show that the spaces $L_{p}, 1<p<\infty$, are strictly normed (see for example S.M. Nikol'skij (1969)). Then theorem 1.3 implies the following.

Theorem 1.5. Let $f \in L_{p}(a, b)$ (let $f$ be $2 \pi$-periodic and $\left.f \in L_{p}[0,2 \pi]\right), 1<p<\infty$. Then for every natural number $n$ there exists a unique algebraic (trigonometric) polynomial of $n t h$ degree of best $L_{p}$-approximation in $P_{n}\left(\right.$ in $\left.T_{n}\right)$.

However, the spaces $C, L_{\infty}, L=L_{1}$ are not strictly normed. Let us show this for instance for $C[0,1]$. If we consider the functions 1 and $x$, we have

$$
\|1+x\|_{C[0,1]}=\|1\|_{C[0,1]}+\|x\|_{C[0,1]}=2
$$

but the functions 1 and $x$ are not linearly dependent.
It is easy to see by examples that in the general case in $L_{1}$ we do not have uniqueness. Let us consider the function

$$
\sigma(x)=\left\{\begin{array}{rr}
-1, & -1 \leqslant x \leqslant 0 \\
1, & 0<x \leqslant 1
\end{array}\right.
$$

In $L_{1}(-1,1)$ every constant $c,-1 \leqslant c \leqslant 1$, is a polynomial of degree zero of best approximation to $\sigma$.

Fortunately enough it turns out that the algebraic polynomial of $n$th degree of best uniform approximation is unique. This follows from the Chebyshev theorem, which gives a characterization of the algebraic polynomial of best uniform approximation by alternation. This theorem as well as its proof can be modified for the best rational uniform approximation. That is why it will be of special interest of us.

### 1.2 Characterization of the algebraic polynomial of best uniform approximation

Now we are going to solve the third basic problem of the theory of approximation in the case of uniform approximation by means of algebraic polynomials - characterization of the algebraic polynomial of best uniform approximation. This problem was solved by P.L. Chebyshev in the last century with his famous alternation theorem.

Let $f \in C[a, b]$. We shall denote by $E_{n}(f)_{c}$ the best uniform approximation of the function $f$ by means of algebraic polynomials of $n$th degree:

$$
E_{n}(f)_{C[a, b]}=E_{n}(f)_{C}=\inf \left\{\|f-p\|_{C[a, b]}: p \in P_{n}\right\} .
$$

In what follows in this section we shall write $E_{n}(f)$ instead of $E_{n}(f)_{C}$ and $\|f\|,\|f-p\|$ instead of $\|f\|_{C},\|f-p\|_{C}$.

Definition 1.1. Let $f \in C[a, b]$. The polynomial $p \in P_{n}$ is said to realize Chebyshev alternation (or simply alternation) for $f$ in $[a, b]$ if there exist $n+2$ points $x_{i}$, $i=1, \ldots, n+2, a \leqslant x_{1}<\cdots<x_{n+2} \leqslant b$, such that

$$
f\left(x_{i}\right)-p\left(x_{i}\right)=\varepsilon(-1)^{i}\|f-p\|, \quad i=1, \ldots, n+2
$$

where the number $\varepsilon$ is +1 or -1 .
The Chebyshev alternation has the following geometric interpretation: let $p \in P_{n}$ realize Chebyshev alternation for $f \in C[a, b]$ in $[a, b]$. Let us consider the functions $\varphi(x)=f(x)+\|f-p\|$ and $\psi(x)=f(x)-\|f-p\|$. Then the graph of the polynomial lies in the strip between $\varphi$ and $\psi$, touching alternately the upper function $\varphi$ and the lower function $\psi$ at least $n+2$ times.

Theorem 1.6(Chebyshev alternation theorem). Let $f \in C[a, b]$. The necessary and sufficient condition for the algebraic polynomial $p \in P_{n}$ to be a polynomial of best uniform approximation for $f$ in $P_{n}$ is that prealizes Chebyshev alternation for $f$ in $[a, b]$.

Proof. Let $p \in P_{n}$ realize Chebyshev alternation for $f$ in $[a, b]$. Assume that $p$ is not a polynomial of best uniform approximation, but $q \in P_{n}$ is. Then

$$
E_{n}(f)=\|f-q\|<\|f-p\| .
$$

The above inequality implies that the polynomial $s=p-q \in P_{n}$ has the
sign of $p-f$ in the points $x_{i}, i=1, \ldots, n+2$, since $\left|p\left(x_{i}\right)-f\left(x_{i}\right)\right|=\|f-p\|>$ $\|f-q\|, \quad p\left(x_{i}\right)-q\left(x_{i}\right)=p\left(x_{i}\right)-f\left(x_{i}\right)-\left(q\left(x_{i}\right)-f\left(x_{i}\right)\right)$. Therefore $s \in P_{n}$ will change its sign at least $n+1$ times, i.e. $s$ must have at least $n+1$ zeros in $[a, b]$. Since $s \in P_{n}$, it follows that $s \equiv 0$, i.e. $p=q$, which is a contradiction with the assumption.

Let now $p \in P_{n}$ be an algebraic polynomial of best uniform approximation for $f$ in $P_{n}$. We shall show that $p$ realizes Chebyshev alternation for $f$. Let us assume, contrary to this, that $m+2$ is the highest number of points $x_{1}<x_{2}<\cdots<x_{m+2}$ in $[a, b]$ such that

$$
\begin{equation*}
f\left(x_{i}\right)-p\left(x_{i}\right)=\varepsilon(-1)^{i}\|f-p\|=\varepsilon(-1)^{i} E_{n}(f), \quad i=1, \ldots, m+2 \tag{1}
\end{equation*}
$$

where $\varepsilon=1$ or -1 and $m<n$. Then there exist $m+3$ points $\xi_{0}, \xi_{1}, \ldots, \xi_{m+2}$ which satisfy the inequalities

$$
a=\xi_{0} \leqslant x_{1}<\xi_{1}<x_{2}<\xi_{2}<\cdots<\xi_{m+1}<x_{m+2} \leqslant \xi_{m+2}=b
$$

and are such that for every $x \in\left[\xi_{i-1}, \xi_{i}\right]$ we have

$$
\begin{equation*}
\varepsilon(-1)^{i}(f(x)-p(x))>-E_{n}(f), \quad i=1, \ldots, m+2 \tag{2}
\end{equation*}
$$

From (1) it follows that the continuous function $f-p$ changes its sign in the interval $\left[x_{i}, x_{i+1}\right]$, therefore the points $\xi_{1}, \xi_{2}, \ldots, \xi_{m+1}$ can be chosen so that

$$
\begin{equation*}
f\left(\xi_{i}\right)=p\left(\xi_{i}\right), \quad i=1, \ldots, m+1 . \tag{3}
\end{equation*}
$$

Since $\left[\xi_{i-1}, \xi_{i}\right], i=1, \ldots, m+2$, are a finite number of closed intervals and $f-p$ is a continuous function in each of them, from (2) it follows that there exists $\delta>0$ such that for every $x \in\left[\xi_{i-1}, \xi_{i}\right], i=1, \ldots, m+2$, we have the inequality

$$
\begin{equation*}
\varepsilon(-1)^{i}(f(x)-p(x))>\delta-E_{n}(f) \tag{4}
\end{equation*}
$$

Let us set

$$
Q(x)=(-1)^{m+1} \lambda\left(x-\xi_{1}\right) \cdots\left(x-\xi_{m+1}\right)
$$

where

$$
\lambda=\frac{\delta}{2\left\|\left(x-\xi_{1}\right) \cdots\left(x-\xi_{m+1}\right)\right\|_{C[a, b]}} .
$$

Since $m<n$, we have $Q \in P_{n}$.
From this definition of $Q$ it follows also that

$$
\begin{gather*}
|Q(x)| \leqslant \delta / 2 \quad \text { for } x \in[a, b]  \tag{5}\\
(-1)^{i} Q(x)>0 \quad \text { for } x \in\left(\xi_{i}, \xi_{i+1}\right), \quad i=0, \ldots, m+1,  \tag{6}\\
Q\left(\xi_{0}\right)>0, \quad(-1)^{m+1} Q\left(\xi_{m+2}\right)>0 \tag{7}
\end{gather*}
$$

$$
\begin{equation*}
Q\left(\xi_{i}\right)=0, \quad i=1, \ldots, m+1 \tag{8}
\end{equation*}
$$

Since $p$ is an algebraic polynomial of best approximation to $f$ in $P_{n}$, we have

$$
\begin{equation*}
-E_{n}(f) \leqslant f(x)-p(x) \leqslant E_{n}(f) \quad \text { for } x \in[a, b] . \tag{9}
\end{equation*}
$$

Let us consider the difference

$$
f(x)-p(x)-\varepsilon Q(x)
$$

In view of (4), (5) and (6), for every $x \in\left[\xi_{i}, \xi_{i+1}\right]$, we have, for $i=0, \ldots, m+1$,

$$
\begin{align*}
\varepsilon(-1)^{i}(f(x)-p(x)-\varepsilon Q(x)) & =\varepsilon(-1)^{i}(f(x)-p(x))-(-1)^{i} Q(x) \\
& >\delta-E_{n}(f)-\delta / 2=\delta / 2-E_{n}(f) \tag{10}
\end{align*}
$$

From (5)-(9) we also obtain that, for every $x \in\left(\xi_{i}, \xi_{i+1}\right)$ and $x=\zeta_{0}, \xi_{m+2}$, we have

$$
\begin{align*}
\varepsilon(-1)^{i}(f(x)-p(x)-\varepsilon Q(x))= & (-1)^{i} \varepsilon(f(x)-p(x))-(-1)^{i} Q(x) \leqslant E_{n}(f) \\
& -(-1)^{i} Q(x)<E_{n}(f) . \tag{11}
\end{align*}
$$

For $x=\xi_{i}, i=1, \ldots, m+1$, we have, from (8),

$$
\begin{equation*}
f\left(\xi_{i}\right)-p\left(\xi_{i}\right)-\varepsilon Q\left(\xi_{i}\right)=0 \tag{12}
\end{equation*}
$$

Consequently the inequalities (10)-(12) give us that, for every $x \in[a, b]$, we have

$$
\begin{equation*}
|f(x)-p(x)-\varepsilon Q(x)|<E_{n}(f) \tag{13}
\end{equation*}
$$

Since $f-p-\varepsilon Q$ is a continuous function in $[a, b]$, from (13) it follows that

$$
\|f-p-\varepsilon Q\|<E_{n}(f)
$$

i.e. a contradiction, since $p+\varepsilon Q \in P_{n}$.

From theorem 1.6 there follows easily the uniqueness of the algebraical polynomial of best uniform approximation as follows.

Theorem 1.7. Let $f \in C[a, b]$. For every natural number $n$ there exists a unique algebraic polynomial $p \in P_{n}$ of best uniform approximation to $f$ in $P_{n}$.

Proof. Let $p \in P_{n}$ and $q \in P_{n}$ be two algebraic polynomials of best uniform approximation to $f$ :

$$
\begin{equation*}
\|f-p\|=\|f-q\|=E_{n}(f) \tag{14}
\end{equation*}
$$

From theorem 1.2 the polynomial $g=(p+q) / 2 \in P_{n}$ is also a polynomial of best uniform approximation to $f$. By theorem 1.6 g realizes Chebyshev alternation for $f$, i.e. there exist $n+2$ points $x_{i}, i=1, \ldots, n+2, a \leqslant x_{1}<$
$x_{2}<\cdots<x_{n+2} \leqslant b$, such that

$$
\begin{equation*}
f\left(x_{i}\right)-\frac{p\left(x_{i}\right)+q\left(x_{i}\right)}{2}=\varepsilon(-1)^{i} E_{n}(f), \quad i=1, \ldots, n+2, \tag{15}
\end{equation*}
$$

where $\varepsilon=1$ or -1 .
From (14) it follows that

$$
\left.\begin{array}{l}
\left|f\left(x_{i}\right)-p\left(x_{i}\right)\right| \leqslant E_{n}(f)  \tag{16}\\
\left|f\left(x_{i}\right)-q\left(x_{i}\right)\right| \leqslant E_{n}(f)
\end{array}\right\}
$$

Therefore the equality (15) can be fulfilled only if we have

$$
f\left(x_{i}\right)-p\left(x_{i}\right)=f\left(x_{i}\right)-q\left(x_{i}\right)
$$

i.e. if $p\left(x_{i}\right)=q\left(x_{i}\right)$ for $i=1, \ldots, n+2$.

We thus have that the algebraical polynomials $p \in P_{n}$ and $q \in P_{n}$ coincide in $n+2$ different points. Consequently $p=q$.

The following theorem of de la Vallee-Poussin is very useful in the numerical methods for obtaining the polynomial of best uniform approximation.

Theorem 1.8. Let $f \in C[a, b], p \in P_{n}$ and $x_{i}, i=1, \ldots, n+2, a \leqslant x_{1}<x_{2}<\cdots<$ $x_{n+2} \leqslant b$, be $n+2$ different points in $[a, b]$. If the difference $f-p$ has alternate signs at the points $x_{i}, i=1, \ldots, n+2$, then

$$
E_{n}(f) \geqslant \mu=\min \left\{\left|f\left(x_{i}\right)-p\left(x_{i}\right)\right|: i=1, \ldots, n+2\right\} .
$$

Proof. Let us assume that $E_{n}(f)<\mu$. Let $q \in P_{n}$ be the algebraic polynomial of best uniform approximation to $f$, i.e. $\|f-q\|=E_{n}(f)<\mu$.

From this it follows that the difference $p-q$ must have the sign of $p\left(x_{i}\right)-f\left(x_{i}\right)$ at the points $x_{i}, i=1, \ldots, n+2$. By the conditions of the theorem therefore $p-q$ must have alternate signs at $n+2$ points $x_{i}, i=1,2, \ldots, n+2$, i.e. the algebraic polynomial $p-q \in P_{n}$ must have at least $n+1$ different zeros in $[a, b]$; consequently $p-q \equiv 0$ which contradicts

$$
\|f-q\|=E_{n}(f)<\mu \leqslant\|f-p\| .
$$

### 1.3 Numerical methods

We shall describe in this section the so-called Remez algorithms for numerical solution of basic problem (v) from section 1.1 - finding the polynomial of best uniform approximation. The algorithms are more general and can be used for best uniform approximation by means of arbitrary Haar subspaces of $C[a, b]$.

Definition 1.2. The system $\left\{\varphi_{i}\right\}_{i=1}^{n}$ of functions $\varphi_{i} \in C[a, b], i=1, \ldots, n$, is said to be a Chebyshev system on the interval $[a, b]$ if every generalized polynomial
$\varphi=\sum_{i=1}^{n} a_{i} \varphi_{i}$ can have at most $n-1$ zeros in $[a, b]$ (every zero calculated with its multiplicity).

Let $C^{(k)}[a, b]$ denote the space of all functions in the interval $[a, b]$ which have $k$ th derivative $f^{(k)}$ in $[a, b]$, which belongs to $C[a, b]$.

We shall say that $x_{0} \in[a, b]$ is a zero of $f \in C^{(k)}[a, b]$ of order $k$ (or multiplicity k) if

$$
f\left(x_{0}\right)=f^{\prime}\left(x_{0}\right)=\cdots=f^{(k-1)}\left(x_{0}\right)=0, \quad f^{(k)}\left(x_{0}\right) \neq 0 .
$$

Definition 1.3. A subspace $G \subset C[a, b], G=\left\{\varphi: \varphi=\sum_{i=1}^{n} a_{i} \varphi_{i}\right\}$, generated by the Chebyshev system $\left\{\varphi_{i}\right\}_{i=1}^{n}$, is said to be a Haar subspace.

Let $\left\{\varphi_{i}\right\}_{i=1}^{n}$ be a Chebyshev system. In this section we shall use the following notations. Let $f \in C[a, b]$. Then

$$
\begin{gathered}
E_{n}(f)=\inf \left\{\|f-\varphi\|: \varphi=\sum_{i=1}^{n} a_{i} \varphi_{i}\right\} \\
\Delta(a)=\left\|\sum_{i=1}^{n} a_{i} \varphi_{i}-f\right\|_{C[a, b]} \\
\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}^{n}, \quad r(\mathbf{a}, x)=\sum_{i=1}^{n} a_{i} \varphi_{i}(x)-f(x),
\end{gathered}
$$

$\mathbb{R}^{n}$ the $n$-dimensional Euclidean space.
Our aim is to find real numbers $\left\{c_{i}^{*}\right\}_{i=1}^{n}$ such that

$$
\left\|f-\sum_{i=1}^{n} c_{i}^{*} \varphi_{i}\right\|_{C[a, b]}=E_{n}(f)
$$

## First Remez algorithm

The algorithm consists of the following recursive procedure.
(i) Select $n+1$ points $X^{(0)}=\left\{x_{i}\right\}_{0}^{n}$, where $a \leqslant x_{0}<x_{1}<\cdots<x_{n} \leqslant b$;
(ii) Set $k=0$;
(iii) Given the set $X^{(k)}$ find a vector $\mathbf{c}^{(k)} \in \mathbb{R}^{n}$ such that if we denote $\Delta^{(k)}(\mathbf{c})=$ $\max \left\{|r(\mathbf{c}, x)|: x \in X^{(k)}\right\}$ then

$$
\Delta^{(k)}\left(\mathbf{c}^{(k)}\right)=\inf \left\{\Delta^{(k)}(\mathbf{c}): \mathbf{c} \in \mathbb{R}^{n}\right\} ;
$$

(iv) Find a point $x_{n+k+1} \in[a, b]$ such that $\Delta\left(\mathbf{c}^{(k)}\right)=\left|r\left(\mathbf{c}^{(k)}, x_{n+k+1}\right)\right|$;
(v) Form the set $X^{(k+1)}=X^{(k)} \cup\left\{x_{n+k+1}\right\}$;
(vi) Set $k=k+1$;
(vii) Go to (iii).

The choice of the initial set $X^{0}$ can be done in different ways (equidistant point in the trigonometrical case, the roots of the $(n+1)$-th polynomial of Chebyshev in the algebraic case and so on) and there exist no strong rules for this.

At step (iii) we have to find in fact the polynomial of the best uniform approximation on a set which consists of a finite number of points.

Step (iv) is usually the most laborious point in the algorithm.
The execution of the algorithm stops when the polynomial obtained at the $k$ th iteration satisfies some demands.

The method (i)-(vii) generates a sequence of vectors $\left\{\mathbf{c}^{(k)}\right\}_{k=0}^{\infty}$ for which we have the following.

Theorem 1.9. Let $\mathbf{c}^{*}$ be a cluster point of the sequence $\left\{\mathbf{c}^{(k)}\right\}_{k=0}^{\infty}$. Then $E_{n}(f)=\Delta\left(\mathbf{c}^{*}\right)$.

Proof. Let us set $|\mathbf{c}|=\sum_{i=1}^{n}\left|c_{i}\right|$ and

$$
\theta=\underset{|\mathbf{c}|=1}{\min \max }\left|\sum_{x \in X^{(0)}}\right| \sum_{i=1}^{n} c_{i} \varphi_{i}(x) \mid
$$

Since $X^{(0)}$ contains $n+1$ different points and $\left\{\varphi_{i}\right\}_{i=1}^{n}$ is a Chebyshev system on the interval $[a, b]$ we have $\theta>0$. From $X^{(k)} \subset X^{(k+1)} \subset[a, b]$ we get for every $c \in \mathbb{R}^{n}$ that

$$
\Delta^{(k)}(\mathbf{c}) \leqslant \Delta^{(k+1)}(\mathbf{c}) \leqslant \Delta(\mathbf{c})
$$

and consequently $\left(\overline{\mathbf{c}}: \Delta(\overline{\mathbf{c}})=E_{n}(f)\right.$ )

$$
\Delta^{(k)}\left(\mathbf{c}^{(k)}\right) \leqslant \Delta^{(k)}\left(\mathbf{c}^{(k+1)}\right) \leqslant \Delta^{(k+1)}\left(\mathbf{c}^{(k+1)}\right) \leqslant \Delta^{(k+1)}(\overline{\mathbf{c}}) \leqslant \Delta(\overline{\mathbf{c}})=E_{n}(f) .
$$

The last inequalities show that the sequence $\left\{\Delta^{(k)}\left(\mathbf{c}^{(k)}\right)\right\}_{0}^{\infty}$ is monotone nondecreasing and bounded from above. This means that there exists $\varepsilon \geqslant 0$ such that $\lim _{k \rightarrow \infty} \Delta^{(k)}\left(\mathbf{c}^{(k)}\right)=E_{n}(f)-\varepsilon$. We shall show that $\varepsilon=0$.

First we prove that the sequence $\left\{\mathbf{c}^{(k)}\right\}_{k=0}^{\infty}$ is bounded. Indeed,

$$
\Delta^{0}(\mathbf{c})=\max _{x \in X^{0}}\left|\sum_{i=1}^{n} c_{i} \varphi_{i}(x)-f(x)\right| \geqslant \max _{x \in X^{(0)}}\left|\sum_{i=1}^{n} c_{i} \varphi_{i}(x)\right|-\|f\|_{C} \geqslant \theta|\mathbf{c}|-\|f\|
$$

and if $|\mathbf{c}|>2\|f\| / \theta$ then $\Delta^{(k)}(\mathbf{c}) \geqslant \Delta^{0}(\mathbf{c})>\|f\|=\Delta^{(k)}(0)$, i.e. $\mathbf{c}$ can not minimize any of the functions $\Delta^{(k)}$. So the sequence $\left\{\mathbf{c}^{(k)}\right\}_{k=1}^{\infty}$ generated by the algorithm is bounded.

Further let us set $M=\max _{1 \leqslant i \leqslant n}\left\|\varphi_{i}\right\|_{C[a, b]}$. Then for an arbitrary vector $\mathbf{b}$

$$
|r(\mathbf{b}, x)-r(\mathbf{c}, x)|=\left|\sum_{i=1}^{n}\left(b_{i}-c_{i}\right) \varphi_{i}(x)\right| \leqslant M|\mathbf{b}-\mathbf{c}|
$$

and therefore $|r(\mathbf{b}, x)| \leqslant|r(\mathbf{c}, x)|+M|\mathbf{b}-\mathbf{c}|$, i.e.

$$
\begin{equation*}
\Delta(\mathbf{b})=\|r(\mathbf{b}, \cdot)\|_{\mathbf{c}[a, b]}=|r(\mathbf{b}, \bar{x})| \leqslant|r(\mathbf{c}, \bar{x})|+M|\mathbf{b}-\mathbf{c}| \leqslant \Delta(\mathbf{c})+M|\mathbf{b}-\mathbf{c}| . \tag{1}
\end{equation*}
$$

Let us suppose now that $\varepsilon>0$ and $\mathbf{c}^{*} \in \mathbb{R}^{n}$ is a cluster point of the sequence $\left\{\mathbf{c}^{(k)}\right\}_{k=0}^{\infty}$. For every $\delta>0$ there exists an index $k$ such that $\left|\mathbf{c}^{*}-\mathbf{c}^{(k)}\right|<\delta$ and
an index $i>k$ such that $\left|\mathbf{c}^{*}-\mathbf{c}^{(i)}\right|<\delta$. Then $\left|\mathbf{c}^{(k)}-\mathbf{c}^{(i)}\right|<2 \delta$ and, using (1). setting $\mathbf{c}^{*}$ in place of $\mathbf{b}$, we obtain

$$
\begin{aligned}
E_{n}(f) & \leqslant \Delta\left(\mathbf{c}^{*}\right) \leqslant \Delta\left(\mathbf{c}^{(k)}\right)+M \delta=\left|r\left(\mathbf{c}^{(k)}, x^{(k+1)}\right)\right|+M \delta \\
& \leqslant\left|r\left(\mathbf{c}^{(i)}, x^{(k+1)}\right)\right|+3 M \delta \leqslant \Delta^{(k+1)}\left(\mathbf{c}^{(i)}\right)+3 M \delta \\
& \leqslant \Delta^{(i)}\left(\mathbf{c}^{(i)}\right)+3 M \delta \leqslant E_{n}(f)-\varepsilon+3 M \delta .
\end{aligned}
$$

The number $\delta>0$ was arbitrary, so for $\varepsilon>3 M \delta$ this leads to a contradiction. Therefore $\varepsilon=0$ and $\Delta\left(\mathbf{c}^{*}\right)=E_{n}(f)$.

Corollary 1.2. Let $\left\{\varphi_{i}(x)\right\}_{1}^{n}=\left\{x^{i}\right\}_{0}^{n-1}$. Then there exists $\lim _{k \rightarrow \infty} \mathbf{c}^{(k)}=\mathbf{c}^{*}$.
This follows from the uniqueness of the best uniform algebraic approximation (theorem 1.7).

Corollary 1.2 gives that the first Remez algorithm is convergent for the case of approximation by means of algebraic polynomials.

Remark. The uniqueness theorem is also valid for approximation in the uniform metric by means of a Chebyshev system. So we have convergence of the first Remez algorithm also in the general case of a Chebyshev system.

## Second Remez algorithm

We shall describe the second Remez algorithm again for an arbitrary Chebyshev system and we shall prove the order of convergence for the case of uniform approximation by means of algebraic polynomials.
(i) Take $n+1$ different points $x_{i}, i=0, \ldots, n, a \leqslant x_{0}<x_{1}<\cdots<x_{n} \leqslant b$;
(ii) Solve the linear system

$$
f\left(x_{j}\right)-\sum_{i=1}^{n} c_{i} \varphi_{i}\left(x_{j}\right)=(-1)^{j} \lambda, \quad j=0,1, \ldots, n,
$$

with respect to the unknowns $c_{1}, \ldots, c_{n}$ and $\lambda$;
(iii) Find the points $\left\{z_{i}\right\}_{i=0}^{n+1}$ such that $z_{0}=a, z_{n+1}=b$ and $r\left(z_{i}\right)=0$ for $i=1, \ldots, n ;$
(iv) Select the points $y_{i} \in\left[z_{i}, z_{i+1}\right], i=0,1, \ldots, n$, such that

$$
\left(\operatorname{sign} r\left(x_{i}\right)\right) r\left(y_{i}\right)=\max \left\{r(x) \operatorname{sign} r\left(x_{i}\right): x \in\left[z_{i}, z_{i+1}\right]\right\}
$$

(v) If $\|r(\mathbf{c} ; \cdot)\|_{\mathcal{C}[a, b]}>\max \left\{\left|r\left(\mathbf{c} ; y_{i}\right)\right|: 0 \leqslant i \leqslant n\right\}$ then there exists a point $y \in[a, b]$ such that $|r(\mathbf{c} ; y)|=\|r(\mathbf{c} \cdot \cdot)\|_{C_{[a, b]}}$ we put the point $y$ in place of some point among $y_{0}, y_{1}, \ldots, y_{n}$ so that the function $r(\mathbf{c} ; x)$ would preserve the alternating signs on the newly obtained points which we denote again by $y_{0}, y_{1}, \ldots, y_{n}$;
(vi) Go to (ii) and instead of the points $\left\{x_{i}\right\}_{i=0}^{n}$ consider the points $\left\{y_{i}\right\}_{i=0}^{n}$.

[^1]This procedure can be easily carried out using computers and numerical experiments show that it is not very sensitive to the choice of the initial points.

Usually we go out of the iterative process and stop the calculation when on the $k$ th step $\|r(\mathbf{c} \cdot \cdot)\|$ differs negligibly from $|\hat{\lambda}|$. This stop-condition comes from the Chebyshev theorem of alternation.

The second Remez algorithm has quadratic convergence under some restrictions on the smoothness of the function $f$ (see L. Veidinger (1960)). We shall prove here the linear convergence of the algorithm for every $f \in C[a, b]$ in the case of polynomial approximations.

Theorem 1.10. Let $\left\{\varphi_{i}\right\}_{i=1}^{n}=\left\{x^{i}\right\}_{i=0}^{n-1}$ and let $f \in C[a, b]$. The polynomial $p^{(k)}=$ $\sum_{i=0}^{n-1} c_{i} x^{i}$ generated on the kth step by the second Remez algorithm satisfies the condition $\left\|p^{(k)}-p\right\|_{\mathcal{C}[a, b]} \leqslant c \theta^{k}$, where $p$ is the algebraic polynomial of best uniform approximation for $f$ of $(n-1)$-th degree, $0<\theta<1$ and $c$ is a constant, independent of $k$.

Proof. We again use the abbreviation $r(x) \equiv r(\mathbf{c} ; x)$. Since we described a single cycle of the second Remez algorithm let us denote $\alpha=\left|r\left(x_{0}\right)\right|=\cdots=\left|r\left(x_{n}\right)\right|=$ $|\lambda|, \quad \beta=\max \left\{\left|r\left(y_{i}\right)\right|: i=0, \ldots, n\right\}=\|r(\mathbf{c} ; \cdot)\|_{C}, \quad \gamma=\min \left\{\left|r\left(y_{i}\right)\right|: i=0, \ldots, n\right\}$, $\bar{\beta}=\|f-p\|_{c}$.

From de la Vallée-Poussin's theorem (theorem 1.8) we get $\alpha \leqslant \gamma \leqslant \bar{\beta} \leqslant \beta$. Let us agree that on the next cycle of the algorithm the constants corresponding to $\alpha, \beta, \gamma, \lambda$ and the coefficient vector $\mathbf{c}$ will be denoted by $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}, \lambda^{\prime}$ and $\mathbf{c}^{\prime}$. According to this convention it is clear that the vector $\mathbf{c}^{\prime}$ is selected by the system

$$
(-1)^{i} \lambda^{\prime}+\sum_{j=0}^{n-1} c_{j}^{\prime} y_{i}^{j}=f\left(y_{i}\right), \quad i=0, \ldots, n
$$

and

$$
\lambda^{\prime}=\frac{\left|\begin{array}{ccc}
f\left(y_{0}\right) & 1 & y_{0} \cdots y_{0}^{n-1} \\
f\left(y_{n}\right) & 1 & y_{n} \cdots y_{n}^{n-1}
\end{array}\right|}{\left|\begin{array}{rll}
1 & 1 & y_{0} \cdots y_{0}^{n-1} \\
-1 & 1 & y_{1} \cdots y_{1}^{n-1} \\
(-1)^{n} & 1 & y_{n} \cdots y_{n}^{n-1}
\end{array}\right|}=\frac{\sum_{i=0}^{n}(-1)^{i} f\left(y_{i}\right) M_{i}}{\sum_{i=0}^{n} M_{i}}
$$

where $M_{i}$ are the minors corresponding to the first column of the matrix in the denominator.

If $f$ has the form $f=\sum_{j=0}^{n-1} a_{j} x^{j}$ then the approximation has to be exact and $\lambda^{\prime}=0$, i.e.

$$
\sum_{i=0}^{n}(-1)^{i} \sum_{j=0}^{n-1} a_{j} y_{i}^{j} M_{i}=0 .
$$

Thus we may replace $f\left(y_{i}\right)$ by

$$
r\left(y_{i}\right)=f\left(y_{i}\right)-\sum_{j=0}^{n-1} c_{j} y_{i}^{j}
$$

in the expression for $\lambda^{\prime}$. Taking into account that $\operatorname{sign} r\left(y_{i}\right)=-\operatorname{sign} r\left(y_{i+1}\right)$ we obtain

$$
\alpha^{\prime}=\left|\lambda^{\prime}\right|=\left(\sum_{i=0}^{n} M_{i}\left|r\left(y_{i}\right)\right|\right) / \sum_{i=0}^{n} M_{i} .
$$

Since $M_{i}>0$,

$$
\begin{equation*}
M_{i}=\prod\left(y_{k}-y_{j}\right), \tag{2}
\end{equation*}
$$

where the product is taken over all $k, j$ such that $k>j, k, j=0,1, \ldots, i-1$, $i+1, \ldots, n$ and $y_{k}>y_{j}$ for $k>j$.

Now let $\theta_{i}=M_{i} / \sum_{i=0}^{n} M_{i}$. Then

$$
\begin{equation*}
\alpha^{\prime}=\sum_{i=0}^{n} \theta_{i}\left|r\left(y_{i}\right)\right| \geqslant \gamma \sum_{i=0}^{n} \theta_{i}=\gamma \geqslant \alpha . \tag{3}
\end{equation*}
$$

We shall show that there exists $\theta, 0<\theta<1$, such that for all numbers $\theta_{i}$ generated at the $k$ th iteration of the algorithm we have

$$
\begin{equation*}
1-\theta<\theta_{i}<1, \quad i=0,1, \ldots, n \tag{4}
\end{equation*}
$$

From (2) it follows that this will be true if there exists $\delta>0$ independent of $k$ such that

$$
\begin{equation*}
y_{i+1}^{(k)}-y_{i}^{(k)} \geqslant \delta>0, \quad i=0, \ldots, n-1, \quad k=1,2, \ldots \tag{5}
\end{equation*}
$$

Let us assume that this inequality is not true. Then the sequence $\left\{y_{0}^{(k)}, \ldots, y_{n}^{(k)}\right\}_{k=1}^{\infty}$ will have a cluster point $\left(\bar{y}_{0}, \bar{y}_{1}, \ldots, \bar{y}_{n}\right)$, where at least two points $\bar{y}_{i}$ coincide. Consequently there exists an algebraic polynomial $q(x)=\sum_{i=0}^{n-1} a_{i} x^{i}$ which interpolates $f$ at the points $\bar{y}_{0}, \bar{y}_{1}, \ldots, \bar{y}_{n}$ (the number of the different points is at most $n$ ). By definition $\alpha^{(k+1)}$ is the best approximation of $f$ at the points $y_{0}^{(k)}, y_{1}^{(k)}, \ldots, y_{n}^{(k)}$ at the $k$ th iteration and

$$
\begin{align*}
\alpha^{(k+1)} & \leqslant \max \left\{\left|f\left(y_{i}^{(k)}\right)-q\left(y_{i}^{(k)}\right)\right|: i=0, \ldots, n\right\} \\
& =\max \left\{\left|f\left(y_{i}^{(k)}\right)-q\left(y_{i}^{(k)}\right)-f\left(\bar{y}_{i}\right)+q\left(\bar{y}_{i}\right)\right|: i=0, \ldots, n\right\}, \tag{6}
\end{align*}
$$

since $f\left(\bar{y}_{i}\right)=q\left(\bar{y}_{i}\right), i=0, \ldots, n$. This inequality contradicts the fact that $\alpha^{\prime} \geqslant \alpha$ (see (3)), i.e. $\alpha^{(1)} \leqslant \alpha^{(2)} \leqslant \cdots \leqslant \alpha^{(k+1)} \leqslant \cdots$. Really, if $k$ is such that $\max \left\{\left|y_{i}^{(k)}-\bar{y}_{i}\right|: i=0, \ldots, n\right\}$ is small enough, then $\left(\alpha^{(1)}>0\right)$

$$
\begin{equation*}
\max \left\{\left|f\left(y_{i}^{(k)}\right)-f\left(\bar{y}_{i}\right)-\left(q\left(y_{i}^{(k)}\right)-q\left(\bar{y}_{i}\right)\right)\right| ; i=0, \ldots, n\right\}<\alpha^{(1)} \tag{7}
\end{equation*}
$$

since $q$ and $f$ are continuous functions. From (6) and (7) we get the contradiction $\alpha^{(k+1)}<\alpha^{(1)}$.

Therefore (5), and consequently (4), hold true. Using (4) we obtain

$$
\gamma^{\prime}-\gamma \geqslant \alpha^{\prime}-\gamma=\sum_{i=0}^{n} \theta_{i}\left(\left|r\left(y_{i}\right)\right|-\gamma\right) \geqslant(1-\theta)(\beta-\gamma) \geqslant(1-\theta)(\bar{\beta}-\gamma)
$$

and

$$
\bar{\beta}-\gamma^{\prime}=(\bar{\beta}-\gamma)-\left(\gamma^{\prime}-\gamma\right) \leqslant(\bar{\beta}-\gamma)-(1-\theta)(\bar{\beta}-\gamma)=\theta(\bar{\beta}-\gamma)
$$

i.e. $\bar{\beta}-\gamma^{(k)} \leqslant \theta^{k}\left(\bar{\beta}-\gamma^{(0)}\right)$ and

$$
\begin{equation*}
\beta^{(k)}-\beta \leqslant \beta^{(k)}-\gamma^{(k)} \leqslant \frac{\gamma^{(k+1)}-\gamma^{(k)}}{1-\theta} \leqslant \frac{\bar{\beta}-\gamma^{(k)}}{1-\theta} \leqslant \frac{\theta^{k}\left(\bar{\beta}-\gamma^{(0)}\right)^{\dagger}}{1-\theta} \tag{8}
\end{equation*}
$$

Finally we shall apply the strong uniqueness theorem 2.5 from Chapter 2 (obviously the theorem remains true for $P_{n-1}$, i.e. when $m=0$ ). By this theorem if $p$ is the polynomial of best uniform approximation for $f$ of $(n-1)$-th degree, then there exists a constant $c(f)>0$, depending only on $f$, such that for every polynomial $q \in P_{n-1}$ we have:

$$
\begin{equation*}
\|f-q\| \geqslant\|f-p\|+c(f)\|q-p\| \tag{9}
\end{equation*}
$$

Denoting by $p^{(k)}$ the algebraic polynomial generated at the $k$ th step of the algorithm (at the $k$ th iteration), we obtain, from (8) and (9),

$$
\begin{aligned}
\left\|p^{(k)}-p\right\| & \leqslant \frac{1}{c(f)}\left(\left\|f-p^{(k)}\right\|-\|f-p\|\right)=\frac{1}{c(f)}\left(\beta^{(k)}-E_{n}(f)\right) \\
& =\frac{1}{c(f)}\left(\beta^{(k)}-\bar{\beta}\right) \leqslant \frac{\bar{\beta}-\gamma^{(0)}}{c(f)(1-\theta)} \theta^{k}
\end{aligned}
$$

which completes the proof.
Remark. Theorem 1.10 remains valid also for an arbitrary Chebyshev system.

### 1.4 Notes

The classical theorems for characterization and uniqueness of the best polynomial uniform approximation are given by P.L. Chebyshev (see P.L. Tchebycheff (1899), see also Ch.de la Vallée-Poussin (1910)).

The abstract theory of linear approximations is a very developed domain. We recommend the following books, which contain some more details than given here: I. Singer (1970), E.W. Cheney (1966), J. Rice (1964), (1969), Collatz, Krabs (1973).

Usually uniform approximation by means of a Chebyshev system is considered. We shall give only the formulations of some theorems.

Let $K$ be compact and let $C(K)$ be the set of all continuous functions on

[^2]$K$ (real- or complex-valued). The following characterization theorem is known as the Kolmogorov criterion (A.N. Kolmogorov, 1948).

Let $f \in C(K)$ and let $G$ be a linear subspace of $C(K)$. A function $\varphi_{0} \in G$ is a best approximation of $f$ with respect to $G$ if and only if the inequality

$$
\min _{x \in A} \operatorname{Re} \overline{\left(f(x)-\varphi_{0}(x)\right)} \varphi(x) \leqslant 0
$$

holds for every $\varphi \in G$, where $A$ is the set of the extremal points of $f-\varphi_{0}$, i.e.

$$
A=\left\{x: x \in K,\left|f(x)-\varphi_{0}(x)\right|=\left\|f-\varphi_{0}\right\|_{C(K)}\right\}
$$

and $\bar{\alpha}$ is the conjugate of $\alpha$.
The uniqueness theorem 1.7 has the following form.
Let $G$ be a Haar subspace of $C(K)$ (see section 1.3). Then for every $f \in C(K)$ there is exactly one best uniform approximation of $f$ with respect to $G$ (A. Haar, 1918, A.N. Kolmogorov, 1948).

The theorem (1.6) of Chebyshev also is true for Chebyshev systems (Haar subspaces), as follows.

Let $G$ be a Haar subspace of $C[a, b]$ with dimension $n$. Let $\varphi \in G$ be the best uniform approximation to $f \in C[a, b]$ with respect to $G$. Then there exist $n+1$ points $x_{i}, i=1, \ldots, n+1, a \leqslant x_{1}<\cdots<x_{n+1} \leqslant b$, such that

$$
f\left(x_{i}\right)-\varphi\left(x_{i}\right)=\varepsilon(-1)^{i}\|f-\varphi\|_{C[a, b]}, \quad i=1, \ldots, n+1, \varepsilon= \pm 1
$$

For the first and second Remez algorithms see Remez (1969). There are many modifications of these algorithms, see the books of Cheney (1966), Rice (1964, 1969), Meinardus (1967). We have used in section 1.3 the book of Cheney (1966).

## 2

## Qualitative theory of the best rational approximation

The most essential problems in the qualitative theory of the best approximation are the problems of existence, uniqueness and characterization of the best approximation. Finally the problems connected with the continuity of the operator of the best approximation, or, as is mainly used, the continuity of the metric projection, are considered. In this chapter we shall consider these questions for the best rational approximation. The difficulties arise from the fact that the set $R_{n m}$ of all rational functions of order $(n, m)$ (see the exact definition in section 2.1) is not a finite dimensional linear space and the bounded sets in $R_{n m}$ are not compact in $C[a, b]$ or in $L_{p}(a, b)$. Nevertheless we shall see that there exists an element of best approximation in $C[a, b]$ and $L_{p}(a, b)$ (section 2.1). Moreover in $C[a, b]$ we have uniqueness and characterization of the best approximation by means of an alternation, as in the linear case (see section 2.2). Unfortunately in $L_{p}(a, b), 1 \leqslant p<\infty$, we do not have uniqueness (section 2.3). In section 2.4 we consider the problem of continuity of the metric projection in $C[a, b]$-the metric projection is continuous only in the so-called 'normal points' (see section 2.4). In section 2.5 we consider numerical methods for obtaining the rational function of best uniform approximation. We should like to remark that we examine only the usual rational approximation. Some references for the qualitative theory of generalized rational approximations are given in the notes at the end of the chapter.

### 2.1 Existence

We shall denote by $R_{n m}$ the set of all real-valued rational functions with numerator an algebraic polynomial of degree at most $n$ and denominator an
algebraic polynomial of degree at most $m$, i.e. $r \in R_{n m}$ if $r$ has the form

$$
\begin{equation*}
r(x)=\frac{a_{n} x^{n}+a_{n-1} x^{n-1}+\cdots+a_{0}}{b_{m} x^{m}+b_{m-1} x^{m-1}+\cdots+b_{0}} \tag{1}
\end{equation*}
$$

where $a_{i}, i=0, \ldots, n, b_{i}, i=0, \ldots, m$, are real numbers.
If $r \in R_{n m}$ has the form (1) with $a_{n} \neq 0$, or $b_{m} \neq 0$, we say that $r$ is nondegenerate.

If $r=p / q, p$ and $q$ algebraic polynomials without common zeros, we say that $r$ is a reduced rational function, or $r$ has a reduced form, or $r$ is irreducible.

Since the set $R_{n m}$ is nonlinear when $m \geqslant 1$, we cannot apply the general theory of linear approximation to obtain the existence of the best rational approximation in the spaces $C[a, b]$ and $L_{p}(a, b), 1 \leqslant p<\infty$. So we shall prove its existence directly.

We define the best rational approximation in $C[a, b]$ and $L_{p}(a, b), 1 \leqslant p<\infty$, of order ( $n, m$ ) as usual:

$$
\begin{aligned}
R_{n m}(f)_{C[a, b]} & =\inf \left\{\|f-r\|_{C[a, b]}: r \in R_{n m}\right\}, \\
R_{n m}(f)_{L_{p}(a, b)} & =\inf \left\{\|f-r\|_{L_{p}(a, b)}: r \in R_{n m}\right\} .
\end{aligned}
$$

When it is clear we shall write briefly $R_{n m}(f)_{C}$ or $R_{n m}(f)$ and $R_{n m}(f)_{L_{p}}$ or $R_{n m}(f)_{p}$. When $m=n$ we shall use the notations $R_{n}(f)_{C[a, b]}, R_{n}(f)_{C}$ or $R_{n}(f)$ and $R_{n}(f)_{L_{p}(a, b)}, R_{n}(f)_{L_{p}}$ or $R_{n}(f)_{p}$.

Theorem 2.1 (Existence theorem). Let $f \in C[a, b]$ (or $\left.f \in L_{p}(a, b), 1 \leqslant p<\infty\right)$. Then there exists a rational function $r \in R_{n m}$ (respectively $r_{p} \in R_{n m}$ ) such that

$$
\|f-r\|_{C[a, b]}=R_{n m}(f)_{C[a, b]}
$$

(respectively

$$
\left.\left\|f-r_{p}\right\|_{L_{p}[a, b]}=R_{n m}(f)_{L_{p}[a, b]}\right] .
$$

Remark. The rational function $r$, respectively $r_{p}$, is called a rational function of best approximation to $f$ in $C[a, b]$, or of best uniform approximation to $f$, respectively a rational function of the best $L_{p}$-approximation to $f$, of order ( $n, m$ ).

Proof of theorem 2.1. Let $X$ denote the space $C[a, b]$ or $L_{p}(a, b), 1 \leqslant p<\infty$. Let $f \in X$ and $r_{N} \in R_{n m}$ be such that

$$
\begin{equation*}
\left\|f-r_{N}\right\|_{X} \leqslant R_{n m}(f)_{X}+1 / N, \quad N=1,2, \ldots \tag{2}
\end{equation*}
$$

Then it follows that

$$
\begin{equation*}
\left\|r_{N}\right\|_{X} \leqslant R_{n m}(f)_{X}+\|f\|_{X}+1=A, \quad N=1,2, \ldots \tag{3}
\end{equation*}
$$

Let $r_{N}=p_{N} / q_{N}$, where $p_{N} \in P_{n}, q_{N} \in P_{m}$. We can assume that $r_{N}$ is normalized
so that

$$
\begin{equation*}
\left\|q_{N}\right\|_{C[a, b]}=1, \quad N=1,2, \ldots \tag{4}
\end{equation*}
$$

Now (3) and (4) give us

$$
\begin{equation*}
\left\|p_{N}\right\|_{X}=\left\|q_{N} r_{N}\right\|_{X} \leqslant\left\|r_{N}\right\|_{X}\left\|q_{N}\right\|_{C[a, b]} \leqslant A . \tag{5}
\end{equation*}
$$

From (4) and (5) it follows that the sets $\left\{p_{N}: N=1,2, \ldots\right\} \subset P_{n}$ and $\left\{q_{N}: N=1,2, \ldots\right\} \subset P_{m}$ are sequences in compact sets $\left(P_{n}, P_{m}\right.$ are finite dimensional spaces), so there exists a subsequence $N_{i}, i=1,2, \ldots, \infty$, and $p \in P_{n}, q \in P_{m}$ such that

$$
\left.\begin{array}{l}
\left\|p-p_{N_{i}}\right\|_{X} \underset{N_{i} \rightarrow \infty}{\longrightarrow} 0 ; \quad\left\|p-p_{N_{i}}\right\|_{C[a, b]} \longrightarrow 0  \tag{6}\\
\left\|q-q_{N_{i} \rightarrow \infty}\right\|_{C[a, b]} 0
\end{array}\right\}
$$

(all norms in a finite dimensional linear normed space are equivalent).
From (4) and (6) we obtain

$$
\begin{equation*}
\|q\|_{C[a, b]}=1 \tag{7}
\end{equation*}
$$

If $x$ is not a zero of $q$, in view of (6) $q_{N_{i}}(x) \rightarrow q(x)$ and therefore $q_{N_{i}}(x) \neq 0$ for sufficiently large $N_{i}$. Using (6) we obtain $(r=p / q)$ :

$$
\begin{equation*}
\left|r(x)-r_{N_{i}}(x)\right| \leqslant \frac{1}{\left|q(x) q_{N_{i}}(x)\right|}\left\{\|p\|_{C}\left\|q-q_{N_{i}}\right\|_{C}+\|q\|_{C}\left\|p-p_{N_{i}}\right\|_{C}\right\} \underset{N_{i} \rightarrow \infty}{\longrightarrow} 0 . \tag{8}
\end{equation*}
$$

Therefore, for every $x \in[a, b], x$ not a zero of $q$, we get from (2) and (8)

$$
\begin{equation*}
|r(x)-f(x)| \leqslant\left|r(x)-r_{N_{i}}(x)\right|+\left|r_{N_{i}}(x)-f(x)\right| \underset{N_{i} \rightarrow \infty}{\longrightarrow} R_{n m}(f)_{C} \tag{9}
\end{equation*}
$$

or

$$
\begin{equation*}
|r(x)-f(x)| \leqslant R_{n m}(f)_{C[a, b]} . \tag{10}
\end{equation*}
$$

On the other hand we have from (3) for every $x \in[a, b]$

$$
\left|\frac{p_{N_{i}}(x)}{q_{N_{i}}(x)}\right| \leqslant A \quad \text { or } \quad\left|p_{N_{i}}(x)\right| \leqslant A\left|q_{N_{i}}(x)\right|
$$

The last inequality together with (6) gives us

$$
\begin{equation*}
|p(x)| \leqslant A|q(x)|, \quad x \in[a, b] . \tag{11}
\end{equation*}
$$

The inequality (11) shows that every zero of $q$ in $[a, b]$ is also a zero of $p$ with at least the same multiplicity. Therefore $r=p / q$ is a continuous function in $[a, b]$. Then, since (10) is valid for $x \in[a, b]$ which are not zeros of $q,(10)$ is valid for all $x \in[a, b]$, so (10) gives us

$$
\|f-r\|_{C}=R_{n m}(f)_{C}
$$

Now let $X=L_{p}[a, b]$. Let $K$ be some collection of intervals $\Delta_{i}=\left[\alpha_{i}, \beta_{i}\right] \subset$ $[a, b]$ such that $\Delta_{i}$ does not contain a zero of $q$. Then, by (10), (6), (2), we have

$$
\begin{aligned}
& \left\{\int_{K}|f(x)-r(x)|^{p} \mathrm{~d} x\right\}^{1 / p} \\
& \quad \leqslant\left\|f-r_{N_{i}}\right\|_{p}+\left\{\int_{K}\left|r(x)-r_{N_{i}}(x)\right|^{p} \mathrm{~d} x\right\}^{1 / p} \\
& \quad \leqslant\left\|f-r_{N_{i}}\right\|_{p}+(\operatorname{mes}(K))^{1 / p}\left\{\|p\|_{C}\left\|q-q_{N_{i}}\right\|_{C}+\|q\|_{C}\left\|p-p_{N_{i}}\right\|_{C}\right\} \\
& \underset{N_{i} \rightarrow-\infty}{\longrightarrow} \\
& R_{n m}(f)_{p},
\end{aligned}
$$

i.e.

$$
\left\{\int_{K}|f(x)-r(x)|^{p} \mathrm{~d} x\right\}^{1 / p} \leqslant R_{n m}(f)_{p}
$$

for every such compact $K$. Since the number of the zeros of $q$ is finite, it follows from the definition of the Lebesgue integral that $\|f-r\|_{p} \leqslant R_{n m}(f)_{p}$, and since $r \in R_{n m}$ we must have

$$
\|f-r\|_{p}=R_{n m}(f)_{p} .
$$

The proof of this existence theorem shows the difficulties which arise when we work with rational functions. Roughly speaking, we must think in terms of the poles of the rational function - the proof of theorem 2.1 is so long because we have to consider the poles of $r$. Indeed it follows from the proof that in the uniform case it is not possible that $r$ has poles on $[a, b]$, because, if $q$ has a zero, on $[a, b], p$ should have the same zero at least with the same multiplicity. But from here follows the possibility for the best rational approximation $r$ to be degenerate: this means that $p \in P_{n-1}, q \in P_{m-1}$ if $r=p / q \in R_{n m}$.

We shall see that in questions connected with the continuity of the metric projection in $C[a, b]$ on $R_{n m}$ this possibility of degeneracy will be the main problem.

### 2.2 Uniqueness and characterization of the best uniform approximation

We have seen that if $f \in C[a, b]$ then there exists a rational function $r \in R_{n m}$ of best uniform approximation. The set of rational functions $R_{n m}$ is a nonlinear one; nevertheless it still has uniqueness of the rational function of best uniform approximation and also characterization of this best approximation by means of alternation. In order to formulate this theorem we shall need the notion of the defect of a rational function.

Let $r \in R_{n m}$ and the reduced form of $r$ be $r=p / q$, i.e. $p$ and $q$ have no common zeros. The defect $d(r)$ of $r$ is given by

$$
d(r)= \begin{cases}\min \{n-\operatorname{deg} p, m-\operatorname{deg} q\}, & r \not \equiv 0 \\ m, & r \equiv 0\end{cases}
$$

where $\operatorname{deg} p$ denotes the exact degree of the algebraic polynomial $p(\operatorname{deg} p=k$ if $p \in P_{k}$ and $p \notin P_{k-1}$ ).

It follows directly from the definition that:
(a) $r$ is degenerate if and only if $d(r)>0$;
(b) $d(r)$ is the greatest number $s$ for which $r \in R_{(n-s)(m-s)}$.

Theorem 2.2 Let $f \in C[a, b]$. For all natural numbers $n$ and $m$ the rational function $r \in R_{n m}$ is a rational function of best uniform approximation to $f$ of $\operatorname{order}(n, m)$ if and only if there exist $N=n+m+2-d(r)$ points $x_{i}, i=1, \ldots, N$, $a \leqslant x_{1}<x_{2}<\cdots<x_{N} \leqslant b$, such that

$$
f\left(x_{i}\right)-r\left(x_{i}\right)=\varepsilon(-1)^{i}\|f-r\|_{C[a, b]}, \quad i=1, \ldots, N, \varepsilon= \pm 1 .
$$

Moreover the rational function of order $(n, m)$ of best uniform approximation to $f$ is unique.

In other words $r$ is the rational function of order $(n, m)$ of best uniform approximation to $f$ if and only if $f-r$ alternates at least $n+m+2-d(r)$ times in the interval $[a, b]$.

Before proving theorem 2.2 we shall give some lemmas.
Lemma 2.1. Let $\varphi \in C^{1}[a, b]$ and let $x_{i}, i=1, \ldots, k+1, a \leqslant x_{1}<x_{2}<\cdots<$ $x_{k+1} \leqslant b$, be $k+1$ different points in the interval $[a, b]$ such that

$$
\begin{align*}
& \varphi\left(x_{1}\right) \neq 0, \varphi\left(x_{2}\right)=\cdots=\varphi\left(x_{k}\right)=0, \quad \varphi\left(x_{k+1}\right) \neq 0, \\
& \operatorname{sign} \varphi\left(x_{1}\right)=(-1)^{k} \operatorname{sign} \varphi\left(x_{k+1}\right) . \tag{1}
\end{align*}
$$

Then $\varphi$ has at least $k$ zeros on $\left(x_{1}, x_{k+1}\right)$, if we compute every zero with its multiplicity.

Proof. The function $\varphi$ has $k-1$ zeros on $\left(x_{1}, x_{k+1}\right) x_{2}, x_{3}, \ldots, x_{k}$. We must show that there exists in $\left(x_{1}, x_{k+1}\right)$ a zero $z$ of $\varphi$, different from $x_{2}, x_{3}, \ldots, x_{k}$, or that one of the zeros $x_{2}, \ldots, x_{k}$ has multiplicity at least 2 .

If there does not exist a zero of $\varphi$ in $\left(x_{1}, x_{k+1}\right)$ different from $x_{2}, \ldots, x_{k}$, then in each interval $\left(x_{i}, x_{i+1}\right), i=1, \ldots, k$, the function $\varphi$ has constant sign. If the sign of $\varphi$ is the same in two adjacent intervals $\left(x_{i}, x_{i+1}\right),\left(x_{i+1}, x_{i+2}\right)$, then $x_{i+1}$ must be at least a double zero of $\varphi$, since $\varphi \in C^{1}[a, b]$. If we assume that in all adjacent intervals $\left(x_{i}, x_{i+1}\right),\left(x_{i+1}, x_{i+2}\right), i=1, \ldots, k-1, \varphi$ has a different sign, we obtain that $\operatorname{sign} \varphi\left(x_{1}\right)=(-1)^{k+1} \operatorname{sign} \varphi\left(x_{k+1}\right)$ and we come to contradiction with the condition (1) of the lemma.

Lemma 2.2. Let $\left\{\varphi_{i}\right\}_{i=1}^{n}$ be a Chebyshev system on the interval [a,b],
$\varphi_{i} \in C^{1}[a, b], i=1, \ldots, n$, and $G=\left\{\varphi: \varphi \sum_{i=1}^{n} a_{i} \varphi_{i}\right\}$ be the Haar subspace, generated by $\varphi_{1}, \ldots, \varphi_{n}$. Let $x_{i}, i=0, \ldots, n, a \leqslant x_{0}<x_{1}<\cdots<x_{n} \leqslant b$, be $n+1$ different points on $[a, b]$. If for $\varphi \in G$ we have

$$
(-1)^{i} \varphi\left(x_{i}\right) \geqslant 0, \quad i=0, \ldots, n,
$$

or

$$
(-1)^{i} \varphi\left(x_{i}\right) \leqslant 0, \quad i=0, \ldots, n,
$$

then $\varphi \equiv 0$.
Proof. Let us assume that $\varphi \not \equiv 0$. Let us have for example

$$
\begin{equation*}
(-1)^{i} \varphi\left(x_{i}\right) \geqslant 0, \quad i=0, \ldots, n . \tag{2}
\end{equation*}
$$

We shall prove that $\varphi$ has at least $n$ zeros in the interval [ $a, b$ ], every zero counted with its multiplicity, which contradicts the assumption of the lemma, that $\left\{\varphi_{i}\right\}_{i=1}^{n}$ is a Chebyshev system on $[a, b]$.

If $\varphi\left(x_{i}\right) \neq 0, i=0, \ldots, n$, from (2) and the continuity of the function $\varphi$ it follows at once that $\varphi$ has at least $n$ zeros in $[a, b]$. Let now $\varphi\left(x_{i}\right)=0$ for some $i$. If $\varphi\left(x_{i}\right) \neq 0$ for only one value of $i$, then the same result follows. There remains the case when $\varphi\left(x_{i}\right) \neq 0$ for at least two values of $i$. Let the first two be $j$ and $j+k$, i.e.

$$
\left.\begin{array}{rl}
\varphi\left(x_{0}\right) & =\cdots=\varphi\left(x_{j-1}\right)=0, \quad \varphi\left(x_{j}\right) \neq 0,  \tag{3}\\
\varphi\left(x_{j+1}\right) & =\cdots=\varphi\left(x_{j+k-1}\right)=0, \quad \varphi\left(x_{j+k}\right) \neq 0
\end{array}\right\}
$$

From the hypothesis (2) it follows that

$$
\begin{equation*}
\operatorname{sign} \varphi\left(x_{j}\right)=(-1)^{k} \operatorname{sign} \varphi\left(x_{j+k}\right) . \tag{4}
\end{equation*}
$$

Since $\varphi \in C^{1}[a, b]$, from (3), (4) and lemma 2.1 it follows that $\varphi$ has at least $k$ zeros in the interval $\left(x_{j}, x_{j+k}\right)$ and therefore $\varphi$ has at least $j+k$ zeros in the interval $\left[a, x_{j+k}\right]$. Going on in this way, we obtain that there exist $n$ zeros of $\varphi$ in $\left[a, x_{n}\right]$, every zero counted with its multiplicity.

In the proof of theorem 2.2 we shall use also the following modification of the well-known Vallée-Poussin theorem for polynomials.

Theorem 2.3. Let $f \in C[a, b]$. Let $p \in P_{n}, q \in P_{m}$ and let $q$ have no zeros on $[a, b]$. Let there exist $N=n+m+2-d(p / q)$ points $\left\{x_{i}\right\}_{i=1}^{N}, a \leqslant x_{1}<x_{2}<\cdots<x_{N} \leqslant$ $b$, in $[a, b]$ such that

$$
\begin{equation*}
f\left(x_{i}\right)-\frac{p\left(x_{i}\right)}{q\left(x_{i}\right)}=\varepsilon(-1)^{i} \lambda_{i}, \quad \varepsilon= \pm 1, \lambda_{i}>0, i=1, \ldots, N . \tag{5}
\end{equation*}
$$

Then

$$
R_{n m}(f)_{C[a, b]} \geqslant \min \left\{\lambda_{i}: i=1, \ldots, N\right\} .
$$

Proof. Let us assume that there exists a rational function $r_{1}=p_{1} / q_{1} \in R_{n m}$, ( $p_{1} / q_{1}$ )-irreducible, such that

$$
\begin{equation*}
\left\|f-r_{1}\right\|_{C[a, b]}<\min \left\{\lambda_{i}: i=1, \ldots, N\right\} . \tag{6}
\end{equation*}
$$

Let us consider the values of the difference $s=p / q-r_{1}$ at the points $x_{i}$, $i=1, \ldots, N$. We obtain from (5) and (6) that

$$
\begin{aligned}
\operatorname{sign} s\left(x_{i}\right) & =\operatorname{sign}\left\{\left(\frac{p\left(x_{i}\right)}{q\left(x_{i}\right)}-f\left(x_{i}\right)\right)-\left(r_{1}\left(x_{i}\right)-f\left(x_{i}\right)\right)\right\} \\
& =\operatorname{sign}\left(\frac{p\left(x_{i}\right)}{q\left(x_{i}\right)}-f\left(x_{i}\right)\right)=\varepsilon(-1)^{i+1}, \quad i=1, \ldots, N .
\end{aligned}
$$

Hence $s$ has at least $N-1$ different zeros $y_{i}, i=1, \ldots, N-1$, in the interval $[a, b]$, i.e.

$$
s\left(y_{i}\right)=0, \quad i=1, \ldots, N-1 .
$$

Let us note now that $r_{1}=p_{1} / q_{1}$ has a reduced form and $\left\|r_{1}\right\|_{C[a, b]}<\infty$, and consequently $q_{1}$ has no zeros on $[a, b]$. So from

$$
s\left(y_{i}\right)=\frac{p\left(y_{i}\right)}{q\left(y_{i}\right)}-\frac{p_{1}\left(y_{i}\right)}{q_{1}\left(y_{i}\right)}=0, \quad i=1, \ldots, N-1
$$

it follows that

$$
p\left(y_{i}\right) q_{1}\left(y_{i}\right)-p_{1}\left(y_{i}\right) q\left(y_{i}\right)=0, \quad i=1, \ldots, N-1
$$

i.e. the algebraic polynomial $p q_{1}-p_{1} q \in P_{M}, M \leqslant n+m-d(p / q)=N-2$, has at least $N-1>M$ different zeros in the interval $[a, b]$. This contradiction proves the theorem.

Let us mention that later on we shall use theorem 2.3 in the numerical method of Remez for finding the rational function of best approximation (see section 2.5).

Proof of theorem 2.2. First we shall prove that if $r \in R_{n m}$ realizes an alternation, then $r$ is a rational function of best uniform approximation to $f$ of order $(n, m)$. If we apply theorem 2.3 to $f$ and $r$ with

$$
\lambda_{i}=\lambda=\|f-r\|_{C[a, b]},
$$

we obtain that $\lambda \leqslant R_{n m}(f)_{C[a, b]}$, and since $r \in R_{n m}$ we must really have $\lambda=\|f-r\|_{C[a, b]}=R_{n m}(f)$, i.e. $r$ is a rational function of best uniform approximation to $f$ of order $(n, m)$.

Now let $r$ be a rational function of best uniform approximation to $f$ of order $(n, m)$. We shall prove that $f-r$ must alternate at least $N=n+m+$
$2-d(r)$ times in $[a, b]$. Let us assume the opposite, that $M \leqslant N-1$ is the highest number of points $x_{1}<x_{2}<\cdots<x_{M}$ in $[a, b]$ such that
$f\left(x_{i}\right)-r\left(x_{i}\right)=\varepsilon(-1)^{i}\|f-r\|_{C[a . b]}=\varepsilon(-1)^{i} R_{n m}(f)_{C[a . b]}, \quad i=1, \ldots, M, \varepsilon= \pm 1$.

Then there exist $M+1$ points $\xi_{i}, i=0, \ldots, M, a=\xi_{0}<\xi_{1}<\cdots<\xi_{M}=b$ such that for every $x \in\left[\xi_{i-1}, \xi_{i}\right]$ we have

$$
\begin{equation*}
\varepsilon(-1)^{i}(f(x)-r(x))>-R_{n m}(f)_{C[a, b]}, \quad i=1, \ldots, M \tag{8}
\end{equation*}
$$

In view of (7) the continuous function $f-r$ changes its $\operatorname{sign}$ in $\left[x_{i}, x_{i+1}\right]$, therefore we can assume, as in section 1.2, that the points $\xi_{i}, i=1, \ldots, M-1$, are such that

$$
\begin{equation*}
f\left(\xi_{i}\right)-r\left(\xi_{i}\right)=0, \quad i=1, \ldots, M-1 . \tag{9}
\end{equation*}
$$

Let us consider the algebraic polynomial

$$
\begin{equation*}
s(x)=(-1)^{M}\left(x-\xi_{1}\right) \cdots\left(x-\xi_{M-1}\right) \in P_{M-1} . \tag{10}
\end{equation*}
$$

Let $r=p / q$ and $p$ and $q$ have no common zeros. Since $s \in P_{N-2}, p \in P_{n-d(r)}$, $q \in P_{m-d(r)}$, there exist two algebraic polynomials $p_{1} \in P_{m}, q_{1} \in P_{n}$, such that

$$
s=p p_{1}-q q_{1} .
$$

Let us consider the rational function

$$
\begin{equation*}
\tilde{r}=\frac{p-\varepsilon \delta q_{1}}{q-\varepsilon \delta p_{1}} \in R_{n m} \tag{11}
\end{equation*}
$$

where $\varepsilon(\varepsilon=1$ or -1$)$ is the same as in (7), and $\delta, \delta>0$, will be chosen later.
Since $\|f-r\|_{C[a, b]}<\infty, p$ and $q$ have no common zeros, and $q$ has no zeros in $[a, b]$, we can find $\delta_{1}$ so that for $0<\delta<\delta_{1}$ the polynomial $q-\varepsilon \delta p_{1}$ has the same sign as $q$ in $[a, b]$.

Let us consider the difference $f-\tilde{r}$. We have

$$
f-\tilde{r}=f-r+\frac{p}{q}-\frac{p-\varepsilon \delta q_{1}}{q-\varepsilon \delta p_{1}}=f-r-\frac{\varepsilon \delta\left(p p_{1}-q q_{1}\right)}{q\left(q-\varepsilon \delta p_{1}\right)}=f-r-\frac{\varepsilon \delta s}{q\left(q-\varepsilon \delta p_{1}\right)} .
$$

Let $\delta_{2} \leqslant \delta_{1}$ be such that for $\delta, 0<\delta<\delta_{2}$, we have for $x \in\left[\check{\xi}_{i-1}, \xi_{i}\right]$

$$
\begin{align*}
\varepsilon(-1)^{i}(f(x)-\tilde{r}(x))= & \varepsilon(-1)^{i}(f(x)-r(x)) \\
& +(-1)^{i+1} \frac{\delta s(x)}{q(x)\left(q(x)-\varepsilon \delta p_{1}(x)\right)}>-R_{n m}(f)_{C[a, b]} \tag{12}
\end{align*}
$$

This is possible in view of (8), since $f-r$ is a continuous function in $[a, b]$. On the other hand for $x \in\left(\xi_{i-1}, \xi_{i}\right), i=1, \ldots, M, x=\xi_{0}, x=\xi_{M}$, we have
for $0<\delta<\delta_{2}$

$$
\begin{align*}
\varepsilon(-1)^{i}(f(x)-\tilde{r}(x)) & =\varepsilon(-1)^{i}(f(x)-r(x))-\varepsilon(-1)^{i} \frac{\varepsilon \delta s(x)}{q(x)\left(q(x)-\varepsilon \delta p_{1}(x)\right)} \\
& \leqslant R_{m n}(f)_{C[a, b]}-\frac{\delta(-1)^{i} s(x)}{q(x)\left(q(x)-\varepsilon \delta p_{1}(x)\right)} \\
& <R_{n m}(f)_{C[a, b]}, \tag{13}
\end{align*}
$$

since by $(10)$ we have $(-1)^{i} s(x)>0$ for $x \in\left(\xi_{i-1}, \xi_{i}\right), i=1, \ldots, M, x=\xi_{0}, x=\xi_{M}$.
In view of (9) we have also (13) for $x=\xi_{i}, i=1, \ldots, M-1$, i.e. for all $x \in[a, b]$. Since $f-\tilde{r}$ is a continuous function on $[a, b]$, the inequalities (12) and (13) give us

$$
\begin{equation*}
\|f-\tilde{r}\|_{C[a, b]}<R_{n m}(f)_{C[a, b]} . \tag{14}
\end{equation*}
$$

By (11) $\tilde{r} \in R_{n m}$, and therefore (14) is a contradiction. Consequently $f-r$ must alternate at least $N$ times.

Now let us prove the uniqueness of the best rational approximation of order ( $n, m$ ).

Let us assume that there exist two different rational functions $r_{1}=$ $p_{1} / q_{1} \in R_{n m}$ and $r_{2}=p_{2} / q_{2} \in R_{n m}$ such that

$$
\left\|f-r_{1}\right\|_{C[a, b]}=\left\|f-r_{2}\right\|_{C[a, b]}=R_{n m}(f)_{C[a, b]} .
$$

We can assume that $r_{1}=p_{1} / q_{1}$ and $r_{2}=p_{2} / q_{2}$ have a reduced form and $q_{1}, q_{2}$ have no zeros in $[a, b]$.

Let $N_{1}=n+m+2-d\left(r_{1}\right), N_{2}=n+m+2-d\left(r_{2}\right)$ and let us assume for definiteness that $N_{1} \geqslant N_{2}$, or, which is the same, $d\left(r_{1}\right) \leqslant d\left(r_{2}\right)$. Let $x_{i}$, $i=1, \ldots, N_{1}, a \leqslant x_{1}<\cdots<x_{N_{1}} \leqslant b$, be the points of alternation for $r_{1}$, i.e.

$$
\begin{equation*}
f\left(x_{i}\right)-r_{1}\left(x_{i}\right)=\varepsilon(-1)^{i} R_{n m}(f)_{C[a, b]}, \quad i=1, \ldots, N_{1}, \varepsilon= \pm 1 \tag{15}
\end{equation*}
$$

Let us consider the difference $s=r_{1}-r_{2}$ at the points $x_{i}, i=1, \ldots, N_{1}$. There are two possibilities:
(a) $s\left(x_{i}\right)=0, i=1, \ldots, N_{1}$,
(b) $s\left(x_{i}\right) \neq 0$ for some $i$.

In case (b), since $\left|f\left(x_{i}\right)-r_{1}\left(x_{i}\right)\right|=R_{n m}(f)$, we must have

$$
\tilde{\varepsilon}\left(r_{2}\left(x_{i}\right)-f\left(x_{i}\right)\right)<\tilde{\varepsilon}\left(r_{1}\left(x_{i}\right)-f\left(x_{i}\right)\right), \quad \tilde{\varepsilon}=\operatorname{sign}\left(r_{1}\left(x_{i}\right)-f\left(x_{i}\right)\right),
$$

and therefore

$$
\begin{equation*}
\operatorname{sign} s\left(x_{i}\right)=\operatorname{sign}\left(r_{1}\left(x_{i}\right)-f\left(x_{i}\right)\right) . \tag{16}
\end{equation*}
$$

From (15) and (16) it follows that

$$
\begin{equation*}
\varepsilon(-1)^{i+1} s\left(x_{i}\right) \geqslant 0, \quad i=1,2, \ldots, N_{1} . \tag{17}
\end{equation*}
$$

On the other hand $s$ can change its sign on $[a, b]$ at most $N_{1}-1$ times, since

$$
s=r_{1}-r_{2}=\frac{p_{1}}{q_{1}}-\frac{p_{2}}{q_{2}}=\frac{p_{1} q_{2}-p_{2} q_{1}}{q_{1} q_{2}}
$$

and $p_{1} q_{2}-p_{2} q_{1} \in P_{M}$, where $M=n-d\left(r_{1}\right)+m-d\left(r_{2}\right) \leqslant n+m-d\left(r_{2}\right)=$ $N_{2}-2$ and therefore $s$ belongs to the Haar subspace

$$
\left\{\frac{\varphi}{q_{1} q_{2}}: \varphi \in P_{N_{2}-2}\right\} .
$$

From here, (17) and lemma 2.2 it follows that $s \equiv 0$, i.e. $r_{1} \equiv r_{2}$.

### 2.3 Nonuniqueness in $L_{p}(a, b), 1 \leqslant p<\infty$

One of the unpleasant facts in the theory of the rational approximation is the nonuniqueness of rational functions of best approximation in $L_{p}$, $1 \leqslant p<\infty$. More precisely there exist functions $f \in L_{p}(a, b), 1 \leqslant p<\infty$, which have more than one best approximating rational function of order $(n, m)$ in $L_{p}$.

Next, we get a function which has at least two best approximating rational functions of order $(0,2)$ in $L_{p}(-1,1), 1 \leqslant p<\infty$.

Fix $A>1$. Choose $\varepsilon$ such that $0<\varepsilon \leqslant \frac{1}{6}$ and when $p>1$

$$
\begin{equation*}
1 /\left(1+(6 \varepsilon)^{1 /(p-1)}\right)^{p-1}>1-\frac{1}{A}\left(\arctan A-\frac{\pi}{4}\right) \tag{1}
\end{equation*}
$$

Obviously such a choice of $\varepsilon$ is possible.
Consider the function

$$
f(x)= \begin{cases}0, & x \in\left[-1,-\frac{1}{2}-\varepsilon\right] \cup\left[-\frac{1}{2}+\varepsilon, \frac{1}{2}-\varepsilon\right] \cup\left[\frac{1}{2}+\varepsilon, 1\right] \\ 1, & x \in\left(-\frac{1}{2}-\varepsilon,-\frac{1}{2}+\varepsilon\right) \cup\left(\frac{1}{2}-\varepsilon, \frac{1}{2}+\varepsilon\right) .\end{cases}
$$

Clearly $f$ is an even function. We shall show that there is no even best approximating rational function of order $(0,2)$ to $f$ in $L_{p}$. This fact, obviously, implies the required nonuniqueness.

Consider the rational function $r^{*}(x)=B^{2} /\left(\left(x-\frac{1}{2}\right)^{2}+B^{2}\right), B=\varepsilon / A, r^{*} \in R_{0,2}$. Clearly $0 \leqslant r^{*}(x) \leqslant 1, x \in(-\infty, \infty)$, and hence

$$
\begin{align*}
\left\|f-r^{*}\right\|_{L_{p}(-1,1)} & \leqslant\left(\int_{-1}^{1}\left|f(x)-r^{*}(x)\right| \mathrm{d} x\right)^{1 / p} \\
& \leqslant\left(4 \varepsilon-\int_{-\varepsilon}^{\varepsilon} \frac{B^{2} \mathrm{~d} x}{x^{2}+B^{2}}+2 \int_{\varepsilon}^{\infty} \frac{B^{2} \mathrm{~d} x}{x^{2}+B^{2}}\right)^{1 / p} \\
& =(4 \varepsilon)^{1 / p}\left(1-\frac{1}{A}\left(\arctan A-\frac{\pi}{4}\right)\right)^{1 / p} \tag{2}
\end{align*}
$$

Now, let $r \in R_{0,2}$ and $r$ be an even function. It is readily seen that $r$ is monotone on $[0,1]$. Suppose that $r$ is nondecreasing on $[0,1]$ (the case when $r$ is decreasing is considered similarly). Consider the case when $0 \leqslant r(x) \leqslant 1$, $x \in\left(\frac{1}{2}-\varepsilon, 1\right)$ (the other possible cases are trivial). Let $p>1$. Then we get

$$
\begin{aligned}
\|f-r\|_{L_{p}(-1,1)} & \geqslant\left(2 \int_{1 / 2-\varepsilon}^{1 / 2+\varepsilon}\left(1-r\left(\frac{1}{2}+\varepsilon\right)\right)^{p} \mathrm{~d} x+2 \int_{1 / 2+\varepsilon}^{1} r\left(\frac{1}{2}+\varepsilon\right)^{p} \mathrm{~d} x\right)^{1 / p} \\
& \geqslant \inf _{0 \leqslant c \leqslant 1}\left(2 \int_{1 / 2-\varepsilon}^{1 / 2+\varepsilon}(1-c)^{p} \mathrm{~d} x+2 \int_{1 / 2+\varepsilon}^{1} c^{p} \mathrm{~d} x\right)^{1 / p} \\
& \geqslant(4 \varepsilon)^{1 / p} \inf _{0 \leqslant c \leqslant 1}\left((1-c)^{p}+\frac{1}{6 \varepsilon} c^{p}\right)^{1 / p} \\
& \geqslant(4 \varepsilon)^{1 / p} /\left(1+(6 \varepsilon)^{1 /(p-1)}\right)^{(p-1) / p} .
\end{aligned}
$$

When $p=1$ we have immediately $\|f-r\|_{L_{1}(-1,1)} \geqslant 4 \varepsilon$. The last estimates, (1) and (2) imply that any even rational function $r \in R_{0,2}$ is not best approximating to $f$ in $L_{p}(-1,1)$. Consequently, there exist at least two best approximating functions.

### 2.4 Properties of the rational metric projection in $C[a, b]$

Let $X$ be a metric space with a distance $d$. The set $G \subset X$ is called a Chebyshev set if for every $f \in X$ there exists a unique $g \in G$ such that

$$
d(f, g)=\inf \{d(f, \varphi): \varphi \in G\}
$$

This unique element is usually denoted by $P_{G} f$ or $P f$ and is called a metric projection of $f$ on $G$.

Here we shall discuss the problem of continuity of the metric projection from $C[a, b]$ on the set $R_{n m}$. We define the operator $P$ of the metric projection in $C[a, b]$ on $R_{n m}$ in the following way:

If $f \notin R_{n m}$, then $P f=r$ where $r$ is the rational function of best uniform approximation of order $(n, m)$.

If $f \in R_{n m}$ we set $P f=f$.
The metric projection is said to be continuous at the point $f$ if from $f_{k} \rightarrow f$ (in the corresponding metric) it follows that $P f_{k} \rightarrow P f$ (in the same metric).

The interesting fact about the problem of continuity of the metric projection in $C[a, b]$ on $R_{n m}$ is that the continuity is connected with the degeneracy of the rational function of best approximation to $f$, i.e. with the degeneracy of $P f$. We repeat that the rational function $r \in R_{n m}$ is degenerate if its defect is $>0$, i.e. $d(r)>0$ (see section 2.2).

In this section we shall write $\|f\|$ instead of $\|f\|_{C[a, b]}$.
The following theorem holds.

Theorem 2.4. The metric projection in $C[a, b]$ on $R_{n m}$ is continuous at $f \in C[a, b]$ if and only if $d(P f)=0$.

The points $f \in C[a, b]$ for which $d(P f)=0$ are often called 'normal points'.
Theorem 2.4 is connected with the names of Maehly and Witzgall (1960), Cheney and Loeb (1964), Werner (1964) (see the notes at the end of this chapter).

We shall obtain the part 'if' in theorem 2.4 as a consequence of another property of $P f$ at points where $d(P f)=0$ - the strong uniqueness of the best approximation.

Let $X$ be a metric space with a distance $d$ and let $P f$ be the metric projection of $f \in X$ on the Chebyshev set $G \subset X$.

The metric projection is called strongly unique at the point $f \in X$ if for every $\varphi \in G$ we have

$$
d(f, \varphi) \geqslant d(f, P f)+\gamma d(\varphi, P f)
$$

where $\gamma>0$ is a constant, possibly depending on $f$.
Let us remark that the last statement of theorem 2.2 can be reformulated, using the notion of Chebyshev sets, as follows: the set $R_{n m}$ is a Chebyshev set in $C[a, b]$.

The following theorem holds.
Theorem 2.5. The metric projection Pf in $C[a, b]$ on $R_{n m}$ is strongly unique if $d(P f)=0$.

In the proof of theorem 2.5 we shall use the following lemma.
Lemma 2.3. Let $R=S / Q \in R_{n m}, Q(x)>0$ for $x \in[a, b]$. The set $A=\{p+R q$ : $\left.p \in P_{n}, q \in P_{m}\right\}$ in $C[a, b]$ has dimension $k=n+m+1-d(R)$. Moreover $A$ is a Haar subspace on the interval $[a, b]$.

Proof. Let dim $D$ denote the dimension of the set $D \subset C[a, b]$. Evidently we have

$$
\begin{align*}
\operatorname{dim} A & =\operatorname{dim} P_{n}+\operatorname{dim} R P_{m}-\operatorname{dim}\left(P_{n} \cap R P_{m}\right) \\
& =n+1+m+1-\operatorname{dim}\left(P_{n} \cap R P_{m}\right), \tag{1}
\end{align*}
$$

where $R P_{m}$ denotes the set $R P_{m}=\left\{\varphi: \varphi=R q: q \in P_{m}\right\}$. If $S \equiv 0$ then $d(R)=m$ and $\operatorname{dim} A=n+1$. Let $S \not \equiv 0$. An element $\varphi \in R P_{m}$ belongs to $P_{n}$ if and only if $\varphi=R \psi$ where $\psi=Q q_{1}$. Let us estimate the degree of $q_{1}$. Since $\psi \in P_{m}$, $Q \in P_{m-\operatorname{def} Q}, q_{1}$ must belong to $P_{\text {def } Q}$, where $\operatorname{def} Q$ is the defect of the algebraical polynomial $Q$ in $P_{m}$, i.e. $\operatorname{def} Q=m-\operatorname{deg} Q$.

On the other hand, $\varphi=R \psi=S q_{1}$ must belong to $P_{n}$, therefore $q_{1}$ must belong to $P_{\text {def } s}$. Consequently $q_{1} \in P_{d(R)}, d(R)=\min (\operatorname{def} S$, $\operatorname{def} Q)$, and the dimension of $P_{n} \cap R P_{m}$ is exactly $d(R)+1$. From (1) we obtain that $\operatorname{dim} A=k$.

Now let us prove that $A$ is a Haar subspace. Suppose that $\varphi=p+R q$,
$p \in P_{n}, q \in P_{m}$, has at least $k$ zeros in $[a, b]$. Then the algebraic polynomial $p Q+S q \in P_{n+m-d(R)}$ has $k=n+m+1-d(R)$ zeros in $[a, b]$, which is impossible.

Proof of theorem 2.5 (Cheney, 1966). Let us set for $r \neq P f$

$$
\begin{equation*}
\gamma(r)=\frac{\|f-r\|-\|f-P f\|}{\|r-P f\|}=\frac{\|f-r\|-R_{n m}(f)_{C[a, b]}}{\|r-P f\|} . \tag{2}
\end{equation*}
$$

We must prove that

$$
\inf \left\{\gamma(r): r \in R_{n m}, r \neq P f\right\}=\gamma>0 .
$$

Let us suppose the contrary: $\gamma=0$. Then there exists a sequence $\left\{r_{k}\right\}_{k=1}^{\infty}$ such that $r_{k}=p_{k} / q_{k}, r_{k} \neq P f, p_{k} \in P_{n}, q_{k} \in P_{m}$ and $\gamma\left(r_{k}\right) \underset{k \rightarrow \infty}{\longrightarrow} 0$. We may assume that

$$
\begin{equation*}
\left\|p_{k}\right\|+\left\|q_{k}\right\|=1 \tag{3}
\end{equation*}
$$

(if we multiply $p_{k}$ and $q_{k}$ by a constant $r_{k}$ does not change).
Let $P f=p / q, p \in P_{n}, q \in P_{m}$. From condition (3) it follows (passing to sub-sequences if necessary) that there exist $p^{*} \in P_{n}, q^{*} \in P_{m}$ such that

$$
\left\|p_{k}-p^{*}\right\| \underset{k \rightarrow \infty}{\longrightarrow} 0, \quad\left\|q_{k}-q^{*}\right\| \underset{k \rightarrow \infty}{\longrightarrow} 0 .
$$

Let us first remark that $\left\|p^{*} / q^{*}\right\|_{C[a, b]}<\infty$. Indeed, in the opposite case from (2) it follows that $\gamma=1$.

We shall show that

$$
\begin{equation*}
p^{*} / q^{*}=r^{*}=p / q=P f \tag{4}
\end{equation*}
$$

In fact if $r^{*} \neq p / q=P f$ then from (2) the contradiction follows:

$$
\begin{aligned}
0 & =\gamma=\lim _{k \rightarrow \infty} \gamma\left(r_{k}\right)=\lim _{k \rightarrow \infty} \frac{\left\|f-r_{k}\right\|-\|f-P f\|}{\left\|r_{k}-P f\right\|} \\
& =\frac{\left\|f-r^{*}\right\|-\|f-P f\|}{\left\|r^{*}-P f\right\|}>0
\end{aligned}
$$

since $\left\|f-r^{*}\right\|>\|f-P f\|$ if $r^{*} \neq P f$ by the uniqueness of the best uniform approximation (theorem 2.2).

Since $d(P f)=0, P f=p / q$ is irreducible and $p$ has degree exactly $n$ or $q$ has degree exactly $m$. So from (4) it follows that $p^{*}=c p, q^{*}=c q, c$ a constant. Since we can set $\|p\|+\|q\|=1$ by (3), it follows that we can set $c=1$.

Let

$$
\begin{aligned}
& Y=\{x:|f(x)-(P f)(x)|=\|f-P f\|\}, \\
& \sigma(x)=\operatorname{sign}(f(x)-(P f)(x)) .
\end{aligned}
$$

For every $y \in Y$ we have

$$
\begin{align*}
\gamma\left(r_{k}\right)\left\|r_{k}-P f\right\| & =\left\|f-r_{k}\right\|-\|f-P f\| \\
& \geqslant \sigma(y)\left(f(y)-r_{k}(y)\right)-\sigma(y)(f(y)-(P f)(y)) \\
& =\sigma(y)\left((P f)(y)-r_{k}(y)\right)=\frac{\sigma(y)\left(q_{k}(y)(P f)(y)-p_{k}(y)\right)}{q_{k}(y)} . \tag{5}
\end{align*}
$$

Now since $\left\|q_{k}-q\right\| \underset{k \rightarrow \infty}{\longrightarrow} 0$ and $|q(x)|>0$ for $x \in[a, b]$ it follows that there exist $\varepsilon>0$ and $N>0$ such that for $k>N$ we have $\left|q_{k}(x)\right| \geqslant \varepsilon>0$ for $x \in[a, b]$. We have

$$
\begin{equation*}
\inf \left\{\max _{y \in Y} \sigma(y)(\tilde{q} P f-\tilde{p})(y): \tilde{q} \in P_{m}, \tilde{p} \in P_{n},\|\tilde{q} P f-\tilde{p}\|=1\right\}=c>0 . \tag{6}
\end{equation*}
$$

Let us assume the contrary, that $c=0$. Since the set $\|\tilde{q} P f-\tilde{p}\|=1, \tilde{q} \in P_{m}$, $\tilde{p} \in P_{n}$ is compact, there exist $\bar{q} \in P_{m}, \bar{p} \in P_{n},\|\bar{q} P f-\bar{p}\|=1$, such that

$$
\begin{equation*}
\max _{y \in Y} \sigma(y)(\bar{q} P f-\bar{p})(y)=0 . \tag{7}
\end{equation*}
$$

By theorem 2.2 the set $Y$ contains $N=n+m+2$ points $x_{i}, i=1, \ldots, N$, $a \leqslant x_{1}<x_{2}<\cdots<x_{N} \leqslant b$ (remember that $d(P f)=0$ ), such that

$$
\begin{equation*}
\sigma\left(x_{i}\right)=\operatorname{sign}\left(f\left(x_{i}\right)-(P f)\left(x_{i}\right)\right)=\tilde{\varepsilon}(-1)^{i}, \quad i=1, \ldots, N, \tilde{\varepsilon}= \pm 1 \tag{8}
\end{equation*}
$$

From (7) and (8) we obtain

$$
\begin{equation*}
\varepsilon(-1)^{i}\left(\bar{q}\left(x_{i}\right)(P f)\left(x_{i}\right)-\bar{p}\left(x_{i}\right)\right) \leqslant 0, \quad i=1, \ldots, N . \tag{9}
\end{equation*}
$$

But $\bar{q} P f-\bar{p} \in A=\left\{\varphi: \varphi=p+q P f, p \in P_{n}, q \in P_{m}\right\}$. By lemma 2.3 the set $A$ is a Haar subspace with dimension $k=n+m+1-d(P f)=n+m+1$. So (9) and lemma 2.2 give us $\bar{q} P f-\bar{p} \equiv 0$, which contradicts $\|\bar{q} P f-\bar{p}\|=1$. Therefore $c>0$.

From (5)-(7), using that $\left\|q_{k}\right\| \leqslant 1$ (see (3)), $\left|q_{k}(x)\right|>\varepsilon$ for $k>N, x \in[a, b]$, we have

$$
\begin{aligned}
\gamma\left(r_{k}\right)\left\|r_{k}-P f\right\| & \geqslant \max _{y \in Y} \frac{\sigma(y)\left(q_{k} P f-p_{k}\right)(y)}{q_{k}(y)} \\
& \geqslant \max _{y \in \boldsymbol{Y}} \sigma(y)\left(q_{k} P f-p_{k}\right)(y) \\
& \geqslant c\left\|q_{k} P f-p_{k}\right\| \geqslant c \varepsilon\left\|P f-r_{k}\right\|
\end{aligned}
$$

i.e. $\gamma\left(r_{k}\right) \geqslant c \varepsilon$ which contradicts $\gamma\left(r_{k}\right) \xrightarrow[k \rightarrow \infty]{\longrightarrow} 0$.

Theorem 2.6. Let $f \in C[a, b]$ and $d(P f)=0$, where $P$ is the operator of the metric projection in $C[a, b]$ on $R_{n m}$. Then there exists a constant $c(f)$ such that
for every $g \in C[a, b]$ we have

$$
\|P f-P g\| \leqslant c(f)\|g-f\| .
$$

Proof. Using the strong uniqueness of the metric projection in $C[a, b]$ on $R_{n m}$ (theorem 2.5) at the normal point $f(d(P f)=0)$ we obtain that there exists a constant $\gamma(f)>0$ depending possibly on $f$ such that for every $r \in R_{n m}$ we have

$$
\|f-r\| \geqslant\|f-P f\|+\gamma(f)\|P f-r\| .
$$

Setting $r=P g$ we obtain

$$
\begin{aligned}
\gamma(f)\|P f-P g\| & \leqslant\|f-P g\|-\|f-P f\| \\
& \leqslant\|f-g\|+\|g-P g\|-\|f-P f\| \\
& \leqslant\|f-g\|+\|g-P f\|-\|f-P f\| \\
& \leqslant\|f-g\|+\|g-f\|+\|f-P f\|-\|f-P f\| \\
& =2\|f-g\|,
\end{aligned}
$$

i.e.

$$
\|P f-P g\| \leqslant \frac{2}{\gamma(f)}\|f-g\|
$$

The part 'if' of theorem 2.4 immediately follows from theorem 2.6. Now we shall prove the part 'only if'. This part follows immediately from the following theorem.

Theorem 2.7. Let $f \in C[0,1]$ and let

$$
R_{n m}(f)_{\mathrm{C}}=\|f-r\|_{C[0,1]}, \quad r \in R_{n m},
$$

realize an alternation of $n+m+2-d$ points, $d(r)=d>0$.
There exists $\delta>0$ such that for every $\varepsilon, 0<\varepsilon<\delta$, there is a function $f_{\varepsilon} \in C[0,1]$ such that

$$
\begin{gathered}
\left\|f-f_{\varepsilon}\right\|_{C_{[0,1]}} \leqslant 2 \varepsilon, \\
R_{n m}\left(f_{\varepsilon}\right)=\left\|f_{\varepsilon}-r_{\varepsilon}\right\|_{c[0,1]}, r_{\varepsilon} \in R_{n m}, d\left(r_{\varepsilon}\right)=d-1
\end{gathered}
$$

and

$$
\left\|r-r_{\varepsilon}\right\| \geqslant \delta
$$

In the proof of theorem 2.7 we shall use the following lemma.

Lemma 2.4. Let $\tilde{x}>0$ be given. There exist $\alpha, \beta, \gamma$ such that the function $\varphi(x)=\gamma(x-\alpha) /(x-\beta)$ has the following properties:

$$
\varphi(0)=a, \quad \varphi(\tilde{x})=b, \quad 0<b<a ; \quad \varphi^{\prime}(x)<0, \quad x \in[0, \infty) .
$$

Proof. From the conditions on $\varphi$ we obtain

$$
\gamma \frac{\alpha}{\beta}=a, \quad \gamma \frac{\tilde{x}-\alpha}{\tilde{x}-\beta}=b .
$$

We get

$$
\begin{gathered}
\gamma \alpha=\beta a, \\
\gamma \tilde{x}-\gamma \alpha=\tilde{x} b-\beta b, \\
\gamma \tilde{x}-\beta a=\tilde{x} b-\beta b, \\
\beta(b-a)=\tilde{x}(b-\gamma), \\
\beta=\frac{\tilde{x}(b-\gamma)}{b-a}, \quad \alpha=\frac{a \tilde{x}(b-\gamma)}{\gamma(b-a)} .
\end{gathered}
$$

Since $a>b$, for $0<\gamma<b$ we have $\alpha<\beta<0$ and

$$
\varphi^{\prime}(x)=\gamma \frac{\alpha-\beta}{(x-\beta)^{2}}<0 \quad \text { for } x \in[0, \infty)
$$

Proof of theorem 2.7. Let the points of alternation of $f-r$ be $x_{i}, i=1, \ldots, k$, $0 \leqslant x_{1}<x_{2}<\cdots<x_{k} \leqslant 1, k=n+m+2-d$. Without loss of generality we can assume that the first extremum of $f-r$ is positive, that $x_{2}$ is the first point in $[0,1]$ for which $f\left(x_{2}\right)-r\left(x_{2}\right)=-R_{n m}(f)$ and that

$$
f\left(x_{1}\right)-r\left(x_{1}\right)=R_{n m}(f), x_{1}=\max \left\{x: f(x)-r(x)=R_{n m}(f), x<x_{2}\right\} .
$$

Let $z=\min \left\{x: f(x)-r(x)=0, x_{1}<x<x_{2}\right\}$. Let us denote

$$
I_{1}=\{x: 0 \leqslant x \leqslant z\}, \quad I_{2}=\{x: z \leqslant x \leqslant 1\} .
$$

From the assumption given above it follows that

$$
f(x)-r(x)>-R_{n m}(f) \text { for } x \in I_{1}
$$

and therefore there exists $\delta>0$ such that

$$
f(x)-(r(x)+\delta)>-R_{n m}(f) \quad \text { for } x \in I_{1} .
$$

We can assume also that $\delta<R_{n m}(f)$. Let $0<\varepsilon<\delta$. Let $\tilde{x}_{1}$ be such that

$$
\tilde{x}_{1}=\max \left\{x: x \in\left[x_{1}, z\right], f(x)-r(x)=R_{n m}(f)-\varepsilon\right\} .
$$

Let $r=p / q, q(x) \geqslant \mu>0$ for $x \in[0,1]$.
From lemma 2.4 it follows that there exists a function $\varphi_{a}(x)=\gamma(x-\alpha) /$ $(x-\beta)$ such that

$$
\varphi_{a}(0)=a, \varphi\left(\tilde{x}_{1}\right)=\min \left(\varepsilon \mu, \frac{a}{2}\right)
$$

and

$$
\varphi_{a}^{\prime}(x)<0 \quad \text { for } x \in[0,1]
$$

Set $\psi_{a}=\varphi_{a} / q$.

From these properties of $\varphi_{a}$ it follows that

$$
f(x)-\left(r(x)+\psi_{a}(x)\right) \geqslant-R_{n m}(f) \text { for } x \in I_{1}, \quad 0<a \leqslant \delta \mu .
$$

Since $\varphi_{a}$ is a continuous function of $a$, when $a$ increases we shall have an $\bar{a}$ for which there is a point $x_{0} \in\left[0, \tilde{x}_{1}\right)$ such that

$$
f\left(x_{0}\right)-\left(r\left(x_{0}\right)+\psi_{a}\left(x_{0}\right)\right)=-R_{n m}(f)
$$

and for every $x \in I_{1}$ we have

$$
\left|f(x)-\left(r(x)+\psi_{a}(x)\right)\right| \leqslant R_{n m}(f) .
$$

Obviously we must have $\bar{a} \geqslant \delta$.
In the interval $\left[\tilde{x}_{1}, z\right)$ there is a point $\bar{x}_{1}$ for which
$f\left(\bar{x}_{1}\right)-\left(r\left(\bar{x}_{1}\right)+\psi_{\bar{u}}\left(\bar{x}_{1}\right)\right)=\max \left\{f(x)-\left(r(x)+\psi_{\bar{a}}(x)\right): x \in\left[\tilde{x}_{1}, z\right)\right\}=R_{n m}(f)-\xi$, and, since $\varphi_{a}^{\prime}(x)<0, \varphi_{a}\left(\tilde{x}_{1}\right)=\min (\varepsilon \mu, \bar{a} / 2)$, it follows that $0<\xi \leqslant 2 \varepsilon$.

Let us define

$$
r_{e}(x)=r(x)+\psi_{a}(x) .
$$

Then $r_{\varepsilon} \in R_{n-d+1, m-d+1} \subset R_{n m}$.
In the interval $I_{2}$ we define $f_{\varepsilon}(x)=f(x)+\psi_{a}(x)$. In the interval $I_{1}$ we define $f_{\varepsilon}(x)=f(x)$ for $x \in\left[0, x_{0}\right]$, in $\left[x_{0}, z\right]$ we define $f_{\varepsilon}$ so that $f_{\varepsilon}\left(\bar{x}_{1}\right)=f\left(\bar{x}_{1}\right)+\xi$, $\left\|f-f_{\varepsilon}\right\|_{C} \leqslant 2 \varepsilon, f_{\varepsilon} \in C[0,1],\left\|f_{\varepsilon}-r_{\varepsilon}\right\|_{\left[\tilde{x}_{1}, 2\right]} \leqslant R_{n m}(f)_{C[0,1]}$.

From the construction given above it follows that the points $x_{0}, \bar{x}_{1}, x_{2}, \ldots$, $x_{k}$ are points of alternation for $f_{\varepsilon}-r_{\varepsilon}$, and, since $r_{\varepsilon} \in R_{n-d+1, m-d+1}$, from theorem 2.2 it follows that

$$
R_{n m}\left(f_{\varepsilon}\right)_{C}=\left\|f_{\varepsilon}-r_{\varepsilon}\right\|_{C}=\|f-r\|_{C}=R_{n m}(f)_{C}
$$

Since $\left\|r-r_{\varepsilon}\right\|_{C}=\left\|\varphi_{a}\right\| \geqslant \delta$ and $\left\|f-f_{\varepsilon}\right\| \leqslant 2 \varepsilon$, the theorem is proved.

### 2.5 Numerical methods for best uniform approximation

Best rational approximations with respect to uniform distance are often used for representation of functions because of their perfect approximation properties and the possibilities which we have with the advent of high-speed digital computers. Two algorithms have turned out to be suitable - the differential correction algorithm and the second Remez algorithm.

## Differential correction algorithm

This algorithm for finding the rational function of order $(n, m)$ of best uniform approximation to $f \in C[a, b]$ is due to Cheney and Loeb (1961).

In this paragraph we set

$$
\begin{aligned}
& R_{n m}=\left\{r: r=p / q, p \in P_{n}, q \in P_{m}, q(x)>0, x \in[a, b]\right\}, \\
& \Delta(r)=\|f-r\|_{C[a, b]} .
\end{aligned}
$$

The algorithm can be described by the following iterative process:
(i) Choose an initial approximation $r_{0}=p_{0} / q_{0}$ such that $r_{0} \in R_{n m}$;
(ii) Set $k=0$;
(iii) Compute the number $\Delta_{k}=\Delta\left(r_{k}\right)=\left\|f-r_{k}\right\|_{C_{[a, b]}}$;
(iv) Form the following function of $r=p / q, r \in R_{n m}-$

$$
\delta_{k}(r)=\max _{x \in[a, b]}\left\{|f(x) q(x)-p(x)|-\Delta_{k} q(x)\right\} ;
$$

(v) Select $r_{k+1}=p_{k+1} / q_{k+1}, r_{k+1} \in R_{n m}$, so as to minimize the function $\delta_{k}(r)$ subject to the constraint $\left\|q_{k+1}\right\|_{C[a, b]}=1$ -

$$
\delta_{k}\left(r_{k+1}\right)=\min \left\{\delta_{k}(r): r \in R_{n m},\|q\|_{C}=1\right\} ;
$$

(vi) If $\delta_{k}\left(r_{k+1}\right) \geqslant 0$ go to (viii), if $\delta_{k}\left(r_{k+1}\right)<0$ go to (vii);
(vii) Set $k=k+1$; go to (iii);
(viii) Stop; $r_{k}$ is the rational function of order $(n, m)$ of best uniform approximation to $f$.

Remarks (1) $r_{0} \in R_{n m}$ may be arbitrary (for example $r_{0}=0 / 1$ ).
(2) The minimization of $\delta_{k}(r)$ is a problem of convex programming and there exist effective methods for its solution. Evidently this step of the algorithm is the most difficult to carry out.
(3) In the differential correction algorithm originally given by Cheney and Loeb (1961), in step (iv) the function $\delta_{k}(r)$ is defined as

$$
\delta_{k}(r)=\max _{x \in[a, b]}\left\{\frac{|f(x) q(x)-p(x)|-\Delta_{k} q(x)}{q_{k}(x)}\right\} .
$$

In Barrodale, Powell and Roberts (1972) it is shown that this algorithm is quadratically convergent if $f$ is $(n, m)$ normal (see section 2.4 ) in contrast to the algorithm described which exhibits a linear convergence rate - theorem 2.8 below.
(4) In practical applications the constraint $\|q\|_{[[a, b]}=1$ is less convenient than $\left|b_{i}\right| \leqslant 1, i=0, \ldots, m$, where $q(x)=b_{0}+b_{1} x+\cdots+b_{m} x^{m}$, and this condition does not change the proof of convergence.
(5) In practical calculations step (vi) is changed to
(vi) If $\delta_{k}\left(r_{k+1}\right) \geqslant-\varepsilon$ go to (viii), where $\varepsilon$ is a sufficiently small positive number.

The following theorem shows the effectiveness of the suggested method.
Theorem 2.8. Let $f \in C[a, b]$. Then the sequence $\left\{\Delta_{k}\right\}_{k=0}^{\infty}$ generated by the differential correction algorithm satisfies

$$
0 \leqslant \Delta_{k+1}-R_{n m}(f)_{C[a, b]} \leqslant \theta^{k+1}\left(\Delta_{0}-R_{n m}(f)_{C[a, b]}\right),
$$

where $0<\theta<1$.

Proof. First we shall prove that if $q_{0}(x)>0$ for $x \in[a, b]$ then $q_{k}(x)>0$ for $x \in[a, b]$ if $r_{k-1}$ is not the rational function of order $(n, m)$ of best uniform approximation to $f$. Let us assume that $k_{0}$ is the smallest index for which there exists a point $x_{0} \in[a, b]$ such that $q_{k_{0}+1}\left(x_{0}\right) \leqslant 0$. If $r_{k_{0}} \in R_{n m}$ is not the rational function of best uniform approximation to $f$ in $R_{n m}$, then there exists $r=p / q, r \in R_{n m},\|q\|_{C}=1$, such that $\Delta(r)<\Delta\left(r_{k_{0}}\right)$ and

$$
\delta_{k_{0}}\left(r_{k_{0}+1}\right) \leqslant \delta_{k_{0}}(r)=\max _{x \in[a, b]}\left\{\left(|f(x)-r(x)|-\Delta_{k 0}\right) q(x)\right\}<0 .
$$

But from $q_{k_{0}+1}\left(x_{0}\right) \leqslant 0$ we get

$$
\delta_{k_{0}}\left(r_{k_{0}+1}\right) \geqslant\left|f\left(x_{0}\right) q_{k_{0}+1}\left(x_{0}\right)-p_{k_{0}+1}\left(x_{0}\right)\right|-\Delta_{k_{0}} q_{k_{0}+1}\left(x_{0}\right) \geqslant 0,
$$

which contradicts the previous inequality. Thus we have proved that $q_{k}(x)>0$ for $x \in[a, b]$ if $r_{k-1}$ is not the best rational approximation to $f$.

Now we shall prove that $\delta_{k}\left(r_{k+1}\right) \leqslant 0$, and $\delta_{k}\left(r_{k+1}\right)=0$ if $r_{k}$ is the best approximation to $f$. In fact

$$
\delta_{k}\left(r_{k+1}\right) \leqslant \delta_{k}\left(r_{k}\right)=0
$$

and if $r_{k}$ is not the best approximation to $f$ then as above there exists $r \in R_{n m}$, $r=p / q,\|q\|_{C}=1$, such that $\Delta(r)<\Delta\left(r_{k}\right)$ and consequently $\delta_{k}\left(r_{k+1}\right) \leqslant \delta_{k}(r)<0$. From

$$
\begin{aligned}
0>\delta_{k}\left(r_{k+1}\right) & =\max \left\{\left(\left|f(x)-r_{k+1}(x)\right|-\Delta_{k}\right) q_{k+1}(x): x \in[a, b]\right\} \\
& \geqslant \max \left\{\left|f(x)-r_{k+1}(x)\right|-\Delta_{k}: x \in[a, b]\right\}=\Delta_{k+1}-\Delta_{k}
\end{aligned}
$$

we find that the sequence $\Delta_{0}, \Delta_{1}, \Delta_{2}, \ldots$ converges downward to a limit $L$. If we suppose that $L>R_{n m}(f)_{C}$ then there exists $r \in R_{n m}, r=p / q,\|q\|_{C}=1$, such that $\Delta(r)<L$ and

$$
|f(x)-r(x)| \leqslant \Delta(r)<L \leqslant \Delta_{k}, \quad x \in[a, b] .
$$

On the other hand

$$
\begin{aligned}
\delta_{k}\left(r_{k+1}\right) & \leqslant \delta_{k}(r)=\max \left\{\left(|f(x)-r(x)|-\Delta_{k}\right) q(x): x \in[a, b]\right\} \\
& \leqslant \min \{q(x): x \in[a, b]\} \max \left\{|f(x)-r(x)|-\Delta_{k}: x \in[a, b]\right\} \\
& =\alpha\left(\Delta(r)-\Delta_{k}\right),
\end{aligned}
$$

where $\alpha=\min \{q(x): x \in[a, b]\}$. Therefore

$$
\Delta_{k+1} \leqslant \delta_{k}\left(r_{k+1}\right)+\Delta_{k} \leqslant \alpha\left(\Delta(r)-\Delta_{k}\right)+\Delta_{k}
$$

and setting $k \rightarrow \infty$ we get $L \leqslant \alpha(\Delta(r)-L)+L$, i.e. the contradiction $\Delta(r) \geqslant L$. Thus we obtain that

$$
\lim _{k \rightarrow \infty} \Delta_{k}=R_{n m}(f)_{C[a, b]}
$$

Let $r \in R_{n m}, r=p / q,\|q\|_{C}=1$, be the best approximation to $f$. From above we have $\Delta_{k+1}-\Delta_{k} \leqslant \delta_{k}\left(r_{k+1}\right)$ and $\delta_{k}\left(r_{k+1}\right) \leqslant \alpha\left(R_{n m}(f)_{C[a, b]}-\Delta_{k}\right)$, hence

$$
\begin{aligned}
\Delta_{k+1}-R_{n m}(f)_{C} & =\left(\Delta_{k}-R_{n m}(f)_{C}\right)+\Delta_{k+1}-\Delta_{k} \\
& \leqslant \Delta_{k}-R_{n m}(f)_{C}+\alpha\left(R_{n m}-\Delta_{k}\right)=(1-\alpha)\left(\Delta_{k}-R_{m n}(f)_{C}\right) \\
& =\theta\left(\Delta_{k}-R_{n m}(f)_{C}\right)
\end{aligned}
$$

and recursively

$$
\Delta_{k+1}-R_{n m}(f)_{C} \leqslant \theta^{k+1}\left(\Delta_{o}-R_{n m}(f)_{C}\right)
$$

Since $0<q(x) \leqslant 1$, it follows that $0<\alpha \leqslant 1$ and $0 \leqslant \theta<1$. Thus the theorem is proved.

Theorem 2.9. Let $f \in C[a, b]$ and $\tilde{r}$ be the rational function of order $(n, m)$ of best uniform approximation to $f$. Suppose we have $d(\tilde{r})=0$ (i.e., $f$ is a normal point with respect to $R_{n m}$ ). Then for the sequence $\left\{r_{k}\right\}_{k=0}^{\infty}$ of rational functions $r_{k} \in R_{n m}$ generated by means of the differential correction algorithm we have:

$$
\left\|r_{k}-\tilde{r}\right\|_{C[a, b]} \leqslant \theta^{k} \gamma^{-1}(f)\left|\Delta_{0}-R_{n m}(f)_{C[a, b]}\right|,
$$

where $0<\theta<1$ and the constant $\gamma^{-1}(f)$ depends only on $f$.
Proof. Since $d(\tilde{r})=0$, using theorem 2.5 we obtain from the strong uniqueness of $\hat{r}$

$$
\begin{aligned}
\gamma(f)\left\|r_{k}-\tilde{r}\right\|_{C} & \leqslant\left\|f-r_{k}\right\|_{C}+\|f-\tilde{r}\|_{C}=\Delta_{k}-R_{n m}(f)_{C} \\
& \leqslant \theta^{k}\left(\Delta_{0}-R_{n m}(f)_{C}\right) \\
\left\|r_{k}-\tilde{r}\right\|_{C} & \leqslant \theta^{k} \gamma^{-1}(f)\left(\Delta_{0}-R_{n m}(f)_{C}\right)
\end{aligned}
$$

## Remez algorithm

The idea of the Remez algorithm is the determination of the alternation according to the Chebyshev theorem (E. Remez, 1934a, b).

We shall describe the Remez algorithm in the case when $f \in C[a, b]$ is a normal point with respect to $R_{n m}$ (see section 2.4).
(i) Set $k=0$ and $N=m+n+2$;
(ii) Choose a point set $a \leqslant x_{1}^{(k)}<x_{2}^{(k)} \cdots<x_{N}^{(k)} \leqslant b$;
(iii) Solve the nonlinear system of equations

$$
f\left(x_{i}^{(k)}\right)-\frac{p_{k}\left(x_{i}^{(k)}\right)}{q_{k}\left(x_{i}^{(k)}\right)}=(-1)^{i} \lambda_{k}, \quad i=1, \ldots, N,
$$

for the unknowns $a_{0}^{k}, \ldots, a_{n}^{k}, b_{0}^{k}, \ldots, b_{m}^{k}, \lambda_{k}$, where

$$
p_{k}(x)=\sum_{i=0}^{n} a_{i}^{k} x^{i}, \quad q_{k}(x)=\sum_{i=0}^{m} b_{i}^{k} x^{i}
$$

(iv) If $\left\|f-r_{k}\right\|_{[[a, b]}=\left|\lambda_{k}\right|$ go to (vii), else go to (v); ;
(v) Select the points $a \leqslant x_{1}^{(k+1)}<\cdots<x_{N}^{(k+1)} \leqslant b$ such that

$$
\begin{aligned}
\left.\operatorname{sign}\left(f\left(x_{i}^{(k+1)}\right)\right)-r_{k}\left(x_{i}^{(k+1)}\right)\right) & =-\operatorname{sign}\left(f\left(x_{i+1}^{(k+1)}\right)-r_{k}\left(x_{i+1}^{(k+1)}\right)\right), i & =1, \ldots, N-1, \\
\left|f\left(x_{i}^{(k+1)}\right)-r_{k}\left(x_{i}^{(k+1)}\right)\right| \geqslant\left|\lambda_{k}\right|, & i & =1, \ldots, N,
\end{aligned}
$$

and for some $s, 1 \leqslant s \leqslant N$, we have

$$
\left|f\left(x_{s}^{(k+1)}\right)-r_{k}\left(x_{s}^{(k+1)}\right)\right|=\left\|f-r_{k}\right\|_{[[a, b]} ;
$$

(vi) Set $k=k+1$; go to (iii);
(vii) Stop; the function $r_{k}$ is the rational function of best uniform approximation in $R_{n m}$ to $f$.
Remarks. (1) The initial points $\left\{x_{i}^{(0)}\right\}_{i=1}^{N}$ can be chosen to be the extremal points of the Nth Chebyshev polynomials translated to $[a, b]$.
(2) at step (iii) for solving the system one may write the system in the form

$$
\begin{aligned}
& p_{k}\left(x_{i}^{(k)}\right)-\left(f\left(x_{i}^{(k)}\right)-(-1)^{i} \lambda_{k}^{s}\right)\left(q_{k}\left(x_{i}^{(k)}\right)-1\right) \\
& \quad=f\left(x_{i}^{(k)}\right)-(-1)^{i} \lambda_{k}^{s+1}, \quad i=1, \ldots, N, s=0,1, \ldots,
\end{aligned}
$$

and, setting $\lambda_{k}^{0}=0$, we solve the linear system for $a_{0}^{k}, \ldots, a_{n}^{k}, b_{0}^{k}, \ldots, b_{m}^{k}, \lambda_{k}^{1}$. Then substituting the $\lambda_{k}^{1}$ obtained in place of $\lambda_{k}^{s}$ we find $\lambda_{k}^{2}$ and so on. Usually the sequence $\left\{\lambda_{k}^{s}\right\}_{s=0}^{\infty}$ converges. The other approach is to use Newton's method to solve the nonlinear system at step (iii).
(3) The convergence theorems for the Remez algorithm are given by H. Werner (1962) and A. Ralston (1965).
(4) In the practical applications step (iv) is usually changed to
(iv) If $\left|\left\|f-r_{k}\right\|_{[a, b]}-\left|\lambda_{k}\right|\right| \leqslant \varepsilon$ go to (vii), else go to (v), where $\varepsilon$ is a sufficiently small positive number.
(5) The numerical experiments show that if the Remez algorithm works without failure it converges faster than the differential correction algorithm.

### 2.6 Notes

Usually the qualitative theory of rational approximation considers the so-called generalized rational approximation, i.e. approximation by means of expressions of the type

$$
\frac{a_{n} \varphi_{n}+\cdots a_{0} \varphi_{0}}{b_{m} \psi_{m}+\cdots+b_{0} \psi_{0}},
$$

where $\left\{\varphi_{i}\right\}_{i=0}^{n},\left\{\psi_{i}\right\}_{i=0}^{m}$ are Chebyshev systems. Almost all results of Chapter 2

$$
{ }^{+} r_{k}=p_{k} / q_{k}
$$

can be generalized for approximations of this type, see the books of Cheney (1966), Rice (1969), Collatz and Krabs (1973), Meinardus (1967), Braess (1986).

The existence theorem 2.1 and the characterization and uniqueness theorem 2.2 go back to Ch.de la Vallée-Poussin (1910).

The generalizations of theorems 2.2 and 2.3 for approximations of the type

$$
\inf \left\{\|f-s r\|_{C[a, b]}: r \in R_{n m}, s(x)>0, x \in[a, b]\right\}
$$

are given by Ahiezer (1930); see also Ahiezer (1970) and section 4.3.
For approximations by means of generalized rational functions, concerning existence, characterization and uniqueness, besides the books given above we want to mention the papers of B. Boehm (1965), Cheney and Loeb (1961), Newman and Shapiro (1964), L. Collatz (1960). There exist also generalizations of the Kolmogorov criteria, see for example Meinardus and Schwedt (1964), B. Brosovski (1965a, b, 1969), Brosovski and Guerreiro (1984).

There are many investigations concerning the properties of uniform metric projection with respect to a given generalized rational system of functions. Besides the books given above and the works of Cheney and Loeb (1964) and H. Werner (1964) we want to mention the work of Goldstein (1963); see also Chalmers and Taylor (1983).

For other details on numerical methods for obtaining the best uniform rational approximation see the books given above and Veidinger (1960), J. Maehly (1963), L. Collatz (1960), Cheney and Loeb (1962), Wetterling (1963), Werner (1963), Ralston (1965), Barrodale, Powell, Roberts (1972), Kaufman, Leeming, Taylor (1978), Dunham (1967a, b).

Let us mention finally some interesting results regarding real and complex uniform approximation by rational functions on an interval and on the disk.

We have considered till now real uniform rational approximation on the interval [ $a, b]$ :

$$
R_{n m}(f)_{C[a, b]}=\inf \left\{\|f-r\|_{C[a, b]}: r \in R_{n m}\right\}
$$

where $f$ is a real-valued function on $[a, b]$, and $r \in R_{n m}$ has real coefficients.
We can consider also complex uniform rational approximation:

$$
R_{n m}^{\complement}(f)_{C[a, b]}=\left\{\|f-r\|_{C[a, b]}: r \in R_{n m}^{\complement}\right\}
$$

where $f$ is also a real-valued function, but $R_{n m}^{\subset}$ is the set of rational functions of the type

$$
\frac{\alpha_{n} x^{n}+\cdots+\alpha_{0}}{\beta_{m} x^{m}+\cdots+\beta_{0}}
$$

where $\alpha_{i}, i=0, \ldots, n, \beta_{i}, i=0, \ldots, m$, are complex numbers.
Lungu (1971) and Saff and Varga $(1977,1978)$ found that for all $n$ and $m$
there is a function $f$ with

$$
\begin{equation*}
R_{n m}^{\mathbb{C}}(f)_{C[a, b]}<R_{n m}(f)_{C[a, b]} . \tag{1}
\end{equation*}
$$

From here, using symmetry arguments, it is easy to see that the best uniform complex rational approximation of a real valued function is not always unique; see also Ruttan (1977).

Trefethen and Gutknecht (1983a, b) have many results in this topic. For example let us set

$$
\gamma_{n m}=\inf \left\{R_{n m}^{\complement}(f) / R_{n m}(f): f \in C[a, b], f \text { real-valued }\right\} .
$$

Then

$$
\gamma_{n m}=0 \quad \text { for } n \geqslant 0, \quad m \geqslant n+3 .
$$

Trefethen and Gutknecht have shown also that for the complex rational uniform approximation on the disk there are analogs of (1) and of nonuniqueness.

## 3

## Some classical results in the linear theory

The most essential question in the quantitative theory of approximation is the connection between the degree of the best approximation to a given function $f$ by means of some tool for approximation (algebraic polynomials, trigonometric polynomials, rational functions, spline functions and others) with respect to a given metric (uniform, $L_{p}$ and others) and the smoothness properties of $f$ (differentiability, Lipschitz conditions etc.).

The solutions of these questions in linear approximations usually use the moduli of continuity and smoothness. So we shall begin in section 3.1 with some definitions and properties of the moduli of smoothness in $C[a, b]$ and in $L_{p}[a, b]$. In section 3.2 and 3.3 we give the classical theorems of Jackson and Bernstein for best trigonometrical $L_{p}$ approximation. In section 3.4 we consider briefly the best approximation by means of algebraical polynomials in $[-1,1]$ and the singularities connected with them. Finally in section 3.5 we consider the $K$-functional of J. Peetre, which is the abstract version of the moduli of smoothness, and its application for the characterization of the degree of the best approximation in the abstract case, using abstract Jackson type and Bernstein type theorems.

### 3.1 Moduli of continuity and smoothness in $\boldsymbol{C}$ and $\boldsymbol{L}_{\boldsymbol{p}}$

Let the function $f$ be bounded on the interval $[a, b]$.
Definition 3.1. The modulus of continuity (in $C[a, b]$ ) of the function $f$ is the following function of $\delta \in[0, \infty)$ :

$$
\begin{equation*}
\omega(f ; \delta)_{C[a, b]}=\sup \left\{\left|f\left(x^{\prime}\right)-f\left(x^{\prime \prime}\right)\right|:\left|x^{\prime}-x^{\prime \prime}\right| \leqslant \delta, x^{\prime}, x^{\prime \prime} \in[a, b]\right\} . \tag{1}
\end{equation*}
$$

We shall write, when it is clear, $\omega(f ; \delta)$ or $\omega(f ; \delta)_{C}$ instead of $\omega(f ; \delta)_{C[a, b]}$.

Obviously the necessary and sufficient condition for the function $f$ to be continuous in the finite closed interval $[a, b]$ is $\omega(f ; \delta) \underset{\delta \rightarrow 0}{\longrightarrow}$.

A natural generalization of the modulus of continuity is the moduli of smoothness.

For every bounded function and every natural number $k$ we define the $k$ th difference with step $h$ in the point $x$ by

$$
\begin{equation*}
\triangle_{h}^{k} f(x)=\sum_{m=0}^{k}(-1)^{m+k}\binom{k}{m} f(x+m h), \quad \triangle_{h}^{1} f(x)=\triangle_{h} f(x) ; \tag{2}
\end{equation*}
$$

where $\binom{k}{m}=k!/(m!(k-m)!)$ are the Newton binomial coefficients.
Let $f$ be defined and bounded in the interval $[a, b]$ and $k$ be a natural number.

Definition 3.2. The modulus of smoothness in $C[a, b]$ of $k$ th order of the function $f$ is the following function of $\delta \in[0, \infty)$ :

$$
\begin{equation*}
\omega_{k}(f ; \delta)_{C[a, b]}=\sup \left\{\left|\triangle_{h}^{k} f(x)\right|:|h| \leqslant \delta, x, x+k h \in[a, b]\right\} . \tag{3}
\end{equation*}
$$

We shall write, when it is clear, $\omega_{k}(f ; \delta)$ or $\omega_{k}(f ; \delta)_{C}$ instead of $\omega_{k}(f ; \delta)_{C[a, b]}$. In some cases we shall also use the notations:

$$
\begin{equation*}
\omega_{k}(f ; \Delta)=\omega_{k}(f ;[a, b])=\sup \left\{\left|\triangle_{h}^{k} f(x)\right|: x, x+k h \in[a, b]=\Delta\right\} . \tag{4}
\end{equation*}
$$

From definition 3.2 it follows immediately that the modulus of smoothness of first order is exactly the modulus of continuity: $\omega_{1}(f ; \delta)_{C[a, b]}=\omega(f ; \delta)_{C[a, b]}$.

The second modulus of smoothness $\omega_{2}(f ; \delta)_{C}$ is often called the modulus of smoothness or Zygmund's modulus.

The moduli of smoothness have the following basic properties
(i) $\omega_{k}\left(f ; \delta^{\prime}\right) \leqslant \omega_{k}\left(f ; \delta^{\prime \prime}\right)$ if $\delta^{\prime} \leqslant \delta^{\prime \prime}$.
(ii) $\omega_{k}(f+g ; \delta) \leqslant \omega_{k}(f ; \delta)+\omega_{k}(g ; \delta)$.
(iii) $\omega_{k}(f ; \delta) \leqslant 2 \omega_{k-1}(f ; \delta), k \geqslant 2$.
(iv) If $f^{\prime}$ exists and is bounded in $[a, b]$, then

$$
\omega_{k}(f ; \delta) \leqslant \delta \omega_{k-1}\left(f^{\prime} ; \delta\right), \quad k \geqslant 2
$$

(iv') $\omega_{1}(f ; \delta) \leqslant \delta\left\|f^{\prime}\right\|_{C_{[a, b]}}$.
(v) If $n$ is a natural number, then

$$
\omega_{k}(f ; n \delta) \leqslant n^{k} \omega_{k}(f ; \delta) .
$$

$\left(\mathrm{v}^{\prime}\right) \omega_{k}(f ; \lambda \delta) \leqslant([\lambda]+1)^{k} \omega_{k}(f ; \delta) \leqslant(\lambda+1)^{k} \omega_{k}(f ; \delta), \lambda>0 .^{\dagger}$
The proofs of properties (i) and (ii) follow directly from definition 3.2. The

[^3]proof of property (iii) follows from the equality
$$
\triangle_{h}^{k} f(x)=\triangle_{h}^{k-1} f(x+h)-\triangle_{h}^{k-1} f(x) .
$$

Properties (iv), (iv') make sense for functions with bounded first derivative. For every $h,|h| \leqslant \delta$, we have

$$
\begin{aligned}
\left|\triangle_{h}^{k} f(x)\right| & =\left|\triangle_{h}^{k-1}(f(x+h)-f(x))\right| \\
& =\left|\triangle_{h}^{k-1} \int_{0}^{h} f^{\prime}(x+t) \mathrm{d} t\right|=\left|\int_{0}^{h} \triangle_{h}^{k-1} f^{\prime}(x+t) \mathrm{d} t\right| \\
& \leqslant \int_{\min (0, h)}^{\max (0, h)}\left|\triangle_{h}^{k-1} f^{\prime}(x+t)\right| \mathrm{d} t \leqslant \int_{\min (0, h)}^{\max (0, h)} \omega_{k-1}\left(f^{\prime} ;|h|\right) \mathrm{d} t \\
& =|h| \omega_{k-1}\left(f^{\prime} ; h\right) \leqslant \delta \omega_{k-1}\left(f^{\prime} ; \delta\right) .
\end{aligned}
$$

Consequently

$$
\sup \left\{\left|\triangle_{h}^{k} f(x)\right|:|h| \leqslant \delta, x, x+k \delta \in[a, b]\right\}=\omega_{k}(f ; \delta) \leqslant \delta \omega_{k-1}\left(f^{\prime} ; \delta\right)
$$

For $k=1$ we obtain, for $|h| \leqslant \delta$,

$$
\left|\Delta_{h} f(x)\right|=\left|\int_{0}^{h} f^{\prime}(x+t) \mathrm{d} t\right| \leqslant|h|\left\|f^{\prime}\right\|_{C[a, b]} \leqslant \delta\left\|f^{\prime}\right\|_{C[a, b]} .
$$

In the proof of property (v) we shall use the equality

$$
\begin{equation*}
\triangle_{n h}^{k} f(x)=\sum_{i_{1}=0}^{n-1} \sum_{i_{2}=0}^{n-1} \cdots \sum_{i_{k}=0}^{n-1} \triangle_{h}^{k} f\left(x+i_{1} h+i_{2} h+\cdots+i_{k} h\right) . \tag{5}
\end{equation*}
$$

It is easy to prove this equality by induction with respect to $k$. For $k=1$ we have

$$
\begin{aligned}
\triangle_{n h} f(x) & =f(x+n h)-f(x)=\sum_{i=0}^{n-1}(f(x+i h+h)-f(x+i h)) \\
& =\sum_{i=0}^{n-1} \triangle_{h} f(x+i h)
\end{aligned}
$$

Let us assume that (5) is true for a given natural number $k$. Then

$$
\begin{aligned}
\triangle_{n h}^{k+1} f(x) & =\triangle_{n h}^{k}(f(x+n h)-f(x)) \\
& =\triangle_{n h}^{k}\left(\triangle_{n h} f(x)\right)=\sum_{i_{1}=0}^{n-1} \cdots \sum_{i_{k}=0}^{n-1} \triangle_{h}^{k}\left(\triangle_{n h} f\left(x+i_{1} h+\cdots+i_{k} h\right)\right) \\
& =\sum_{i_{1}=0}^{n-1} \cdots \sum_{i_{k}=0}^{n-1} \triangle_{h}^{k}\left(\sum_{i_{k+1}=0}^{n-1} \triangle_{h} f\left(x+i_{1} h+\cdots+i_{k} h+i_{k+1} h\right)\right) \\
& =\sum_{i_{1}=0}^{n-1} \cdots \sum_{i_{k+1}=0}^{n-1} \triangle_{h}^{k+1} f\left(x+i_{1} h+\cdots i_{k+1} h\right) .
\end{aligned}
$$

From (5) for $|h| \leqslant \delta$ it follows that

$$
\left|\triangle_{n h}^{k} f(x)\right| \leqslant=\sum_{i_{1}=0}^{n-1} \cdots \sum_{i_{k}=0}^{n-1}\left|\triangle_{h}^{k} f\left(x+i_{1} h+\cdots+i_{k} h\right)\right| \leqslant n^{k} \omega_{k}(f ; \delta)
$$

hence property (v).
Property ( $\mathrm{v}^{\prime}$ ) follows immediately from properties (i) and (v):

$$
\omega_{k}(f ; \lambda \delta) \leqslant \omega_{k}(f ;([\lambda]+1) \delta) \leqslant([\lambda]+1)^{k} \omega_{k}(f ; \delta) \leqslant(\lambda+1)^{k} \omega_{k}(f ; \delta)
$$

From properties (iv) and (iv') it follows that
(vi) If $f^{(k)} \in C[a, b]$ (or $f^{(k)}$ exists and is bounded on $[a, b]$ ), then

$$
\omega_{k}(f ; \delta) \leqslant \delta^{k}\left\|f^{(k)}\right\|_{C[a, b]} .
$$

Later on (in section 7.1) we shall prove the following more complicated property of $\omega_{k}$.
(vii) Theorem of Marchaud. For every $m<k$ we have

$$
\omega_{m}(f ; \delta) \leqslant c(k) \delta^{m}\left\{\int_{\delta}^{(b-a) / k} t^{-m-1} \omega_{k}(f ; t) \mathrm{d} t+(b-a)^{-m}\|f\|_{C[a, b]}\right\}
$$

where the constant $c(k)$ depends only on $k$.
Using the integral norms $L_{p}, 1 \leqslant p<\infty$, instead of the uniform norm, it is possible to obtain analogues of the moduli of smoothness, which are usually called integral moduli of continuity or smoothness, $L_{p}$-moduli or $p$-moduli.

Let the function $f$ belong to $L_{p}(a, b)$.
Definition 3.3. The integral modulus ( $L_{p}$-modulus, $p$-modulus) of order $k$ of the function $f$ is the following function of $\delta \in[0, \infty)$ :

$$
\begin{equation*}
\omega_{k}(f ; \delta)_{L_{p}(a, b)} \equiv \omega_{k}(f ; \delta)_{L_{p}} \equiv \omega_{k}(f ; \delta)_{p}=\sup _{0<h \leqslant \delta}\left\{\int_{a}^{b-k h}\left|\triangle_{h}^{k} f(x)\right|^{p} \mathrm{~d} x\right\}^{1 / p} \tag{6}
\end{equation*}
$$

It is easy to see that $\omega_{k}(f ; \delta)_{p}$ has the following properties.
(i) $\omega_{k}\left(f ; \delta^{\prime}\right)_{p} \leqslant \omega_{k}\left(f ; \delta^{\prime \prime}\right)_{p}, \delta^{\prime} \leqslant \delta^{\prime \prime}$.
(ii) $\omega_{k}(f+g ; \delta)_{p} \leqslant \omega_{k}(f ; \delta)_{p}+\omega_{k}(g ; \delta)_{p}$.
(iii) $\omega_{k}(f ; \delta)_{p} \leqslant 2 \omega_{k-1}(f ; \delta)_{p}$.
(iv) If $f^{\prime} \in L_{p}(a, b)$ then

$$
\omega_{k}(f ; \delta)_{p} \leqslant \delta \omega_{k-1}\left(f^{\prime} ; \delta\right)_{p}, \quad k \geqslant 2
$$

(iv') If $f^{\prime} \in L_{p}(a, b)$ then

$$
\omega_{1}(f ; \delta)_{p} \leqslant \delta\left\|f^{\prime}\right\|_{L_{p}(a, b)}
$$

(v) $\omega_{k}(f ; n \delta)_{p} \leqslant n^{k} \omega_{k}(f ; \delta)_{p}$.
(v') $\omega_{k}(f ; \lambda \delta)_{p} \leqslant([\lambda]+1)^{k} \omega_{k}(f ; \delta)_{p} \leqslant(\lambda+1)^{k} \omega_{k}(f ; \delta)_{p}$.
(vi) If $f^{(k)}$ exists and $f^{(k)} \in L_{p}(a, b)$ then

$$
\omega_{k}(f ; \delta)_{p} \leqslant \delta^{k}\left\|f^{(k)}\right\|_{L_{p}(a, b)} .
$$

Property (vii) has the form
(vii) If $f \in L_{p}(a, b)$, then for every $m<k$ we have

$$
\omega_{m}(f ; \delta)_{p} \leqslant c(k) \delta^{m}\left\{\int_{\delta}^{(b-a) / k} t^{-m-1} \omega_{k}(f ; t)_{p} \mathrm{~d} t+(b-a)^{-m}\|f\|_{L_{p}}\right\}
$$

The proofs of properties (i)-(vi) are similar to the uniform case. We shall give one specific property of $\omega_{1}(f ; \delta)_{1}=\omega(f ; \delta)_{1}$.
(viii) Let the function $f$ have bounded variation on the interval $[a, b]$. Then

$$
\begin{equation*}
\omega(f ; \delta)_{1} \leqslant \delta V_{a}^{b} f \tag{7}
\end{equation*}
$$

where $V_{a}^{b} f$ denotes the variation of the function $f$ in the interval $[a, b]$.
Proof. In fact, we have

$$
\begin{aligned}
& \int_{a}^{b-h}|f(x+h)-f(x)| \mathrm{d} x \leqslant \int_{a}^{b-h} V_{x}^{x+h} f \mathrm{~d} x=\int_{a}^{b-h}\left(V_{a}^{x+h} f-V_{a}^{x} f\right) \mathrm{d} x \\
& \quad=\int_{a+h}^{b} V_{a}^{x} \mathrm{~d} x-\int_{a}^{b-h} V_{a}^{x} \mathrm{~d} x \leqslant \int_{b-h}^{b} V_{a}^{x} f \mathrm{~d} x \leqslant h V_{a}^{b} f .
\end{aligned}
$$

It is very essential that it is possible to have a converse of the inequality (7) in the following sense.

Theorem 3.1 (Hardy, Littlewood, 1928). If $\omega(f ; \delta)_{1}=O(\delta)$ then the function $f$ is equivalent to a function of bounded variation.

Proof. Let $f \in L(a, b)$ and $\omega(f ; \delta)_{1} \leqslant M \delta$. Let us set $c=(a+b) / 2$ and

$$
f_{h}(x)= \begin{cases}\frac{1}{h} \int_{0}^{h} f(x+t) \mathrm{d} t, & x \in[a, c], \\ \frac{1}{h} \int_{-h}^{0} f(x+t) \mathrm{d} t, & x \in(c, b]\end{cases}
$$

where $h \in(0,(b-a) / 2)$. Since $f \in L(a, b)$ then for every $x \in[a, b] \backslash Q$, where $Q \subset[a, b]$ is a set with Lebesgue measure zero, we have

$$
\begin{equation*}
\lim _{h \rightarrow 0} f_{h}(x)=f(x) \tag{8}
\end{equation*}
$$

For the variation of $f_{h}$ we have

$$
V_{a}^{c} f_{h} \leqslant \int_{a}^{c}\left|f_{h}^{\prime}(x)\right| \mathrm{d} x=\frac{1}{h} \int_{a}^{c}|f(x+h)-f(x)| \mathrm{d} x \leqslant h^{-1} \omega(f ; h)_{1} \leqslant M .
$$

Analogously

$$
V_{c+0}^{b} f_{h} \leqslant M
$$

On the other hand

$$
\begin{aligned}
\left|f_{h}(c)-f_{h}(c+0)\right| & =\left|h^{-1} \int_{0}^{h} f(c+t) \mathrm{d} t-\lim _{x \rightarrow c+0} h^{-1} \int_{-h}^{0} f(x+t) \mathrm{d} t\right| \\
& \leqslant \frac{1}{h} \int_{0}^{h}|f(c+t)-f(c+t-h)| \mathrm{d} t \leqslant \frac{1}{h} \omega(f ; h)_{1} \leqslant M
\end{aligned}
$$

Since

$$
V_{a}^{b} f_{h}=V_{a}^{c} f_{h}+V_{c}^{b} f_{h}+\left|f_{h}(c)-f_{h}(c+0)\right|
$$

we obtain from the above estimation

$$
\begin{equation*}
V_{a}^{b} f_{h} \leqslant 3 M \tag{9}
\end{equation*}
$$

On the set $[a, b] \backslash Q$ the function $f$ has bounded variation. In fact, if $x_{1}<x_{2}<\cdots<x_{N}$ are points from $[a, b] \backslash Q$ it follows from (8) and (9) that

$$
\begin{equation*}
\sum_{i=1}^{N-1}\left|f\left(x_{i+1}\right)-f\left(x_{i}\right)\right|=\lim _{h \rightarrow 0} \sum_{i=1}^{N-1}\left|f_{h}\left(x_{i+1}\right)-f_{h}\left(x_{i}\right)\right| \leqslant \lim _{h \rightarrow 0} V_{a}^{b} f_{h} \leqslant 3 M \tag{10}
\end{equation*}
$$

Let us set

$$
\tilde{f}(x)=\left\{\begin{array}{l}
f(x), \quad x \in\{[a, b] \backslash Q\} \backslash\{b\}=A, \\
\lim _{y \rightarrow x+0, y \in A} f(y), \quad x \in Q \backslash\{b\}, \\
\lim _{y \rightarrow b-0, y \in A} f(y), \quad x=b .
\end{array}\right.
$$

We note, that from the fact that $Q$ has measure zero and $f$ has bounded variation on $A$ it follows that $\lim _{y \rightarrow x \pm 0}\{f(y): y \in A\}$ exists. It follows from (10) that

$$
V_{a}^{b} \tilde{f} \leqslant 3 M
$$

Since $\tilde{f}$ is equivalent to $f$, the theorem is proved.
Finally we shall consider the $2 \pi$-periodic case. For $2 \pi$-periodic functions the modifications of the definitions of the moduli of continuity, moduli of smoothness and $L_{p}$-moduli are evident.

The definition of the $k$ th modulus of smoothness is

$$
\omega_{k}(f ; \delta)=\omega_{k}(f ; \delta)_{C[0,2 \pi]}=\sup \left\{\left|\triangle_{h}^{k} f(x)\right|:|h| \leqslant \delta, x \in[0,2 \pi]\right\}
$$

For the $L_{p}$-moduli we have

$$
\omega_{k}(f ; \delta)_{p}=\omega_{k}(f ; \delta)_{L_{p}(0,2 \pi)}=\sup _{|h| \leqslant \delta}\left\{\int_{0}^{2 \pi}\left|\triangle_{h}^{k} f(x)\right|^{p} \mathrm{~d} x\right\}^{1 / p}
$$

The properties of these moduli are the same as in the nonperiodic case, i.e. properties (i)-(viii) remain valid.

Finally we give without proof the following property of $\omega_{1}(f ; \delta)_{p}$ (see Zygmund (1959) or Timan (1960)).
(ix) We have $\omega_{1}(f ; \delta)_{p} \longrightarrow 0$ if and only if $f \in L_{p}(a, b)$.

### 3.2 Direct theorems: Jackson's theorem

Let $f$ be a function belonging to some metric space $X$ with a distance $d$. Let the family $\left\{G_{n}\right\}_{1}^{\infty}$, be given, where every $G_{n}$ is an existence set in $X$ and an $n$-parameter set, $n=1, \ldots, \infty$. The best approximation to $f$ by means of elements of $G_{n}$ is given by

$$
E_{G_{n}}(f)_{X}=\inf \left\{d(f, g): g \in G_{n}\right\} .
$$

As a direct theorem in approximation theory we understand an equality of the type

$$
\begin{equation*}
E_{G_{n}}(f)_{X}=\mathrm{O}(\phi(f ; n)), \quad n \rightarrow \infty \tag{1}
\end{equation*}
$$

where $\phi(f ; n)$ is a functional of $f$, depending only on the number $n$ of parameters of $G_{n}$.

A classical example of such a direct theorem is the famous Jackson theorem for the best uniform approximation $E_{n}(f)$ to a function $f \in C[0,2 \pi]$ by means of trigonometric polynomials of $n$th order with respect to the uniform distance:

$$
E_{n}(f) \equiv E_{n}(f)_{\mathcal{C}[0,2 \pi]}=\inf \left\{\|f-t\|_{\mathcal{C}[0,2 \pi]}: t \in T_{n}\right\} .
$$

Theorem 3.2 (Jackson, 1911). Let $f \in C[0,2 \pi]$. For every natural number $n \geqslant 1$ we have

$$
\begin{equation*}
E_{n}(f) \leqslant c \omega\left(f ; n^{-1}\right) \tag{2}
\end{equation*}
$$

where $c$ is an absolute constant.
Remark. If $f$ is an even function then there exists an even $t \in T_{n}$ such that

$$
\|f-t\|_{C[0,2 \pi]} \leqslant c \omega\left(f ; n^{-1}\right)
$$

If we compare (2) with (1), we see that here the functional $\phi$ is the value of the modulus of continuity of $f$ at the point $\delta=n^{-1}$ (multiplied by a constant).

The Jackson theorem has many generalizations. One of them is the following.

Let $E_{n}(f)_{p}$ be the best $L_{p}$-trigonometrical approximation to $f$ :

$$
E_{n}(f)_{p} \equiv E_{n}(f)_{L_{p}(0,2 \pi)}=\inf \left\{\|f-t\|_{L_{p}(0,2 \pi)}: t \in T_{n}\right\} .
$$

Theorem 3.3. Let $f \in L_{p}(0,2 \pi)$. Let $k \geqslant 1$ be a natural number. There exists a
constant $c(k)$ depending only on $k$ such that for every natural number $n \geqslant 1$ and every number $p, 1 \leqslant p \leqslant \infty$, we have

$$
\begin{equation*}
E_{n}(f)_{p} \leqslant c(k) \omega_{k}\left(f ; n^{-1}\right)_{p} . \tag{3}
\end{equation*}
$$

Let us mention that there exists an analog of (3) for $0<p<1$ (see the notes to Chapter 3).

We shall show somewhat later on that (2) as well as (3) result from the following version of Jackson's theorem, which we shall call the natural direct theorem of Jackson type.

Theorem 3.4. Let $f$ be a $2 \pi$-periodic function with a derivative $f^{\prime} \in L_{p}(0,2 \pi)$. Then

$$
\begin{equation*}
E_{n}(f)_{p} \leqslant c \frac{\left\|f^{\prime}\right\|_{p}}{n}, \quad 1 \leqslant p \leqslant \infty \tag{4}
\end{equation*}
$$

where $c$ is an absolute constant.
Remark. If $f$ is even, then there exists an even $t \in T_{n}$ such that

$$
\|f-t\|_{p} \leqslant c \frac{\left\|f^{\prime}\right\|_{p}}{n}
$$

The proofs of (2) and (4) are very similar, but we prefer to derive (2) and (3) from (4) by means of the classical method, using intermediate functions which we shall also use later on.

Now there are many different proofs of (4), but we shall give here the original proof of Jackson (1911).

Proof of theorem 3.4. Let us consider the following operator on the function $f \in L(0,2 \pi)$ :

$$
\begin{equation*}
\mathfrak{J}_{n}(f ; x)=\int_{-\pi}^{\pi} f(x+t) K_{n}(t) \mathrm{d} t, \tag{5}
\end{equation*}
$$

where

$$
K_{n}(t)=\lambda_{n}^{-1}\left(\frac{\sin (n t / 2)}{\sin (t / 2)}\right)^{4}
$$

is the so-called Jackson kernel.
The constant $\lambda_{n}^{-1}$ is chosen in such a way that

$$
\int_{-\pi}^{\pi} K_{n}(t) \mathrm{d} t=1 .
$$

From this equality it is possible to obtain the exact value of $\lambda_{n}$, which is $\lambda_{n}^{-1}=3 /\left(2 \pi n\left(2 n^{2}+1\right)\right)$, see for example Natanson (1949), but this involves some calculations. It will be sufficient for us to have an estimate for $\lambda_{n}$. In
order to obtain this estimate let us remark that

$$
\begin{equation*}
t / \pi \leqslant \sin (t / 2) \leqslant t / 2 \quad \text { for } 0 \leqslant t \leqslant \pi . \tag{6}
\end{equation*}
$$

Since the kernel $K_{n}$ is even, we have

$$
\begin{align*}
\lambda_{n} & =2 \int_{0}^{\pi}\left(\frac{\sin (n t / 2)}{\sin (t / 2)}\right)^{4} \mathrm{~d} t \geqslant 2 \int_{0}^{\pi / n}\left(\frac{\sin (n t / 2)}{\sin (t / 2)}\right)^{4} \mathrm{~d} t \\
& \geqslant 2 \int_{0}^{\pi / n}\left(\frac{n t / \pi}{t / 2}\right)^{4} \mathrm{~d} t=\frac{2^{5}}{\pi^{3}} n^{3} \tag{7}
\end{align*}
$$

We shall need two lemmas.
Lemma 3.1. We have

$$
\begin{equation*}
\int_{0}^{\pi} t K_{n}(t) \mathrm{d} t \leqslant c n^{-1} \tag{8}
\end{equation*}
$$

where $c$ is an absolute constant.
Proof. Using the inequalities (6) and (7) we have

$$
\begin{aligned}
\int_{0}^{\pi} t K_{n}(t) \mathrm{d} t & =\sum_{k=0}^{n-1} \int_{k \pi / n}^{(k+1) \pi / n} t K_{n}(t) \mathrm{d} t \\
& \leqslant \frac{1}{\lambda_{n}}\left\{\int_{0}^{\pi / n} t\left(\frac{n t / 2}{t / \pi}\right)^{4} \mathrm{~d} t+\sum_{k=1}^{n-1} \int_{k \pi / n}^{(k+1) \pi / n} \frac{(k+1) \pi}{n}\left(\frac{1}{k / n}\right)^{4} \mathrm{~d} t\right\} \\
& =\frac{1}{\lambda_{n}}\left\{\frac{\pi^{6}}{2^{5}} n^{2}+\sum_{k=1}^{n-1} \pi^{2} \frac{k+1}{k^{4}} n^{2}\right\} \\
& \leqslant \frac{n^{2}}{\lambda_{n}}\left(\frac{\pi^{6}}{2^{5}}+\sum_{k=1}^{\infty} \pi^{2} \frac{k+1}{k^{4}}\right)=c n^{-1}
\end{aligned}
$$

where $c$ is an absolute constant.
Lemma 3.2. For every function $f \in L(0,2 \pi), \Im_{n}(f ; x)$ is a trigonometrical polynomial of order $2 n-2$. If $f$ is even, then $\mathfrak{J}_{n}(f ; x)$ is also even.

Proof. We have $K_{n} \in T_{2(n-1)}$. Indeed, from the equalities

$$
\begin{aligned}
& 1 / 2+\cos x+\cdots+\cos m x=\frac{\sin ((2 m+1) x / 2)}{2 \sin (x / 2)} \\
& \sin (x / 2)+\cdots+\sin ((2 n-1) x / 2)=\frac{\sin ^{2}(n x / 2)}{\sin (x / 2)}
\end{aligned}
$$

it follows that

$$
\left(\frac{\sin (n x / 2)}{\sin (x / 2)}\right)^{2} \in T_{n-1},\left(\frac{\sin (n x / 2)}{\sin (x / 2)}\right)^{4} \in T_{2(n-1)}
$$

(since the square of a trigonometrical polynomial of order $m$ is a trigonometrical polynomial of order $2 m$ ).

Since $K_{n} \in T_{2(n-1)}, \Im_{n}$ also belongs to $T_{2(n-1)}$ since

$$
\Im_{n}(f ; x)=\int_{-\pi}^{\pi} f(x+t) K_{n}(t) \mathrm{d} t=\int_{-\pi}^{\pi} f(t) K_{n}(x-t) \mathrm{d} t
$$

and $K_{n}(x-t)$ is a trigonometric polynomial of order $2(n-1)$ with respect to $x$ with coefficients functions (also trigonometric polynomials) of $t$.

The second part of the lemma is evident, since $K_{n}$ is even.
Now we continue the proof of theorem 3.4. Let us estimate $\left\|f-\mathfrak{I}_{n} f\right\|_{p}$. Using $\int_{-\pi}^{\pi} K_{n}(t) \mathrm{d} t=1$ we obtain

$$
\mathfrak{I}_{n}(f ; x)-f(x)=\int_{-\pi}^{\pi}(f(x+t)-f(x)) K_{n}(t) \mathrm{d} t
$$

Hence, using the generalized Minkovski inequality

$$
\left\|\int g(x, t) \mathrm{d} t\right\|_{p} \leqslant \int\|g(\cdot, t)\|_{p} \mathrm{~d} t
$$

(see for example Nikol'skij (1969)) and the fact that $K_{n}(t) \geqslant 0$, we obtain

$$
\begin{equation*}
\left\|\mathfrak{J}_{n} f-f\right\|_{p} \leqslant \int_{-\pi}^{\pi}\|f(\cdot+t)-f\|_{p} K_{n}(t) \mathrm{d} t \tag{9}
\end{equation*}
$$

If $f^{\prime} \in L_{p}(0,2 \pi)$, we have, again using the generalized Minkovski inequality,

$$
\begin{equation*}
\|f(\cdot+t)-f\|_{p}=\left\|\int_{0}^{t} f^{\prime}(\cdot+u) \mathrm{d} u\right\|_{p} \leqslant|t|\left\|f^{\prime}\right\|_{p} \tag{10}
\end{equation*}
$$

Using (8) (lemma 3.1), (9) and (10) and the fact that $K_{n}$ is even, we obtain

$$
\begin{align*}
\left\|\Im_{n} f-f\right\|_{p} & \leqslant \int_{-\pi}^{\pi}|t|\left\|f^{\prime}\right\|_{p} K_{n}(t) \mathrm{d} t \\
& =2\left\|f^{\prime}\right\|_{p} \int_{0}^{\pi} t K_{n}(t) \mathrm{d} t \leqslant 2 c \frac{\left\|f^{\prime}\right\|_{p}}{n} . \tag{11}
\end{align*}
$$

Since $\mathfrak{J}_{n} f \in T_{2(n-1)}$ (lemma 3.2), (11) gives us

$$
E_{2 n-2}(f)_{p} \leqslant 2 c \frac{\left\|f^{\prime}\right\|_{p}}{n}
$$

The remark after theorem 3.4 follows from (11) and the second part of lemma 3.2.

In order to obtain the classical Jackson theorem (2) from (4) we shall use intermediate approximation by means of the Steklov function.

The Steklov function $f_{h}$ for $f \in L(0,2 \pi)$ is given by

$$
f_{h}(x)=\frac{1}{h} \int_{0}^{h} f(x+t) \mathrm{d} t, \quad h>0
$$

Using the generalized Minkovski inequality we have

$$
\begin{align*}
\left\|f-f_{h}\right\|_{p} & =\left\|\frac{1}{h} \int_{0}^{h}(f(x)-f(x+t)) \mathrm{d} t\right\|_{p} \\
& \leqslant \frac{1}{h} \int_{0}^{h}\|f-f(\cdot+t)\|_{p} \mathrm{~d} t \leqslant \omega(f ; h)_{p} \tag{1}
\end{align*}
$$

since $\|f-f(\cdot+t)\|_{p} \leqslant \omega(f ; h)_{p}$ if $0 \leqslant t \leqslant h$.
On the other hand $f_{h}^{\prime}$ exists almost everywhere and

$$
\begin{equation*}
\left\|f_{h}^{\prime}\right\|_{p}=\left\|\frac{1}{\bar{h}}(f(x+h)-f(x))\right\|_{p} \leqslant \frac{1}{h} \omega(f ; h)_{p} . \tag{13}
\end{equation*}
$$

From (4), (12) and (13) it follows that

$$
E_{n}(f)_{p} \leqslant\left\|f-f_{h}\right\|_{p}+E_{n}\left(f_{h}\right)_{p} \leqslant \omega(f ; h)_{p}+c \frac{h^{-1} \omega(f ; h)_{p}}{n} .
$$

Setting $h=n^{-1}$ we obtain theorem 3.2.
We shall also use the generalized Steklov function for $f \in L(0,2 \pi)$ (see G. Freud, V.A. Popov (1970)),

$$
\begin{align*}
f_{k, h}(x)= & \frac{(-1)^{k}}{h^{k}} \int_{0}^{h} \cdots \int_{0}^{h}\left\{-f\left(x+t_{1}+\cdots+t_{k}\right)\right. \\
& +\binom{k}{1} f\left(x+\frac{k-1}{k}\left(t_{1}+\cdots+t_{k}\right)\right)+\cdots+(-1)^{k}\binom{k}{k-1} \\
& \left.\times f\left(x+\frac{t_{1}+\cdots+t_{k}}{k}\right)\right\} \mathrm{d} t_{1} \cdots \mathrm{~d} t_{k} . \tag{14}
\end{align*}
$$

Theorem 3.5. Let $f \in L_{p}(0,2 \pi)$. Then
(i) $\left\|f_{k, h}-f\right\|_{p} \leqslant \omega_{k}(f ; h)_{p}$,
(ii) $\left\|f, f_{k, h}^{(s)}\right\|_{p} \leqslant c(k) h^{-s}\left(\omega_{s}(f ; h)_{p}, \quad s=1,2, \ldots, k\right.$,
where the constant $c(k)$ depends only on $k$.
Proof. From the definition (14) using the generalized Minkovski inequality we obtain

$$
\begin{aligned}
\left\|f_{k, h}-f\right\|_{p} & \leqslant\left\|h^{-k} \int_{0}^{h} \cdots \int_{0}^{h}\left|\triangle_{\left(t_{1}+\cdots+t_{k}\right) / k}^{k} f(x)\right| \mathrm{d} t_{1} \cdots \mathrm{~d} t_{k}\right\|_{p} \\
& \leqslant \omega_{k}(f ; h)_{p}, \quad \text { since }\left|\left(t_{1}+\cdots+t_{k}\right) / k\right| \leqslant h \quad \text { if } 0 \leqslant t_{i} \leqslant h, i=1, \ldots, k .
\end{aligned}
$$

For almost all $x \in[0,2 \pi]$ we have for the sth derivative $f_{k, h}^{(s)}$ of $f_{k, h}$

$$
\begin{aligned}
f_{k, h}^{(s)}(x)= & (-h)^{-k} \int_{0}^{h} \cdots \int_{0}^{h}\left\{-\triangle_{h}^{s} f\left(x+t_{1}+\cdots+t_{k-s}\right)\right. \\
& +\binom{k}{1}\left(\frac{k}{k-1}\right)^{s} \triangle_{(k-1) h / k}^{s} f\left(x+\frac{k-1}{k}\left(t_{1}+\cdots+t_{k-s}\right)\right)+\cdots \\
& \left.+(-1)^{k}\binom{k}{k-1} k^{s} \triangle_{h / k}^{s} f\left(x+\frac{t_{1}+\cdots+t_{k-s}}{k}\right)\right\} \mathrm{d} t_{1} \cdots \mathrm{~d} t_{k-s}
\end{aligned}
$$

hence

$$
\begin{aligned}
\left\|f_{k, h}^{(s)}\right\|_{p} \leqslant & h^{-k} \int_{0}^{h} \cdots \int_{0}^{h}\left\{\left\|\triangle_{h}^{s} f\left(\cdot+t_{1}+\cdots+t_{k-s}\right)\right\|_{p}\right. \\
& +\binom{k}{1}\left(\frac{k}{k-1}\right)^{s}\left\|\triangle_{(k-1) h / k}^{s} f\left(\cdot+\frac{k-1}{k}\left(t_{1}+\cdots+t_{k-s}\right)\right)\right\|_{p}+\cdots \\
& \left.+\binom{k}{k-1} k^{s}\left\|\Delta_{h / k}^{s} f\left(\cdot+\frac{t_{1}+\cdots+t_{k-s}}{k}\right)\right\|_{p}\right\} \mathrm{d} t_{1} \cdots \mathrm{~d} t_{k-s} \\
\leqslant & h^{-s}\left\{\omega_{s}(f ; h)_{p}+\binom{k}{1}\left(\frac{k}{k-1}\right)^{s} \omega_{s}\left(f ; \frac{k-1}{k} h\right)_{p}+\cdots\right. \\
& \left.+\binom{k}{k-1} k^{s} \omega_{s}\left(f ; \frac{h}{k}\right)_{p}\right\} \leqslant(2 k)^{k} h^{-s} \omega_{s}(f ; h)_{p}
\end{aligned}
$$

(if $g \in L_{p}(0,2 \pi)$ then

$$
\left.\|g(\cdot+u)\|_{p}=\|g\|_{p}\right)
$$

i.e. property (ii) with a constant $c(k)=(2 k)^{k}$.

Theorem 3.6. Let $f \in C[0,2 \pi]$ have a derivative $f^{\prime} \in L_{p}(0,2 \pi)$. Then

$$
E_{n}(f)_{p} \leqslant c \frac{E_{n}\left(f^{\prime}\right)_{p}}{n},
$$

where $c$ is an absolute constant.
Proof. Let $q \in T_{n}$ be such that $\left\|f^{\prime}-q\right\|_{p}=E_{n}\left(f^{\prime}\right)_{p}$. Let

$$
q(x)=a_{0}+\sum_{k=1}^{n}\left(a_{k} \cos k x+b_{k} \sin k x\right)=a_{0}+r(x)
$$

and let $s \in T_{n}$ be such that $s^{\prime}=r$. Then we have, using theorem 3.4,

$$
\begin{align*}
E_{n}(f)_{p} & =E_{n}(f-s)_{p} \leqslant c \frac{\left\|f^{\prime}-s^{\prime}\right\|_{p}}{n}=c \frac{\left\|f^{\prime}-r\right\|_{p}}{n} \\
& \leqslant c\left(\frac{\left\|f^{\prime}-q\right\|_{p}+\left\|a_{0}\right\|_{p}}{n}\right)=c\left(\frac{E_{n}\left(f^{\prime}\right)_{p}+(2 \pi)^{1 / p}\left|a_{0}\right|}{n}\right) . \tag{15}
\end{align*}
$$

Let us now estimate $\left|a_{0}\right|$. Since $f^{\prime} \in L_{p}(0,2 \pi)$ is a derivative of the $2 \pi$-periodic function $f$, we have

$$
\int_{0}^{2 \pi} f^{\prime}(x) \mathrm{d} x=0
$$

and also obviously $\int_{0}^{2 \pi} r(x) \mathrm{d} x=0$. Therefore

$$
\int_{0}^{2 \pi}\left(f^{\prime}(x)-r(x)\right) \mathrm{d} x=0
$$

i.e. $\int_{0}^{2 \pi}\left(f^{\prime}(x)-q(x)+a_{0}\right) \mathrm{d} x=0$, or $2 \pi a_{0}=-\int_{0}^{2 \pi}\left(f^{\prime}(x)-q(x)\right) \mathrm{d} x$.

Hence

$$
\begin{equation*}
2 \pi\left|a_{0}\right| \leqslant(2 \pi)^{1-1 / p}\left\|f^{\prime}-q\right\|_{p}=(2 \pi)^{1-1 / p} E_{n}\left(f^{\prime}\right)_{p} \tag{16}
\end{equation*}
$$

Theorem 3.6 follows from (15) and (16).

Corollary 3.1. If $f^{(k)} \in L_{p}(0,2 \pi), k \geqslant 1$, then

$$
\begin{equation*}
E_{n}(f)_{p} \leqslant c(k) \frac{\left\|f^{(k)}\right\|_{p}}{n^{k}}, \tag{17}
\end{equation*}
$$

where the constant $c(k)$ depends only on $k$.
Proof. Using theorems 3.4 and 3.6 we obtain

$$
E_{n}(f)_{p} \leqslant c \frac{E_{n}\left(f^{\prime}\right)_{p}}{n} \leqslant \cdots \leqslant c^{k-1} \frac{E_{n}\left(f^{(k-1)}\right)_{p}}{n^{k-1}} \leqslant c^{k-1} c^{\prime} \frac{\left\|f^{(k)}\right\|}{n^{k}},
$$

i.e. (17) with a constant $c(k)=c^{k}$.

Finally we shall prove theorem 3.3 - the general case of the Jackson type theorem.

Let $f \in L_{p}(0,2 \pi)$ and $f_{k, h}$ be the function from theorem 3.5 for $f$. Using theorem 3.5 and (17) we have

$$
\begin{align*}
E_{n}(f)_{p} & \leqslant\left\|f-f_{k, h}\right\|_{p}+E_{n}\left(f_{k, h}\right)_{p} \leqslant \omega_{k}(f ; h)_{p}+c(k) \frac{\left\|f_{k, h}^{(k)}\right\|_{p}}{n^{k}} \\
& \leqslant \omega_{k}(f ; h)_{p}+c(k) c^{\prime}(k) \frac{h^{-k} \omega_{k}(f ; h)_{p}}{n^{k}} \tag{18}
\end{align*}
$$

Setting $h=n^{-1}$ in (18) we obtain theorem 3.3.

Remark. Let us note that this method, using intermediate functions like $f_{k, h}$, cannot give a good constant $c$ or $c(k)$. Since in the book we shall be interested mainly in the order of approximation, we shall not give here good estimates of the constants or their exact values (which are known only in a few cases).

### 3.3 Converse theorems

We have seen that estimation of the type

$$
\begin{equation*}
E_{G_{n}}(f) \leqslant \phi(f ; n) \tag{1}
\end{equation*}
$$

where $n$ is the number of the parameters of the elements of the approximating family $G_{n}$, and $\phi$ is a functional depending only on $f$ and $n$, is the so-called direct theorem in the theory of approximation. For example in the estimation (2) in section 3.2 we have $\phi(f ; n)=c \omega\left(f ; n^{-1}\right)$.

The so-called converse theorems are not of so simple a type as (1). Usually it is not possible to estimate some functionals of $f$ (of course important functionals) only by $E_{G_{n}}(f)$. The typical converse estimations are of the type

$$
\phi(f ; n) \leqslant F\left(E_{G_{1}}(f), \ldots, E_{G_{N(n)}}(f)\right),
$$

where $F$ is a function of $E_{G_{1}}(f), \ldots, E_{G_{N(n)}}(f)$.
In order to be explicit we shall present at once the classical converse theorem of Bernstein in the form given by Salem (1940) and Stechkin (1951).

Theorem 3.7. Let $f \in L_{p}(0,2 \pi)$. Then for every natural number $n, n \geqslant 1$, we have

$$
\begin{equation*}
\omega_{k}\left(f ; n^{-1}\right)_{p} \leqslant \frac{c(k)}{n^{k}} \sum_{s=0}^{n}(s+1)^{k-1} E_{s}(f)_{p} \tag{2}
\end{equation*}
$$

where the constant $c(k)$ depends only on $k, k \geqslant 1$.
Usually we have good direct and converse theorems that give characterization of the order of the best approximation by means of some properties of the function $f$. In this sense theorems 3.3 and 3.7 are some of the best: it is easy to see that there results from them the following characterization of the best trigonometric approximation of the function $f$ in $L_{p}$ by means of $L_{p}$-moduli of smoothness of $f$.

Theorem 3.8. Let $f \in L_{p}(0,2 \pi)$. We have $E_{n}(f)_{p}=\mathrm{O}\left(n^{-\alpha}\right)$ if and only if $\omega_{k}(f ; \delta)_{p}=$ $\mathrm{O}\left(\delta^{\alpha}\right), k>\alpha$.

Proof. Setting $E_{s}(f)_{p}=\mathrm{O}\left(s^{-\alpha}\right)$ in (2) for $k>\alpha$ we obtain

$$
\omega_{k}\left(f ; n^{-1}\right) \leqslant \frac{c(k)}{n^{k}} \sum_{s=0}^{n}(s+1)^{k-1} \mathrm{O}\left(s^{-\alpha}\right)=\frac{c^{\prime}(k)}{n^{k}} n^{k-\alpha}=\mathrm{O}\left(n^{-\alpha}\right)
$$

which gives $\omega_{k}(f ; \delta)_{p}=\mathbf{O}\left(\delta^{x}\right)$.
The converse follows directly from theorem 3.3.
All converse theorems are connected with the differential properties of the elements of the approximating family $G_{n}$. Usually the basic property is an inequality of Bernstein type. We shall obtain here the classical Bernstein inequality for trigonometrical polynomials.

Let

$$
\begin{equation*}
t_{n}(x)=\frac{a_{0}}{2}+\sum_{k=1}^{n}\left(a_{k} \cos k x+b_{k} \sin k x\right) \tag{3}
\end{equation*}
$$

be a trigonometric polynomial of $n$th order. If we substitute

$$
\cos k x=\frac{\mathrm{e}^{\mathrm{i} k x}+\mathrm{e}^{-\mathrm{i} k x}}{2}, \quad \sin k x=\frac{\mathrm{e}^{\mathrm{i} k x}-\mathrm{e}^{-\mathrm{i} k x}}{2 \mathrm{i}}
$$

we obtain

$$
\begin{equation*}
t_{n}(x)=\sum_{k=-n}^{n} c_{k} \mathrm{e}^{\mathrm{i} k x}, \quad c_{k}=\frac{a_{k}+\mathrm{i} b_{k}}{2}, \quad c_{-k}=\frac{a_{k}-\mathrm{i} b_{k}}{2}, \quad k=1, \ldots, n, c_{0}=a_{0} / 2 \tag{4}
\end{equation*}
$$

From the representation (4) it is evident that we can have at most $2 n$ zeros in $[0,2 \pi)$ (or in $(0,2 \pi]$ ) since (4) can be written as

$$
t_{n}(x)=\mathrm{e}^{-\mathrm{i} n x} \sum_{k=0}^{2 n} c_{k-n} \mathrm{n}^{\mathrm{i} k x}
$$

or

$$
t_{n}(x)=g_{n}(z)=z^{-n} \sum_{k=0}^{2 n} c_{k-n} z^{k}, z=\mathrm{e}^{\mathrm{i} x}
$$

If $z_{k}, k=1, \ldots, 2 n$, are the zeros of $t_{n}(z)$, we see that

$$
\begin{align*}
t_{n}(z)=c_{n} \mathrm{e}^{-\mathrm{i} n z} \prod_{k=1}^{2 n}\left(\mathrm{e}^{\mathrm{i} z}-\mathrm{e}^{\mathrm{i} z_{k}}\right) & =c_{n} \mathrm{e}^{\mathrm{i} i \sum_{k=1}^{2 n}-k} \prod_{k=1}^{2 n}\left(\mathrm{e}^{\mathrm{i}\left(z-z_{k}\right) / 2}-\mathrm{e}^{\mathrm{i}\left(z_{k}-z\right) / 2}\right) \\
& =A \prod_{k=1}^{2 n} \sin \frac{z-z_{k}}{2} \tag{5}
\end{align*}
$$

where $A$ is a constant.
Now we shall obtain the interpolation formula of M. Riess, following S.M. Nikol'skij (1969).

Let us set $\theta_{k}=(2 k-1) \pi / 2 n, k=1, \ldots, 2 n$. The points $\theta_{k}, k=1, \ldots, 2 n$, are the zeros of the polynomial $\cos n \theta$, so using (5) we have

$$
\begin{equation*}
\cos n \theta=A \prod_{k=1}^{2 n} \sin \frac{\theta-\theta_{k}}{2} \tag{6}
\end{equation*}
$$

Hence

$$
\begin{equation*}
Q_{m}(\theta)=\frac{\cos n \theta}{2 n}(-1)^{m} \cot \frac{\theta-\theta_{m}}{2}=(-1)^{m+1} \frac{\cos n \theta \sin \frac{1}{2}\left(\theta-\left(\pi+\theta_{m}\right)\right)}{2 n} \frac{\sin \frac{1}{2}\left(\theta-\theta_{m}\right)}{2} \tag{7}
\end{equation*}
$$

is a trigonometrical polynomial of a degree $n$, since we have

$$
Q_{m}(x)=\text { const. }\left(\prod_{\substack{k=1 \\ k \neq m}}^{2 n} \sin \frac{\theta-\theta_{k}}{2}\right)\left(\sin \frac{\theta-\left(\pi+\theta_{m}\right)}{2}\right)
$$

We have, for the trigonometrical polynomial $Q_{m}(\theta)$,

$$
Q_{m}\left(\theta_{k}\right)= \begin{cases}0, & k \neq m \\ 1, & k=m\end{cases}
$$

(that $Q_{m}\left(\theta_{m}\right)=1$ it is possible to obtain directly letting $\theta \rightarrow \theta_{m}$ in (7)).
Consequently, for every trigonometric polynomial $t_{n} \in T_{n}$ we have, for the trigonometric polynomial $t_{n}^{*} \in T_{n}$,

$$
t_{n}^{*}(\theta)=\frac{\cos n \theta}{2 n} \sum_{k=1}^{2 n}(-1)^{k} \cot \frac{\theta-\theta_{k}}{2} t_{n}\left(\theta_{k}\right)
$$

the interpolation conditions

$$
t_{n}\left(\theta_{k}\right)=t_{n}^{*}\left(\theta_{k}\right), \quad k=1, \ldots, 2 n
$$

Since $t_{n}(\theta)-t_{n}^{*}(\theta)$ has zeros in the points $\theta_{k}, k=1, \ldots, 2 n$, by (5), (6) we have $t_{n}(\theta)-t_{n}^{*}(\theta)=A \cos n \theta$, or

$$
t_{n}(\theta)=A \cos n \theta+t_{n}^{*}(\theta) .
$$

So we obtain
Lemma 3.3. For every $t_{n} \in T_{n}$ we have

$$
\begin{equation*}
t_{n}(\theta)=A \cos n \theta+\frac{\cos n \theta}{2 n} \sum_{k=1}^{2 n}(-1)^{k} \cot \frac{\theta-\theta_{k}}{2} t_{n}\left(\theta_{k}\right) . \tag{8}
\end{equation*}
$$

It is possible to show that the constant $A$ is equal to $a_{n}$ in the representation (3) (see Nikol'skij (1969)). We shall not make use of this fact.

From (8) by differentiation and setting $\theta=0$ we obtain

$$
\begin{equation*}
t_{n}^{\prime}(0)=\frac{1}{4 n} \sum_{k=1}^{2 n}(-1)^{k+1} \frac{1}{\sin ^{2}\left(\theta_{k} / 2\right)} t_{n}\left(\theta_{k}\right) \tag{9}
\end{equation*}
$$

Since $t_{n} \in T_{n}$ is an arbitrary trigonometric polynomial of order $n$, (9) applied to $t_{n}(\theta+x)$ gives us the M. Riess interpolation formula

$$
\begin{equation*}
t_{n}^{\prime}(x)=\frac{1}{4 n} \sum_{k=1}^{2 n}(-1)^{k+1} \frac{1}{\sin ^{2}\left(\theta_{k} / 2\right)} t_{n}\left(x+\theta_{k}\right), \quad \theta_{k}=\frac{2 k-1}{2 n} \pi, \quad k=1, \ldots, 2 n . \tag{10}
\end{equation*}
$$

Using this formula, it is easy to prove
Theorem 3.9 (Bernstein inequality). If $t_{n} \in T_{n}$ then ${ }^{*}$

$$
\left\|t_{n}^{\prime}\right\|_{L_{p}(0,2 \pi)} \leqslant n\left\|t_{n}\right\|_{L_{p}(0,2 \pi)}, \quad 1 \leqslant p \leqslant \infty
$$

[^4]Proof. If we set $t_{n}(x)=\sin n x$, from (10) we obtain, setting $x=0$,

$$
\begin{equation*}
n=\frac{1}{4 n} \sum_{k=1}^{2 n} \frac{1}{\sin ^{2}\left(\theta_{k} / 2\right)} \tag{11}
\end{equation*}
$$

Taking $L_{p}$ norms, $1 \leqslant p \leqslant \infty$, in (10), we obtain, using (11),

$$
\left\|t_{n}^{\prime}\right\|_{p} \leqslant \frac{1}{4 n} \sum_{k=1}^{2 n} \frac{1}{\sin ^{2}\left(\theta_{k} / 2\right)}\left\|t_{n}\right\|_{p}=n\left\|t_{n}\right\|_{p}
$$

Corollary 3.2. If $t_{n} \in T_{n}$ then

$$
\left\|t_{n}^{(k)}\right\|_{p} \leqslant n^{k}\left\|t_{n}\right\|_{p}
$$

The Bernstein inequality is exact in the following sense.
For the trigonometric polynomial $g_{n}(x)=A \sin (n x+\alpha)$, where $A$ and $\alpha$ are constants, we have

$$
\left\|g^{\prime}\right\|_{p}=n\|g\|_{p}, \quad 1 \leqslant p \leqslant \infty
$$

Now we are ready to prove theorem 3.7. The method of the proof is typical for obtaining estimations using Bernstein type inequalities (compare with sections 3.4 and 3.5).

Let us estimate $\left\|\triangle_{h}^{k} f\right\|_{p}$. Let $Q_{n} \in T_{n}$ be such that

$$
\begin{equation*}
\left\|f-Q_{n}\right\|_{p}=E_{n}(f)_{p}, \quad n=0,1, \ldots \tag{12}
\end{equation*}
$$

For every natural number $s, s \geqslant 1$, we have

$$
f=f-Q_{2^{s}}+\left(Q_{2^{s}}-Q_{2^{s-1}}\right)+\cdots+\left(Q_{1}-Q_{0}\right)+Q_{0}
$$

consequently (we set $Q_{1 / 2}=Q_{0}$ )

$$
\begin{align*}
\left\|\Delta_{h}^{k} f\right\|_{p} & \leqslant\left\|\triangle_{h}^{k}\left(f-Q_{2^{s}}\right)\right\|_{p}+\sum_{m=0}^{s}\left\|\triangle_{h}^{k}\left(Q_{2^{m}}-Q_{2^{m-1}}\right)\right\|_{p} \\
& \leqslant 2^{k}\left\|f-Q_{2^{s}}\right\|_{p}+\sum_{m=0}^{s} \omega_{k}\left(Q_{2^{m}}-Q_{2^{m-1}} ; h\right)_{p} \tag{13}
\end{align*}
$$

Since $Q_{2^{m}}-Q_{2^{m-1}} \in T_{2^{m}}$ it ensues from the property (vi) of $\omega_{k}$ and corollary 3.2 that $\left(E_{1 / 2}(f)_{p}=E_{0}(f)_{p}\right)$ :

$$
\begin{align*}
\omega_{k}\left(Q_{2^{m}}-Q_{2^{m-1}}\right) & \leqslant h^{k}\left\|Q_{2^{m}}^{(k)}-Q_{2^{m-1}}^{(k)}\right\|_{p} \leqslant h^{k} 2^{m k}\left\|Q_{2^{m}}-Q_{2^{m-1}}\right\|_{p} \\
& \leqslant h^{k} 2^{m k}\left\{\left\|Q_{2^{m}}-f\right\|_{p}+\left\|f-Q_{2^{m-1}}\right\|_{p}\right\} \leqslant 2 h^{k} 2^{m k} E_{2^{m-1}}(f)_{p} \tag{14}
\end{align*}
$$

From (13) and (14) it follows that

$$
\begin{equation*}
\left\|\triangle_{h}^{k} f\right\|_{p} \leqslant 2^{k} E_{2^{s}}(f)_{p}+2 h^{k} \sum_{m=0}^{s} 2^{m k} E_{2^{m-1}}(f)_{p} \tag{15}
\end{equation*}
$$

Now let us set $|h| \leqslant 1 / n, n=2^{\text {s }}$. Then (15) gives us

$$
\begin{align*}
\left\|\triangle_{h}^{k} f\right\|_{p} & \leqslant 2^{k} E_{2^{s}}(f)_{p}+\frac{2}{n^{k}} \sum_{m=0}^{s} 2^{m k} E_{2^{m-1}}(f)_{p} \\
& \leqslant \frac{2^{2 k}}{n^{k}} \sum_{r=0}^{2^{s}}(r+1)^{k-1} E_{r}(f)_{p} \tag{16}
\end{align*}
$$

since

$$
\begin{gathered}
E_{2 s}(f)_{p}=\frac{2^{s k}}{n^{k}} E_{2^{s}(f)_{p}} \\
2^{m k} E_{2^{m-1}}(f)_{p} \leqslant 2^{2 k-1} \sum_{l=2^{m-2}}^{2^{m-1}}(l+1)^{k-1} E_{l}(f)_{p} .
\end{gathered}
$$

The inequality (16) gives us theorem 3.7 for $n=2^{s}$ :

$$
\omega_{k}\left(f ; n^{-1}\right)_{p} \leqslant \frac{c^{\prime}(k)}{n^{k}} \sum_{r=0}^{n}(r+1)^{k-1} E_{r}(f)_{p}
$$

The transition to arbitrary $n$ is standard. Let $n$ be given. Choose $s$ so that $2^{s}<n \leqslant 2^{s+1}$. Then

$$
\begin{aligned}
\omega_{k}\left(f ; n^{-1}\right)_{p} & \leqslant \omega_{k}\left(f ; 2^{-s}\right)_{p} \leqslant \frac{c^{\prime}(k)}{2^{s k}} \sum_{r=0}^{2^{s}}(r+1)^{k-1} E_{r}(f)_{p} \\
& \leqslant \frac{2^{k} c^{\prime}(k)}{2^{(s+1) k}} \sum_{r=0}^{n}(r+1)^{k-1} E_{r}(f)_{p} \leqslant \frac{c(k)}{n^{k}} \sum_{r=0}^{n}(r+1)^{k-1} E_{r}(f)_{p}
\end{aligned}
$$

### 3.4 Direct and converse theorems for algebraic polynomial approximation in a finite interval

Let us consider now the problem of best approximation of functions defined on a finite interval, say $[-1,1]$, by means of algebraic polynomials. Here the characterization of the best uniform or $L_{p}$-approximation by means of the moduli of smoothness is not so fine as in the trigonometric case (see theorem 3.8) because of the so-called 'end-effect' or 'Nikol'skij effect'.
S.M. Nikol'skij (1946) was the first to note that the algebraic approximation at the ends of the interval is better than the approximation in the middle of the interval. In other words it is possible to obtain good algebraic approximations, for functions which are 'not good', at the ends of the interval. Many authors after Nikol'skij have worked on this effect, see the books of Dzjadik (1977), Timan (1960).

It is easy to obtain an analog of theorem 3.2 for algebraic uniform approximation $E_{n}(f)$ on $[-1,1]$ :

$$
E_{n}(f)=\inf \left\{\|f-p\|_{C\{-1,1]}: p \in P_{n}\right\}
$$

The following theorem holds.
Theorem 3.10. Let $f \in C[-1,1]$. Then

$$
E_{n}(f) \leqslant c \omega\left(f ; n^{-1}\right)_{\left.\mathcal{C l}_{1}-1,1\right]},
$$

where $c$ is an absolute constant.
Proof. For the function $g(t)=f(\cos t)$ we have $g \in C[0,2 \pi], g$ even. From the remark after theorem 3.2 it follows that there exists an even trigonometric polynomial $t_{n} \in T_{n}$ such that

$$
\begin{equation*}
\left\|g-t_{n}\right\|_{\mathcal{C} 0,2 \pi]} \leqslant c \omega\left(g ; n^{-1}\right)_{c_{[0,2 \pi]}}, \tag{1}
\end{equation*}
$$

$c$ an absolute constant. Then $q_{n}(x)=t_{n}(\arccos x) \in P_{n}$ and

$$
\left\|f-q_{n}\right\|_{C_{[-1,1]}}=\left\|g-t_{n}\right\|_{C[0,2 \pi]} \leqslant c \omega\left(g ; n^{-1}\right)_{[[0,2 \pi]} \leqslant c \omega\left(f ; n^{-1}\right)_{C_{[-1,1]}}
$$

since

$$
\begin{aligned}
& \omega(g ; \delta)_{C[0,2 \pi]}=\sup \left\{\left|g(t)-g\left(t^{\prime}\right)\right|:\left|t-t^{\prime}\right| \leqslant \delta\right\} \\
&=\sup \left\{\left|g(\arccos x)-g\left(\arccos x^{\prime}\right)\right|:\left|\arccos x-\arccos x^{\prime}\right| \leqslant \delta\right\} \\
& \leqslant \sup \left\{\left|f(x)-f\left(x^{\prime}\right)\right|:\left|x-x^{\prime}\right| \leqslant \delta\right\} \\
&\left(\left|x-x^{\prime}\right|=\left|\cos (\arccos x)-\cos \left(\arccos x^{\prime}\right)\right| \leqslant\left|\arccos x-\arccos x^{\prime}\right| \leqslant \delta\right) .
\end{aligned}
$$

But unfortunately it is not possible to obtain a direct analog of the Bernstein theorem 3.7. The reasons for this are that the analogs of the Bernstein inequality (theorem 3.9) are the following.

Theorem 3.11 (Bernstein). Let $p \in P_{n}$. Then for $x \in[-1,1]$ we have

$$
\left|p^{\prime}(x)\right| \leqslant \frac{n}{\sqrt{ }\left(1-x^{2}\right)}\|p\|_{[1-1,1]} .
$$

Theorem 3.12 (Markov). Let $p \in P_{n}$. Then

$$
\left\|p^{\prime}\right\|_{C_{[-1,1]}} \leqslant n^{2}\|p\|_{C_{\mathfrak{C}-1,1]}} .
$$

These theorems are exact. Theorem 3.12 shows that we have an estimation with $n^{2}$ instead of $n$. So we cannot have an analog of the same type as theorem 3.7. Theorem 3.11 shows that we may have success if we work 'pointwise'. In fact this is the way to obtain a characterization of Lipschitz classes with the weighted uniform algebraic approximation on $[-1,1]$ (see the book by Dzjadik (1977)).

Here we shall present another characterization of $E_{n}(f)$ given by K. Ivanov (1983a), which seems to be better than the others. We shall consider the case $k=1$. For $k>1$ and $E_{n}(f)_{p}, 1 \leqslant p<\infty$, see the notes to this chapter.

First let us give our notations. We set

$$
\begin{aligned}
\Delta_{m}(x)=\frac{1}{m} \sqrt{ }\left(1-x^{2}\right)+\frac{1}{m^{2}} \\
\begin{aligned}
\tau_{1}\left(f ; \Delta_{m}\right)_{C[-1,1]} & \equiv \tau_{1}\left(f ; \Delta_{m}\right) \\
& =\sup \left\{|f(x)-f(y)|: x, y \in[-1,1],|x-y| \leqslant \Delta_{m}(x)\right\} .
\end{aligned}
\end{aligned}
$$

Theorem 3.13. Let $f \in C[-1,1]$. Then

$$
E_{m}(f)_{C[-1,1]}=\mathrm{O}\left(\tau_{1}\left(f ; \Delta_{m}\right)_{C[-1,1]}\right)
$$

In the proof we shall use lemmas 3.1, 3.2 and the following.
Lemma 3.4. Let $|h| \leqslant \pi / 4 m$. Then

$$
|\cos y-\cos (y+h)| \leqslant \Delta_{m}(\cos y)
$$

Proof. We have

$$
\begin{aligned}
& |\cos y-\cos (y+h)|=2 \sin \frac{|h|}{2}\left|\sin \left(y+\frac{h}{2}\right)\right| \\
& \quad \leqslant \frac{2|h|}{2}\left(|\sin y|+\frac{|h|}{2}\right) \leqslant \frac{\pi}{4 m}\left(\sqrt{ }\left(1-\cos ^{2} y\right)+\frac{\pi}{8 m}\right) \leqslant \Delta_{m}(\cos y) .
\end{aligned}
$$

Proof of theorem 3.13. We shall use the Jackson operator from section 3.2. Let us set

$$
\begin{aligned}
& n=[m / 2]+1, g(t)=f(\cos t) \\
& \Im_{n}(g ; y)=\int_{-\pi}^{\pi} g(y+t) K_{n}(t) \mathrm{d} t=\int_{-\pi}^{\pi} f(\cos (y+t)) K_{n}(t) \mathrm{d} t \\
& K_{n}(t)=\lambda_{n}^{-1}\left(\frac{\sin (n t / 2)}{\sin (t / 2)}\right)^{4}, \int_{-\pi}^{\pi} K_{n}(t) \mathrm{d} t=1 .
\end{aligned}
$$

Since $\mathfrak{I}_{n} \in T_{2 n-2}$ and $J_{n}$ is even ( $g$ is an even function, see lemma 3.2), $J_{n}(\arccos x)=Q_{n}(x)$ will be an algebraical polynomial of degree $2 n-2=$ $2([m / 2]+1)-2 \leqslant m$, i.e. $Q_{n} \in P_{n}$.

Let us now estimate $\left|f(x)-Q_{n}(x)\right|$. We have, setting $y=\arccos x, x \in[-1,1]$, $y \in[0, \pi]$,

$$
\begin{align*}
\left|f(x)-Q_{n}(x)\right| & =\left|g(y)-\mathfrak{I}_{n}(g ; y)\right| \\
& \leqslant \int_{-\pi}^{\pi}|f(\cos y)-f(\cos (y+t))| K_{n}(t) \mathrm{d} t \tag{2}
\end{align*}
$$

Let us set

$$
h(t)=\frac{\pi}{4 m} \operatorname{sign} t, \quad r(t)=\left[\frac{4 m|t|}{\pi}\right]
$$

Then we have from (2), using lemma 3.4 and lemma 3.1,

$$
\begin{aligned}
\left|f(x)-Q_{n}(x)\right| \leqslant & \int_{-\pi}^{\pi}\{\mid f(\cos (y+r(t) h(t))-f(\cos (y+t)) \mid \\
& \left.+\sum_{i=1}^{r(t)}|f(\cos (y+(i-1) h))-f(\cos (y+i h))|\right\} K_{n}(t) \mathrm{d} t \\
\leqslant & \int_{-\pi}^{\pi}\left(1+\frac{4 m|t|}{\pi}\right) \tau_{1}\left(f ; \Delta_{m}\right) K_{n}(t) \mathrm{d} t=\mathrm{O}\left(\tau_{1}\left(f ; \Delta_{m}\right)\right)
\end{aligned}
$$

since, by lemma 3.4,

$$
|\cos (y+i h)-\cos (y+(i-1) h)| \leqslant \Delta_{m}(\cos (y+(i-1) h))
$$

and therefore

$$
\begin{aligned}
& |f(\cos (y+i h))-f(\cos (y+(i-1) h))| \leqslant \tau_{1}\left(f ; \Delta_{m}\right) \\
& \quad|\cos (y+r(t) h(t))-\cos (y+t)| \leqslant \Delta_{m}(\cos (y+t)), \\
& \quad|f(\cos (y+r(t) h(x)))-f(\cos (y+t))| \leqslant \tau_{1}\left(f ; \Delta_{m}\right) .
\end{aligned}
$$

On the other hand lemma 3.1 gives us

$$
\begin{aligned}
\int_{-\pi}^{\pi}\left(1+\frac{4 m|t|}{\pi}\right) K_{n}(t) \mathrm{d} t & =1+\frac{8 m}{\pi} \int_{0}^{\pi} t K_{n}(t) \mathrm{d} t \\
& =1+\mathrm{O}\left(m n^{-1}\right)=\mathrm{O}(1)
\end{aligned}
$$

Consequently

$$
E_{m}(f) \leqslant \sup _{x \in[-1,1]}\left|f(x)-Q_{n}(x)\right|=\mathrm{O}\left(\tau_{1}\left(f ; \Delta_{m}\right)\right)
$$

Corollary 3.3. We have

$$
E_{n}\left(\sqrt{ }\left(1-x^{2}\right)\right)_{C[-1,1]}=\mathrm{O}\left(n^{-1}\right)
$$

In fact one can easily see that for $f(x)=\sqrt{ }\left(1-x^{2}\right)$ we have $\tau_{1}\left(f ; \Delta_{m}\right)=$ $\mathrm{O}\left(m^{-1}\right)$.

This corollary shows that while the function $f$ may be bad at the ends of $[-1,1]$ (the derivative of $\sqrt{ }\left(1-x^{2}\right)$ goes to $\pm \infty$ as $\left.x \rightarrow \mp 1\right)$, nevertheless the best uniform algebraic approximation may be good. The same effect exists also for rational approximation (see section 5.5).

In order to prove the converse theorem we shall need some lemmas. Let us first prove the Bernstein inequality for algebraic polynomials (theorem 3.11) and Markov inequality (theorem 3.12).

Proof of theorem 3.11. Let $p \in P_{n}$. Then for $q(t)=p(\cos t)$ we have $q \in T_{n}$.

Therefore the Bernstein inequality for trigonometrical polynomials (theorem 3.9) gives us

$$
\begin{equation*}
\left|q^{\prime}(t)\right| \leqslant n\|q\|_{C\{0,2 \pi]} \tag{3}
\end{equation*}
$$

But $q^{\prime}(t)=p^{\prime}(\cos t) \sin t$. Setting $t=\arccos x$, we obtain from (3), since $\|q\|_{C[0,2 \pi]}=\|p\|_{C_{[-1,1]}}, \sin \arccos x=\sqrt{ }\left(1-\cos ^{2} \arccos x\right)=\sqrt{ }\left(1-x^{2}\right)$,

$$
\left|p^{\prime}(x) \sqrt{ }\left(1-x^{2}\right)\right| \leqslant n\|p\|_{C[-1,1]}
$$

Proof of theorem 3.12. Let $x_{k}=\cos ((2 k-1) \pi / 2 n), k=1, \ldots, n$, be the zeros of the Chebyshev polynomial $T_{n}(x)=\cos (n \arccos x)$. For every algebraic polynomial $p \in P_{n-1}$ we have this Lagrange interpolation formula

$$
\begin{equation*}
P(x)=\sum_{i=1}^{n} p\left(x_{i}\right) \frac{(-1)^{i-1} \sqrt{ }\left(1-x_{i}^{2}\right)}{n} \frac{T_{n}(x)}{x-x_{i}}, \tag{4}
\end{equation*}
$$

since we have

$$
\frac{(-1)^{i-1} \sqrt{ }\left(1-x_{i}^{2}\right) \frac{T_{n}\left(x_{j}\right)}{x_{j}-x_{i}}=\left\{\begin{array}{ll}
0, & j \neq i \\
1, & i=j
\end{array}, .\right.}{n}
$$

The first case $(i \neq j)$ is evident since $T_{n}\left(x_{j}\right)=0$. In order to prove the second case, first we remark that

$$
\begin{aligned}
\left(\frac{T_{n}(x)}{x-x_{i}}\right)_{x=x_{i}} & =\lim _{x \rightarrow x_{i}} \frac{T_{n}(x)-T_{n}\left(x_{i}\right)}{x-x_{i}}=T_{n}^{\prime}\left(x_{i}\right) \\
& =(\cos (n \arccos x))_{x=x_{i}}^{\prime}=\frac{n}{\sqrt{ }\left(1-x_{i}^{2}\right)} \sin \left(n \arccos x_{i}\right) \\
& =\frac{n}{\sqrt{ }\left(1-x_{i}^{2}\right)} \sin n \frac{2 i-1}{2 n} \pi=(-1)^{i-1} \frac{n}{\sqrt{ }\left(1-x_{i}^{2}\right)}
\end{aligned}
$$

therefore

$$
\frac{(-1)^{i-1} \sqrt{ }\left(1-x_{i}^{2}\right)}{n}\left(\frac{T_{n}(x)}{x-x_{i}}\right)_{x=x_{i}}=1
$$

Now let $p \in P_{n-1}$ and $x \in[-1,1]$. There are two cases: (a) $|x| \leqslant x_{1}=$ $\cos (\pi / 2 n)$, (b) $x_{1}<|x| \leqslant 1$. In the first case we have

$$
\sqrt{ }\left(1-x^{2}\right) \geqslant \sqrt{ }\left(1-x_{1}^{2}\right)=\int\left(1-\cos ^{2} \frac{\pi}{2 n}\right)=\sin \frac{\pi}{2 n} \geqslant \frac{1}{n}
$$

therefore

$$
\begin{equation*}
|p(x)| \leqslant n \sqrt{ }\left(1-x^{2}\right)|p(x)| \leqslant n\left\|\sqrt{ }\left(1-x^{2}\right) p(x)\right\|_{C[-1,1]} . \tag{5}
\end{equation*}
$$

In the second case, since $-1 \leqslant x<x_{n}$ or $x_{1}<x \leqslant 1$, all members $x-x_{i}$,
$i=1, \ldots, n$, have the same sign, therefore from (4) we obtain

$$
\begin{align*}
|p(x)| & \leqslant \sum_{i=1}^{n}\left|p\left(x_{i}\right)\right| \frac{\sqrt{ }\left(1-x_{i}^{2}\right)}{n}\left|\frac{T_{n}(x)}{x-x_{i}}\right| \\
& \leqslant \frac{1}{n}\left\|\sqrt{ }\left(1-x^{2}\right) p(x)\right\|_{C l_{[-1,1]}} \sum_{i=1}^{n}\left|\frac{T_{n}(x)}{x-x_{i}}\right| \\
& =\frac{1}{n}\left\|\sqrt{ }\left(1-x^{2}\right) p(x)\right\|_{C[-1,1]}\left|\sum_{i=1}^{n} \frac{T_{n}(x)}{x-x_{i}}\right| \tag{6}
\end{align*}
$$

since all $T_{n}(x) /\left(x-x_{i}\right)$ have the same sign.
Let us now estimate $\left|\sum_{i=1}^{n} T_{n}(x) /\left(x-x_{i}\right)\right|$. We have

$$
T_{n}^{\prime}(x)=\sum_{i=1}^{n} \frac{T_{n}(x)}{x-x_{i}} \quad\left(T_{n}(x)=2^{n-1} \prod_{i=1}^{n}\left(x-x_{i}\right)\right)
$$

therefore we must estimate $\left\|T_{n}^{\prime}\right\|_{C[-1,1]}$. We have

$$
T_{n}^{\prime}(x)=\frac{n \sin (n \arccos x)}{\sqrt{\left(1-x^{2}\right)}}=\frac{n \sin n \theta}{\sin \theta}, \quad \theta=\arccos x
$$

Since $|\sin n \theta / \sin \theta| \leqslant n$ for $|\theta| \leqslant \pi$, we obtain that

$$
\begin{equation*}
\left\|T_{n}^{\prime}\right\|_{C[-1,1]} \leqslant n^{2} \tag{7}
\end{equation*}
$$

and from (6) we obtain that

$$
\begin{equation*}
|p(x)| \leqslant n\left\|\sqrt{ }\left(1-x^{2}\right) p(x)\right\|_{C[-1,1]} . \tag{8}
\end{equation*}
$$

Now the inequalities (5) and (8) give us
Lemma 3.5. Let $p \in P_{n-1}$. Then

$$
\|p\|_{C[-1,1]} \leqslant n\left\|\sqrt{ }\left(1-x^{2}\right) p(x)\right\|_{C[-1,1]}
$$

We return to the proof of Markov's inequality.
The Bernstein inequality (theorem 3.11) gives us, for every $p \in P_{n}$,

$$
\begin{equation*}
\left\|\sqrt{ }\left(1-x^{2}\right) p^{\prime}(x)\right\|_{C[-1,1]} \leqslant n\|p(x)\|_{C[-1,1]} \tag{9}
\end{equation*}
$$

Lemma 3.5, applied to $p^{\prime}$, and (9) give us

$$
\left\|p^{\prime}\right\|_{C[-1,1]} \leqslant n\left\|\sqrt{ }\left(1-x^{2}\right) p^{\prime}(x)\right\|_{C[-1,1]} \leqslant n^{2}\|p\|_{C[-1,1]}
$$

Lemma 3.6. Let $p \in P_{n}$. Then

$$
\left\|\left(\frac{1}{n} \sqrt{ }\left(1-x^{2}\right)+\frac{1}{n^{2}}\right) p^{\prime}(x)\right\|_{C[-1,1]} \leqslant 2\|p\|_{C[-1,1]}
$$

Proof. This inequality follows immediately from the Bernstein inequality

$$
\left\|\sqrt{ }\left(1-x^{2}\right) p^{\prime}(x)\right\|_{C[-1,1]} \leqslant n\|p\|_{C[-1,1]}
$$

and the Markov inequality

$$
\left\|p^{\prime}\right\|_{C[-1,1]} \leqslant n^{2}\|p\|_{C[-1,1]}
$$

Lemma 3.7. We have

$$
\begin{aligned}
\tau_{1}\left(f ; \Delta_{m}\right) & \leqslant 2\|f\|_{C[-1,1]}, \\
\tau_{1}\left(f+g ; \Delta_{m}\right) & \leqslant \tau_{1}\left(f ; \Delta_{m}\right)+\tau_{1}\left(g ; \Delta_{m}\right)
\end{aligned}
$$

The lemma follows directly from the definition of $\tau_{1}\left(f ; \Delta_{m}\right)$.
Lemma 3.8. Let $x, x+t \in[-1,1],|t| \leqslant \Delta_{m}(x)$. Then

$$
\frac{1}{6} \Delta_{m}(x) \leqslant \Delta_{m}(x+t)
$$

Proof. We set

$$
\psi_{m}(x)= \begin{cases}\Delta_{m}(x), & |x| \leqslant \sqrt{ }\left(1-4 m^{-2}\right) \\ 3 m^{-2}, & |x|>\sqrt{ }\left(1-4 m^{-2}\right) .\end{cases}
$$

Then $\left\|\psi_{m}^{\prime}\right\|_{C[-1,1]} \leqslant \frac{1}{2}$ and

$$
\begin{equation*}
\Delta_{m}(y) \leqslant \psi_{m}(y) \leqslant 3 \Delta_{m}(y) \tag{10}
\end{equation*}
$$

for every $y \in[-1,1]$. We have

$$
\begin{aligned}
& \left|\psi_{m}(x+t)-\psi_{m}(x)\right| \leqslant \frac{1}{2} \Delta_{m}(x) \\
& \frac{1}{2} \Delta_{m}(x) \leqslant \psi_{m}(x)-\frac{1}{2} \Delta_{m}(x) \leqslant \psi_{m}(x+t)
\end{aligned}
$$

Hence from (10) we obtain

$$
\Delta_{m}(x+t) \geqslant \frac{1}{6} \Delta_{m}(x)
$$

Lemma 3.9. Let $f^{\prime} \in L_{\infty}[-1,1]$. Then

$$
\tau_{1}\left(f ; \Delta_{m}\right) \leqslant 6\left\|\Delta_{m} f^{\prime}\right\|_{C[-1,1]} .
$$

Proof. Let $x, x+h \in[-1,1]$ and $|h| \leqslant \Delta_{m}(x)$. Using lemma 3.8 we obtain

$$
\begin{aligned}
|f(x+h)-f(x)| & =\left|\int_{x}^{x+h} f^{\prime}(t) \frac{\Delta_{m}(t)}{\Delta_{m}(t)} \mathrm{d} t\right| \\
& \leqslant\left\|\Delta_{m} f^{\prime}\right\|_{C[-1,1]} \int_{x}^{x+|h|} \frac{\mathrm{d} t}{\Delta_{m}(t)} \leqslant 6\left\|\Delta_{m} f^{\prime}\right\|_{C[-1,1]}
\end{aligned}
$$

since, by lemma 3.8,

$$
\int_{x}^{x+|h|} \frac{\mathrm{d} t}{\Delta_{m}(t)} \leqslant 6 \int_{x}^{x+|h|} \frac{\mathrm{d} t}{\Delta_{m}(x)} \leqslant 6 \frac{|h|}{\Delta_{m}(x)} \leqslant 6
$$

Now we are ready to prove the converse theorem for the best uniform algebraic approximations.

Theorem 3.14. Let $f \in C[-1,1]$. Then for every natural number $m$ we have

$$
\tau_{1}\left(f ; \Delta_{m}\right) \leqslant \frac{100}{m} \sum_{s=0}^{m} E_{s}(f)
$$

Proof. Let $q_{v} \in P_{v}$ be such that

$$
\left\|q_{v}-f\right\|_{C[-1,1]}=E_{v}(f)
$$

Let $m$ be given. We set $n=[\ln m / \ln 2]$, then $2^{n} \leqslant m \leqslant 2^{n+1}$. Using lemma 3.7 we have

$$
\begin{equation*}
\tau_{1}\left(f ; \Delta_{m}\right) \leqslant \tau_{1}\left(f-q_{2^{n}} ; \Delta_{m}\right)+\tau_{1}\left(q_{2^{n}} ; \Delta_{m}\right) . \tag{11}
\end{equation*}
$$

From lemma 3.7 we also obtain

$$
\begin{equation*}
\tau_{1}\left(f-q_{2^{n}} ; \Delta_{m}\right) \leqslant 2\left\|f-q_{2^{n}}\right\|_{C[-1,1]}=2 E_{2^{n}}(f) \leqslant \frac{4}{m} \sum_{s=0}^{m} E_{s}(f) \tag{12}
\end{equation*}
$$

From now on to the end of the section we shall write $\|\cdot\|$ instead of $\|\cdot\|_{C_{[-1,1]}}$.

From lemma 3.9 we obtain

$$
\begin{equation*}
\tau_{1}\left(q_{2^{n}} ; \Delta_{m}\right) \leqslant 6\left\|\Delta_{m} q_{2^{n}}^{\prime}\right\| \leqslant 6\left\{\sum_{v=1}^{n}\left\|\Delta_{m}\left(q_{2^{v}}^{\prime}-q_{2^{v-1}}^{\prime}\right)\right\|+\left\|\Delta_{m} q_{1}^{\prime}\right\|\right\} \tag{13}
\end{equation*}
$$

Since $q_{1}-q_{0} \in P_{1}$, lemma 3.6 give us

$$
\begin{align*}
\left\|\Delta_{m} q_{1}^{\prime}\right\| & =\left\|\Delta_{m}\left(q_{1}^{\prime}-q_{0}^{\prime}\right)\right\| \leqslant \frac{1}{m}\left\|\Delta_{1}\left(q_{1}^{\prime}-q_{0}^{\prime}\right)\right\| \\
& \leqslant \frac{2}{m}\left\|q_{1}-q_{0}\right\| \leqslant 2 m^{-1}\left(\left\|q_{1}-f\right\|+\left\|f-q_{0}\right\|\right)=4 m^{-1} E_{0}(f) \tag{14}
\end{align*}
$$

Since for $v \leqslant n$ we have

$$
\Delta_{m}(x)=\frac{1}{m}\left(\sqrt{ }\left(1-x^{2}\right)+\frac{1}{m}\right) \leqslant \frac{1}{m}\left(\sqrt{ }\left(1-x^{2}\right)+2^{-v}\right)=2^{v} m^{-1} \Delta_{2} v(x)
$$

and $q_{2^{v}}-q_{2^{v-1}} \in P_{2^{v}}$, lemma 3.6 gives us

$$
\begin{align*}
\left\|\Delta_{m}\left(q_{2^{v}}^{\prime}-q_{2^{v-1}}^{\prime}\right)\right\| & \leqslant 2^{v} m^{-1}\left\|\Delta_{2^{v}}\left(q_{2^{v}}^{\prime}-q_{2^{v-1}}^{\prime}\right)\right\| \\
& \leqslant 2^{v+1} m^{-1}\left\|q_{2^{v}}-q_{2^{v-1}}\right\| \leqslant 2^{v+2} m^{-1} E_{2^{v-1}}(f) \tag{15}
\end{align*}
$$

From (13)-(15) it follows that

$$
\begin{align*}
\tau_{1}\left(q_{2^{n}} ; \Delta_{m}\right) & \leqslant \frac{6}{m}\left(4 E_{0}(f)+\sum_{v=1}^{n} 2^{v+2} E_{2^{v-1}}(f)\right) \\
& \leqslant \frac{6}{m}\left(12 E_{0}(f)+16 \sum_{v=2}^{n} \sum_{s=2^{v-2}}^{2^{v-1}} E_{s}(f)\right) \leqslant \frac{96}{m} \sum_{s=0}^{m} E_{s}(f) \tag{16}
\end{align*}
$$

From (11), (12) and (16) we obtain the statement of the theorem.
Corollary 3.4. We have $\tau_{1}\left(f ; \Delta_{m}\right)=\mathrm{O}\left(m^{-\alpha}\right), 0<\alpha<1$, if and only if $E_{m}(f)=$ $\mathrm{O}\left(m^{-\alpha}\right)$.

This corollary follows immediately from theorems 3.13 and 3.14 for, if $E_{m}(f)=\mathrm{O}\left(m^{-\alpha}\right), 0<\alpha<1$, it follows from theorem 3.14 that

$$
\tau_{1}\left(f ; \Delta_{m}\right)=\mathrm{O}\left(\frac{1}{m} \sum_{s=1}^{m} s^{-\alpha}\right)=\mathrm{O}\left(\frac{m^{1-\alpha}}{m}\right)=\mathrm{O}\left(m^{-\alpha}\right)
$$

Corollary 3.4 gives us a characterization of the best uniform algebraic approximation $E_{m}(f)$ by means of the modulus $\tau_{1}\left(f ; \Delta_{m}\right)$ for all orders $\mathrm{O}\left(m^{-\alpha}\right)$, $0<\alpha<1$.

It is possible to characterize all orders $\mathrm{O}\left(m^{-\alpha}\right), \alpha>0$, using moduli $\tau_{k}\left(f ; \Delta_{m}\right)$ (see K. Ivanov (1983a)) and also the best algebraic approximation in $L_{p}$ (see K. Ivanov (1983b)). We shall not present here the corresponding results, since our intention is only to show the 'Nikol'skij effect', which is evident from theorems 3.13 and 3.14.

### 3.5 Direct and converse theorems and the $K$-functional of J. Peetre

A basic problem in the theory of approximation is to find direct and converse theorems for approximation by polynomials, rational functions, splines, etc. In our opinion the most natural way to obtain such theorems is to prove pairs of adjusted inequalities of Jackson and Bernstein type and then to characterize the approximation considered by the $K$-functional of J. Peetre generated by the appropriate spaces.

Let $X_{0}, X_{1}$ be two normed (or quasinormed) linear spaces and $X_{1} \subset X_{0}$. We shall denote by $\|\cdot\|_{X_{i}}, i=0,1$, the quasinorms in $X_{i}, i=0,1$ (we say that $\|\cdot\|_{X}$ is a quasinorm in $X$ if $\|f\|_{X} \geqslant 0$ - we suppose that it is possible $\|f\|_{X}=0$ for $f \neq 0$ and $\|f+g\|_{X} \leqslant c\left(\|f\|_{X}+\|g\|_{X}\right)$ for $f \in X, g \in X, c$ a constant, $\|-f\|_{X}=\|f\|_{X}$ ).

For each $f \in X_{0}$ we set

$$
K(f, t)=K\left(f, t ; X_{0}, X_{1}\right)=\inf _{f=f_{0}+f_{1}}\left\{\left\|f_{0}\right\|_{X_{0}}+t\left\|f_{1}\right\|_{X_{1}}\right\}
$$

This functional was introduced by J. Peetre (1963) and is called the $K$-functional. The $K$-functional plays an essential role in many domains of the analysis, for example in the theory of interpolation spaces. This functional is also very useful in the theory of approximation. The $K$-functional provides an alternative way to characterize the 'smoothness' of the functions in place of the moduli of continuity and smoothness considered in the previous sections.

First we shall show that, if $X_{0}=L_{p}[0,2 \pi], X_{1}=W_{p}^{k}=\left\{f:\left\|f^{(k)}\right\|_{p}<\infty\right\}$, the $K$-functional is equivalent to the $k$ th $L_{p}$-modulus of smoothness, $1 \leqslant p \leqslant \infty$. We set $\|f\|_{X_{0}}=\|f\|_{p},\|f\|_{X_{1}}=\|f\|_{W_{p}^{k}}=\left\|f^{(k)}\right\|_{p} .\|f\|_{W_{p}^{k}}$ is a quasinorm in $W_{p}^{k}$.

Theorem 3.15. Let $f \in L_{p}(0,2 \pi), 1 \leqslant p \leqslant \infty$. Then there exist constants $c_{1}(k)$ and $c_{2}(k)$, depending only on $k$, such that

$$
c_{1}(k) \omega_{k}(f ; t)_{p} \leqslant K\left(f, t^{k} ; L_{p}, W_{p}^{k}\right) \leqslant c_{2}(k) \omega_{k}(f ; t)_{p}
$$

Proof. We shall use the generalized Steklov function $f_{k, h}$ from section 3.1. Using theorem 3.5 we obtain

$$
\begin{aligned}
K\left(f, t^{k} ; L_{p}, W_{p}^{k}\right) & \leqslant\left\|f-f_{k, h}\right\|_{p}+t^{k}\left\|_{k, h}^{(k)}\right\|_{p} \\
& \leqslant \omega_{k}(f ; h)_{p}+c(k) t^{k} h^{-k} \omega_{k}(f ; h)_{p}
\end{aligned}
$$

Setting $h=t$ we obtain the right hand side of the inequality

$$
K\left(f, t^{k} ; L_{p}, W_{p}^{k}\right) \leqslant(1+c(k)) \omega_{k}(f ; t)_{p}
$$

In order to prove the left hand side of the inequality, let $f_{1} \in W_{p}^{k}$ be chosen arbitrarily. Using properties (ii) and (vi) of $\omega_{k}$, we have

$$
\begin{aligned}
\omega_{k}(f ; t)_{p} & \leqslant \omega_{k}\left(f-f_{1}, t\right)_{p}+\omega_{k}\left(f_{1} ; t\right)_{p} \\
& \leqslant 2^{k}\left\|f-f_{1}\right\|_{p}+t^{k}\left\|f_{1}^{(k)}\right\|_{p}
\end{aligned}
$$

Since $f_{1} \in W_{p}^{k}$ is arbitrary, we get from here

$$
\omega_{k}(f ; t)_{p} \leqslant 2^{k} K\left(f, t^{k} ; L_{p}, W_{p}^{k}\right)
$$

Let $\left\{G_{n}\right\}_{1}^{\infty}$ be a family of subsets of $X_{0}$ and let each $G_{n}$ be an existence set in $X_{0}$ (see section 1.1). We shall call $\left\{G_{n}\right\}_{1}^{\infty}$ a normal approximating family if $G_{n} \subset G_{n+1}$ and $G_{n} \pm G_{n-1} \subset G_{2 n}$, i.e. for each $g_{1} \in G_{n}, g_{2} \in G_{n-1}$ we have $g_{1} \pm g_{2} \in G_{2 n}$. Note that the most important approximating families, as algebraic and trigonometric polynomials, rational functions, spline functions, are normal approximating families.

The best approximation to $f \in X_{0}$ by means of elements of $G_{n}$ we shall denote by $E_{n}(f)_{X_{0}}$ :

$$
E_{n}(f)_{X_{0}}=\inf \left\{\|f-g\|_{X_{0}}: g \in G_{n}\right\} .
$$

We shall say that the quasinorm $\|\cdot\|_{X}$ satisfies the $\sigma$-condition, $0<\sigma \leqslant 1$, if for each $f, g \in X$ we have

$$
\begin{equation*}
\|f+g\|_{X}^{\sigma} \leqslant\|f\|_{X}^{\sigma}+\|g\|_{X}^{\sigma} . \tag{1}
\end{equation*}
$$

The following theorem gives direct and converse theorems in terms of the $K$-functional.

Theorem 3.16. Let $X_{0}, X_{1}, X_{1} \subset X_{0}$, be two quasinormed linear spaces with quasinorms $\|\cdot\|_{X_{i}}, i=0,1$. Let the quasinorm $\|\cdot\|_{X_{1}}$ satisfy the $\sigma$-condition, $0<\sigma \leqslant 1$. Let $\left\{G_{n}\right\}_{1}^{\infty}, G_{n} \subset X_{1}, n=1,2, \ldots$, be a normal approximation family. Suppose that one of the following inequalities holds.
(i) Jackson type inequality: if $f \in X_{1}$, then

$$
\begin{equation*}
E_{n}(f)_{X_{0}} \leqslant c \frac{\|f\|_{X_{1}}}{n^{\alpha}} \tag{2}
\end{equation*}
$$

where $c$ is constant independent of $n$ and $f, \alpha>0$ is a fixed number.
(ii) Bernstein type inequality: if $\varphi \in G_{n}$ then

$$
\begin{equation*}
\|\varphi\|_{X_{1}} \leqslant c n^{\alpha}\|\varphi\|_{X_{0}} \tag{3}
\end{equation*}
$$

where $c$ is a constant independent of $n$ and $f$.
Then, for every $f \in X_{0}$ and $n=1,2, \ldots$, we have, in case (i).

$$
\begin{equation*}
E_{n}(f)_{X_{0}} \leqslant c K\left(f, n^{-x} ; X_{0}, X_{1}\right) \tag{4}
\end{equation*}
$$

and, in case (ii),

$$
\begin{equation*}
K\left(f, n^{-\alpha} ; X_{0}, X_{1}\right) \leqslant c n^{-\alpha}\left\{\|f\|_{X_{0}}^{\sigma}+\sum_{v=1}^{n} \frac{1}{v}\left(v^{\alpha} E_{v}(f)_{X_{0}}\right)^{\sigma}\right\}^{1 / \sigma} \tag{5}
\end{equation*}
$$

where $c$ is a constant independent of $n$ and $f$.
Proof. We shall prove first that (2) implies (4). Let $f=f_{0}+f_{1}, f_{0} \in X_{0}, f_{1} \in X_{1}$. Then by (2) we get ${ }^{\dagger}$

$$
\begin{aligned}
E_{n}(f)_{X_{0}} & \leqslant c_{0}\left(\left\|f_{0}\right\|_{X_{0}}+\inf _{\varphi \in G_{n}}\left\|f_{1}-\varphi\right\|_{X_{0}}\right) \\
& =c_{0}\left(\left\|f_{0}\right\|_{X_{0}}+E_{n}\left(f_{1}\right)_{X_{0}}\right) \leqslant c_{1}\left(\left\|f_{0}\right\|_{X_{0}}+n^{-\alpha}\left\|f_{1}\right\|_{X_{1}}\right)
\end{aligned}
$$

Hence

$$
E_{n}(f)_{X_{0}} \leqslant c K\left(f, n^{-\alpha} ; X_{0}, X_{1}\right)
$$

i.e. the estimate (4) holds.

Now we shall prove that (3) implies (5). Choose $\varphi_{2^{v}} \in G_{2^{v}}$ such that

$$
\left\|f-\varphi_{2^{v}}\right\|_{X_{0}}=E_{2^{n}}(f)_{X_{0}}
$$

(let us remember that $G_{n}$ is an existence set in $X_{0}$ ).
Hence ${ }^{\dagger}$

$$
\begin{equation*}
\left\|\varphi_{2^{v}}-\varphi_{2^{v-1}}\right\|_{X_{0}} \leqslant c_{0}\left(\left\|f-\varphi_{2^{v}}\right\|_{X_{0}}+\left\|f-\varphi_{2^{v-1}}\right\|_{X_{0}}\right) \leqslant 2 c_{0} E_{2^{v-1}}(f)_{X_{0}} \tag{6}
\end{equation*}
$$

Similarly as in the proof of theorem 3.7 using (1), and (3) and (6) we get

$$
\dagger\|f+g\|_{x_{0}} \leqslant c_{0}\left(\|f\|_{x_{0}}+\|g\|_{x_{0}}\right)
$$

for every $m \geqslant 0$

$$
\begin{aligned}
& K\left(f, 2^{-m x} ; X_{0}, X_{1}\right) \leqslant\left\|f-\varphi_{2^{m}}\right\|_{X_{0}}+2^{-m \alpha}\left\|\varphi_{2^{m}}\right\|_{X_{1}} \\
& \quad \leqslant E_{2^{m}}(f)_{X_{0}}+2^{-m \alpha}\left\{\sum_{v=1}^{m}\left\|\varphi_{2^{v}}-\varphi_{2^{v-1}}\right\|_{X_{1}}^{\sigma}+\left\|\varphi_{1}\right\|_{X_{1}}^{\sigma}\right\}^{1 / \sigma} \\
& \\
& \leqslant E_{2^{m}}(f)_{X_{0}}+c \cdot 2^{-m \alpha}\left\{\sum_{v=1}^{m}\left(2^{(v+1) \alpha}\left\|\varphi_{2^{v}}-\varphi_{2^{v-1}}\right\|_{X_{0}}\right)^{\sigma}+\left\|\varphi_{1}\right\|_{X_{0}}^{\sigma}\right\}^{1 / \sigma\rceil} \\
& \\
& \leqslant c_{1}\left\{E_{2^{m}}(f)_{X_{0}}^{\sigma}+2^{-m \alpha}\left\{\sum_{v=1}^{m}\left(2^{(v-1) \alpha} E_{2^{v-1}}(f)_{X_{0}}\right)^{\sigma}+\left\|f-\varphi_{1}\right\|_{X_{0}}^{\sigma}+\|f\|_{X_{0}}^{\sigma}\right\}^{1 / \sigma}\right. \\
& \\
& \leqslant c_{2} \cdot 2^{-m \alpha}\left\{\sum_{v=1}^{m} \sum_{\mu=2^{v-1}}^{2 v} \frac{1}{\mu}\left(\mu^{\alpha} E_{\mu}(f)_{X_{0}}\right)^{\sigma}+\left(E_{1}(f)_{X_{0}}\right)^{\sigma}+\|f\|_{X_{0}}^{\sigma}\right\}^{1 / \sigma} \\
&
\end{aligned}
$$

This estimate implies (5) because of monotony of the $K$-functional.
Corollary 3.5. Let the conditions of theorem 3.16 be fulfilled and let $f \in X_{0}$. Then $E_{n}(f)_{X_{0}}=\mathrm{O}\left(n^{-\gamma}\right), 0<\gamma<\alpha$, if and only if

$$
K\left(f, t ; X_{0}, X_{1}\right)=\mathrm{O}\left(t^{\gamma / \alpha}\right)
$$

Corollary 3.5 is a special case of
Corollary 3.6. Let the conditions of theorem 3.16 be fulfilled. Let $\omega(\delta)$ be a nonnegative and nondecreasing function on $[0, \infty)$, such that $\omega(2 \delta) \leqslant 2^{\beta} \omega(\delta)$ for $\delta \geqslant 0, \beta>0$. Then we have

$$
E_{n}(f)_{X_{0}}=\mathrm{O}\left(n^{-\gamma} \omega\left(n^{-1}\right)\right), \quad 0<\beta+\gamma<\alpha, \quad \gamma \geqslant 0,
$$

if and only if

$$
K\left(f, t ; X_{0}, X_{1}\right)=\mathrm{O}\left(t^{\gamma / \alpha} \omega\left(t^{1 / \alpha}\right)\right) .
$$

Proof of corollary 3.6. If

$$
K\left(f, t ; X_{0}, X_{1}\right)=\mathrm{O}\left(t^{\gamma / \alpha} \omega\left(t^{1 / \alpha}\right)\right)
$$

then by (4) we obtain

$$
E_{n}(f)_{X_{0}} \leqslant c K\left(f, n^{-\alpha} ; X_{0}, X_{1}\right)=\mathrm{O}\left(n^{-\gamma} \omega\left(n^{-1}\right)\right) .
$$

Now let $E_{n}(f)_{X_{0}}=\mathrm{O}\left(n^{-\gamma} \omega\left(n^{-1}\right)\right)$. First we shall prove that

$$
\begin{equation*}
\omega(m \delta) \leqslant(2 m)^{\beta} \omega(\delta), \quad \delta \geqslant 0, \quad m \geqslant 1 . \tag{7}
\end{equation*}
$$

Indeed, since $\omega(2 \delta) \leqslant 2^{\beta} \omega(\delta)$, then $\omega\left(2^{v} \delta\right) \leqslant 2^{\nu \beta} \omega(\delta)$ for $\delta \geqslant 0, v \geqslant 0$. Suppose ${ }^{+}$Since $\varphi_{2^{v}}-\varphi_{2^{v-1}} \in G_{2^{v-1}}$.
that $2^{v-1} \leqslant m<2^{v}$. Then from the last inequality we get

$$
\omega(m \delta) \leqslant \omega\left(2^{\nu} \delta\right) \leqslant 2^{\nu \beta} \omega(\delta) \leqslant(2 m)^{\beta} \omega(\delta)
$$

as required.
The inequality (7) implies immediately that

$$
\begin{equation*}
\omega(\lambda \delta) \leqslant(2(\lambda+1))^{\beta} \omega(\delta), \quad \delta, \lambda \geqslant 0 . \tag{8}
\end{equation*}
$$

Now we estimate $K\left(f, n^{-\alpha} ; X_{0}, X_{1}\right)$ using (5), (8) and the fact that $\beta+\gamma<\alpha$. We get

$$
\begin{aligned}
K\left(f, n^{-\alpha} ; X_{0}, X_{1}\right) & \left.\leqslant c n^{-\alpha}\left(\|f\|_{X_{0}}^{\sigma}+\sum_{v=1}^{n} \frac{1}{v}\left(v^{\alpha-\gamma} \omega\left(v^{-1}\right)\right)\right)^{\sigma}\right)^{1 / \sigma} \\
& \leqslant c_{1} n^{-\alpha}\left\{\|f\|_{X_{0}}^{\sigma}+\sum_{v=1}^{n} \frac{1}{v}\left(v^{\alpha-\gamma}\left(\frac{n}{v}+1\right)^{\beta} \omega\left(n^{-1}\right)\right)^{\sigma}\right\}^{1 / \sigma} \\
& \leqslant c_{2} n^{-\alpha}\left\{\|f\|_{X_{0}}^{\sigma}+n^{\beta \sigma}\left(\omega\left(n^{-1}\right)\right)^{\sigma} \sum_{v=1}^{n} v^{(\alpha-\gamma-\beta) \sigma-1}\right\}^{1 / \sigma} \\
& \leqslant c_{3} n^{-\alpha}\left\{\|f\|_{X_{0}}^{\sigma}+n^{(\alpha-\gamma) \sigma}\left(\omega\left(n^{-1}\right)\right)^{\sigma}\right\}^{1 / \sigma}=\mathrm{O}\left(n^{-\gamma} \omega\left(n^{-1}\right)\right) .
\end{aligned}
$$

Let us mention finally that theorem 3.16 can be considered as an abstract generalization of theorems 3.3 and 3.7 because of theorem 3.15 and the fact that we have Jackson type and Bernstein type inequalities for the trigonometrical polynomials.

Theorem 3.16 can be used successfully in more general situations than that considered, but for orders of approximation not better than $\mathrm{O}\left(n^{-\alpha}\right)$.

Consider the following approximation spaces:

$$
A_{q}^{\gamma}\left(X_{0}\right)=\left\{f \in X_{0}:\|f\|_{A_{q}^{v}\left(X_{0}\right)}=\|f\|_{X_{0}}+\left(\sum_{v=0}^{\infty}\left(2^{v \nu} E_{2^{v}}(f)_{X_{0}}\right)^{q}\right)^{1 / q}<\infty\right\}
$$

when $0<q<\infty$, and

$$
A_{\infty}^{\gamma}\left(X_{0}\right)=\left\{f \in X_{0}:\|f\|_{A_{\infty}}^{\gamma}\left(X_{0}\right)=\|f\|_{X_{0}}+\sup _{n} n^{\nu} E_{n}(f)_{X_{0}}<\infty\right\} .
$$

As usually we shall denote by $\left(X_{0}, X_{1}\right)_{\theta, q}$ the real interpolation space between $X_{0}$ and $X_{1}$ :

$$
\begin{aligned}
& \left(X_{0}, X_{1}\right)_{\theta, q} \\
& \quad=\left\{f \in X_{0}:\|f\|_{\left(X_{0}, X_{1}\right)_{\theta, q}}=\|f\|_{X_{0}}+\left(\sum_{v=0}^{\infty}\left(2^{v \theta} K\left(f, \frac{1}{2^{v}} ; X_{0}, X_{1}\right)\right)^{q}\right)^{1 / q}<\infty\right\},
\end{aligned}
$$

when $0<q<\infty$, and

$$
\left(X_{0}, X_{1}\right)_{\theta, \infty}=\left\{f \in X_{0}:\|f\|_{\left(X_{0}, X_{1}\right)_{\theta, \infty}}=\|f\|_{X_{0}}+\sup _{t>0} t^{-\theta} K\left(f, t ; X_{0}, X_{1}\right)<\infty\right\}
$$

(see J. Peetre (1963), J. Bergh, J. Löfström (1976)).
Corollary 3.7. Under the assumptions (i) and (ii) of theorem 3.16 we have

$$
A_{q}^{\gamma}\left(X_{0}\right)=\left(X_{0}, X_{1}\right)_{\gamma / \alpha, q}
$$

with equivalent quasi-norms provided $0<\gamma<\alpha$ and $0<q \leqslant \infty$.
Proof. It is readily seen that the inequality (4) from Theorem 3.16 implies the estimate

$$
\|f\|_{A_{q}^{y}\left(X_{0}\right)} \leqslant C\|f\|_{\left(X_{0}, X_{1}\right)_{y / \alpha, q}} .
$$

In order to prove an estimate in the opposite direction we shall use the inverse estimate (5) and the following discrete variant of Hardy's inequality (4) in section 7.1.

Lemma 3.10. If $0<p<\infty, \beta>0$ and $a_{k} \geqslant 0, k=1,2, \ldots$, then

$$
\sum_{v=0}^{\infty}\left(2^{-v \beta} \sum_{k=0}^{\nu} a_{k}\right)^{p} \leqslant C(\beta, p) \sum_{k=0}^{\infty}\left(2^{-k \beta} a_{k}\right)^{p} .
$$

Proof. Let $1 \leqslant p<\infty$ and set $\alpha=\beta / 2$. Then applying Hölder's inequality we get

$$
\begin{aligned}
\sum_{v=0}^{\infty}\left(2^{-\nu \beta} \sum_{k=0}^{v} a_{k}\right)^{p} & =\sum_{v=0}^{\infty} 2^{-v \beta p}\left(\sum_{k=0}^{v} 2^{\alpha k} 2^{-\alpha k} a_{k}\right)^{p} \\
& \leqslant \sum_{v=0}^{\infty} 2^{-v \beta p}\left(\sum_{k=0}^{v} 2^{\alpha k p^{\prime}}\right)^{p / p^{\prime}}\left(\sum_{k=0}^{v} 2^{-\alpha k p} a_{k}^{p}\right)^{1} \\
& \leqslant C(\beta, p) \sum_{v=0}^{\infty} 2^{-v \beta p+v \alpha p} \sum_{k=0}^{v} 2^{-\alpha k p} a_{k}^{p} \\
& =C(\beta, p) \sum_{k=0}^{v} 2^{-\alpha k p} a_{k}^{p} \sum_{v=k}^{\infty} 2^{-v \alpha p} \\
& =C_{1}(\beta, p) \sum_{k=0}^{\infty} 2^{-k \beta p} a_{k}^{p}
\end{aligned}
$$

Now consider the case $0<p<1$. Then using inequality (3) in section 7.1 and changing the order of summation we get

$$
\begin{aligned}
\sum_{v=0}^{\infty}\left(2^{-v \beta} \sum_{k=0}^{v} a_{k}\right)^{p} & \leqslant \sum_{v=0}^{\infty} 2^{-v \beta p} \sum_{k=0}^{v} a_{k}^{p} \\
& =\sum_{k=0}^{\infty} a_{k}^{p} \sum_{v=k}^{\infty} 2^{-v \beta p}=C(\beta, p) \sum_{k=0}^{\infty} 2^{-k \beta p} a_{k}^{p}
\end{aligned}
$$

Now we continue the proof of corollary 3.7. Inequality (5) in theorem 3.16 as we know from the proof of the same theorem is equivalent to the inequality

$$
\begin{equation*}
K\left(f, \frac{1}{2^{m \alpha}} ; X_{0}, X_{1}\right) \leqslant \frac{c}{2^{m \alpha}}\left\{\|f\|_{X_{0}}+\left(\sum_{v=0}^{m}\left(2^{v \alpha} E_{2^{v}}(f)_{X_{0}}\right)^{\sigma}\right)^{1 / \sigma}\right\} \tag{9}
\end{equation*}
$$

On the other hand, it is easily seen that

$$
\begin{equation*}
\|f\|_{\left(X_{0}, X_{1}\right)_{\gamma / \alpha, q}} \leqslant C\left\{\|f\|_{X_{0}}+\left(\sum_{m=0}^{\infty}\left(2^{m \gamma} K\left(f, \frac{1}{2^{m \alpha}} ; X_{0}, X_{1}\right)\right)^{q}\right)^{1 / q}\right\} \tag{10}
\end{equation*}
$$

Combining (9) and (10) and using lemma 3.9 we obtain

$$
\begin{align*}
\|f\|_{\left(X_{0}, X_{1}\right)_{\gamma / \gamma, q}} \leqq & C\left\{\|f\|_{X_{0}}+\|f\|_{X_{0}}\left(\sum_{m=0}^{\infty} 2^{-m(x-\gamma) q}\right)^{1 / q}\right. \\
& \left.+\left(\sum_{m=0}^{\infty} 2^{-m(\alpha-\gamma) q}\left(\sum_{v=0}^{m}\left(2^{v x} E_{2^{v}}(f)_{X_{0}}\right)^{\sigma}\right)^{q / \sigma}\right)^{1 / q}\right\} \\
\leq & C_{1}\left\{\|f\|_{X_{0}}+\left(\sum_{v=0}^{\infty} 2^{-v(\alpha-\gamma) q} 2^{v \alpha q} E_{2^{2}}(f)_{X_{0}}^{q}\right)^{1 / q}\right\} \\
= & C_{1}\|f\|_{A_{q}^{v}\left(X_{0}\right)} .
\end{align*}
$$

Remark. We observe that if $\|g\|_{X_{1}}=0$ for each $g \in G_{1}$ then the term $\|f\|_{X_{0}}$ can be omitted in estimate (5) in theorem 3.16 and as consequence corollary 3.7 holds without $\|f\|_{X_{0}}$ in the definitions of spaces $A_{q}^{\gamma}\left(X_{0}\right)$ and $\left(X_{0}, X_{1}\right)_{\theta, q}$.

### 3.6 Notes

The classical works on direct and converse theorems in the theory of approximation are the works of D. Jackson (1911), Ch.de la Vallée-Poussin (1910), S.N. Bernstein (1912). The second modulus of continuity or modulus of smoothness $\omega_{2}(f ; \delta)$ was introduced by A. Zygmund (1945). Zygmund obtained by means of $\omega_{2}$ characterization of the class

$$
\left\{f: E_{n}(f)_{C[-\pi, \pi]}=\mathrm{O}\left(n^{-1}\right)\right\} .
$$

As we have mentioned, the converse theorem 3.7 of Bernstein type was given in this form by Salem (1940) and Stechkin (1951).

For the generalizations to $\omega_{k}(f ; \delta), k>2$, and $L_{p}, p<\infty$, see Quade (1937), A.F. Timan and M.F. Timan (1950), S.B. Stechkin (1951), M.F. Timan (1958).

For Jackson and Bernstein type theorems for best approximations in the spaces $L_{p}, 0<p<1$, see E.A. Storoženko, V.G. Krotov, P. Osvald (1975), V.A. Ivanov (1975), E.A. Storoženko (1975, 1977, 1980), V.G. Krotov (1982).

The problem of characterization of the functions on the finite interval by means of their best polynomial approximations has a long history. We cannot
give here this history and all authors who have been working in this domain. We want only to mention the works of A.F. Timan (1951), V.K. Dzjadik (1956, 1958), Yu.A. Brudnyi (1963, 1970), V.P. Motornii (1971), A.L. Fuksman (1965), M.K. Potapov (1975, 1977, 1981, 1983), A.S. Dgafarov (1977), R.L. Stens (1977), R.L. Stens, M. Wehrens (1979), P.L. Butzer, R.L. Stens, M. Wehrens (1980). Between the different characterizations we prefer the characterizations given by K. Ivanov (1983a, b) and Z. Ditzian, V. Totik (1987).

For direct and converse theorems for best trigonometric approximation using fractional derivatives and fractional moduli see P.L. Butzer, R.L. Stens (1976), P.L. Butzer, H. Dyckhoff, E. Görlich, R.L. Stens (1977).

For more details concerning the classical direct and converse theorems for trigonometric polynomial approximation see the books of I.P. Natanson (1949), G.G. Lorentz (1966), V.K. Dzjadik (1977), A.F. Timan (1960), V.M. Tihomirov (1976).

The $K$-functional was introduced by J. Peetre (1963, 1968). The $K$-functional has many applications in the theory of interpolation spaces, in approximation theory and in other domains; see the books of J. Bergh, J. Löfström (1976), H. Triebel (1978), P.L. Butzer, H. Berens (1967), J. Peetre (1976).

The role of Jackson and Bernstein type inequalities in linear approximation is well known, see P. Butzer, K. Scherer (1968). For the case of nonlinear approximation compare with J. Peetre, G. Sparr (1972) and J. Bergh, J. Peetre (1974).

## 4

## Approximation of some important functions

The development of the theory of rational approximation has a point of discontinuity, a jump in 1964, when D.J. Newman proved that the best uniform approximation of the function $|x|$ in the interval $[-1,1]$ by means of rational function of $n$th order has order $\mathrm{O}\left(\mathrm{e}^{-c \sqrt{ } n}\right)$. Let us remember that the order of the best uniform polynomial approximation $E_{n}(|x|)_{C_{[-1,1]}}$ is only $\mathrm{O}\left(n^{-1}\right)$ (S.N. Bernstein (1952); see also G.G. Lorentz (1966)).

In this chapter we shall consider the best uniform rational approximation of some special, but very important, functions. We begin in section 4.1 with Newman's result. After this in section 4.2 we give the exact asymptotics of the best uniform rational approximation of $|x|$ in $[-1,1]$ (Vjacheslavov, 1975). In section 4.3 we give some of the few examples where it is possible to write exactly the rational function of best uniform approximation. It is interesting that this was done more than 100 years ago (E.I. Zolotarjov, 1877). In section 4.4 we give the solution of the Meinardus conjecture for best uniform rational approximation to $\mathrm{e}^{x}$ in the interval $[-1,1]$, obtained by D. Braess (1984). We end the chapter with some remarks connected with rational approximation of $\mathrm{e}^{-x}$ on $[0, \infty)$ (section 4.5) and notes (section 4.6).

In this chapter we shall use the notations

$$
R_{n}(f) \equiv R_{n}(f)_{C[a, b]}=\inf \left\{\|f-r\|_{C_{[a, b]} ;} ; r \in R_{n} \equiv R_{n n}\right\}
$$

### 4.1 Newman's theorem

Theorem 4.1. The following estimate holds:

$$
\begin{equation*}
\mathrm{e}^{-\pi \sqrt{ }(n+1)} \leqslant R_{n}(|x|)_{C[-1,1]} \leqslant 3 \mathrm{e}^{-\sqrt{ } n}, \quad n \geqslant 5 . \tag{1}
\end{equation*}
$$

Remark. The rational approximation of $|x|$ on $[-1,1]$ is equivalent to the rational approximation of $\sqrt{ } x$ on [0,1]. More precisely if the rational function
$s_{n} \in R_{n}$ is the best uniform approximation to $\sqrt{ } x$ in $[0,1]$ of order $n$ and $r_{2 n} \in R_{2 n}$ the best uniform approximation to $|x|$ in $[-1,1]$ of order $2 n$, then $s_{n}\left(x^{2}\right)=r_{2 n}(x)$. Consequently $R_{n}(\sqrt{ } x)_{C[0,1]}=R_{2 n}(|x|)_{C[-1,1]}$.

In the proof of theorem 4.1 we shall use the following lemma.
Lemma 4.1. Let

$$
p(x)=\prod_{k=1}^{n-1}\left(x+\xi^{k}\right), \quad \xi=\varepsilon^{1 / n}, \quad 0<\varepsilon<1, \quad n \geqslant 2
$$

Then for $x \in[\varepsilon, 1]$ we have

$$
\begin{equation*}
\left|\frac{p(-x)}{p(x)}\right| \leqslant \exp \left\{-\frac{2\left(\varepsilon^{1 / n}-\varepsilon\right) n}{\ln (1 / \varepsilon)}\right\} \tag{2}
\end{equation*}
$$

Proof. Let $x \in\left[\xi^{i+1}, \xi^{i}\right], 0 \leqslant i \leqslant n-1$. Since the function $(a-x) /(a+x), a>0$, is monotone decreasing, then

$$
\left|\frac{p(-x)}{p(x)}\right|=\prod_{k=1}^{i} \frac{\xi^{k}-x}{\xi^{k}+x} \prod_{k=i+1}^{n-1} \frac{x-\xi^{k}}{x+\xi^{k}} \leqslant \prod_{k=1}^{i} \frac{\xi^{k}-\xi^{i+1}}{\xi^{k}+\xi^{i+1}} \prod_{k=i+1}^{n-1} \frac{1-\xi^{k}}{1+\xi^{k}}=\prod_{k=1}^{n-1} \frac{1-\xi^{k}}{1+\xi^{k}} .
$$

Thus for $x \in[\varepsilon, 1]$ we have

$$
\begin{equation*}
\left|\frac{p(-x)}{p(x)}\right| \leqslant \prod_{k=1}^{n-1} \frac{1-\xi^{k}}{1+\xi^{k}} . \tag{3}
\end{equation*}
$$

For $t \geqslant 0$ we have $(1-t) /(1+t) \leqslant \mathrm{e}^{-2 t}$. Using this inequality and (3), we get for $x \in[\varepsilon, 1]$

$$
\begin{aligned}
\left|\frac{p(-x)}{p(x)}\right| & \leqslant \exp \left\{-2 \sum_{k=1}^{n-1} \xi^{k}\right\}=\exp \left\{-\frac{2 \xi\left(1-\xi^{n-1}\right)}{1-\xi}\right\} \\
& \leqslant \exp \left\{-\frac{2\left(\varepsilon^{1 / n}-\varepsilon\right) n}{\ln (1 / \varepsilon)}\right\}
\end{aligned}
$$

where we have used the inequality

$$
1-\xi \leqslant \ln (1 / \xi)=\frac{1}{n} \ln (1 / \varepsilon)
$$

Proof of the upper bound in theorem 4.1. Let us consider the rational function

$$
r(x)=x \frac{p(x)-p(-x)}{p(x)+p(-x)}
$$

where

$$
p(x)=\prod_{k=1}^{n-1}\left(x+\xi^{k}\right), \quad \xi=\varepsilon^{1 / n}, \quad \varepsilon=\mathrm{e}^{-\sqrt{n}}, \quad n \geqslant 5 .
$$

Clearly $r \in R_{n}$. Since $2\left(\varepsilon^{1 / n}-\varepsilon\right)=2\left(\mathrm{e}^{-1 / \sqrt{\prime} n}-\mathrm{e}^{-\sqrt{ } n}\right)>1$ for $n \geqslant 5$, then by (2)
we get

$$
\begin{equation*}
\left|\frac{p(-x)}{p(x)}\right| \leqslant \mathrm{e}^{-\sqrt{ } n} \quad \text { for } x \in\left[\mathrm{e}^{-\sqrt{ } n}, 1\right], \quad n \geqslant 5 \tag{4}
\end{equation*}
$$

Since $|x|$ and $r(x)$ are even functions in the interval $[-1,1]$, we can consider only the case $x \in[0,1]$. If $x \in\left[0, \mathrm{e}^{-\sqrt{ } n}\right]=\left[0, \xi^{n}\right]$, then $p(-x)>0$ and $x \geqslant r(x)>0$. Consequently for $x \in\left[0, \mathrm{e}^{-\sqrt{ } n}\right]$ we have

$$
||x|-r(x)|=x-r(x) \leqslant x \leqslant \mathrm{e}^{-\sqrt{n}}
$$

If $x \in\left[\mathrm{e}^{-\sqrt{ } n}, 1\right]$, then by (4) we get for $n \geqslant 5$

$$
\begin{aligned}
||x|-r(x)| & =2 x\left|\frac{p(-x)}{p(x)+p(-x)}\right|=\frac{2 x|p(-x) / p(x)|}{|1+p(-x) / p(x)|} \leqslant \frac{2|p(-x) / p(x)|}{1-|p(-x) / p(x)|} \\
& \leqslant \frac{2 \mathrm{e}^{-\sqrt{ } n}}{1-\mathrm{e}^{-\sqrt{ } n}}<3 \mathrm{e}^{-\sqrt{ } n}
\end{aligned}
$$

which gives us the upper bound in theorem 4.1.
To prove the lower bound we shall need some lemmas.
Lemma 4.2. If $p \in P_{n}, n \geqslant 0$, then there exists a polynomial $q \in P_{n}$ such that

$$
\left|\frac{p(-x)}{p(x)}\right| \geqslant\left|\frac{q(-x)}{q(x)}\right|, \quad\left|\frac{q(-x)}{q(x)}\right| \leqslant 1 \quad \text { for } x \geqslant 0
$$

Proof. Let $\xi=u+\mathrm{i} v$ be any complex number and $t>0$. Then

$$
\begin{align*}
\left|\frac{t+\xi}{t-\xi}\right| & =\left(\frac{(t+u)^{2}+v^{2}}{(t-u)^{2}+v^{2}}\right)^{1 / 2} \geqslant\left(\frac{(t-|u|)^{2}+v^{2}}{(t+|u|)^{2}+v^{2}}\right)^{1 / 2} \\
& \geqslant\left(\frac{(t-|u|)^{2}}{(t+|u|)^{2}}\right)^{1 / 2}=\left|\frac{t-|u|}{t+|u|}\right| \tag{5}
\end{align*}
$$

If $p(x)=A \prod_{i=1}^{n}\left(x-\xi_{i}\right)$, then we set $q(x)=A \prod_{i=1}^{n}\left(x+\left|\operatorname{Re} \xi_{i}\right|\right)$. By (5) we get for $x \geqslant 0$

$$
\left|\frac{p(-x)}{p(x)}\right|=\left|\frac{\prod_{i=1}^{n}\left(x+\xi_{i}\right)}{\prod_{i=1}^{n}\left(x-\xi_{i}\right)}\right| \geqslant\left|\prod_{i=1}^{n} \frac{\left(x-\left|\operatorname{Re} \xi_{i}\right|\right)}{\left(x+\left|\operatorname{Re} \xi_{i}\right|\right)}\right|=\left|\frac{q(-x)}{q(x)}\right|
$$

On the other hand obviously

$$
|q(-x) / q(x)| \leqslant 1 \quad \text { for } x \geqslant 0
$$

Lemma 4.3. Let $r \in R_{n}$ and let $r$ be an even function. Then there exists $q \in P_{n+1}$ such that

$$
|x-r(x)| \geqslant x\left|\frac{q(-x)}{q(x)}\right| \quad \text { for } x \geqslant 0
$$

Proof. Since $r \in R_{n}$ is an even rational function, there exist two algebraic polynomials $p_{1} \in P_{[n / 2]}$ and $p_{2} \in P_{[n / 2]}$ such that $r(x)=p_{1}\left(x^{2}\right) / p_{2}\left(x^{2}\right)$. Denote

$$
F=\{x: x \geqslant 0, r(x)>0\}, \quad E=[0, \infty) \backslash F .
$$

If $x \in F$ then

$$
\begin{equation*}
|x-r(x)|=x\left|\frac{x p_{2}\left(x^{2}\right)-p_{1}\left(x^{2}\right)}{x p_{2}\left(x^{2}\right)}\right|>x\left|\frac{x p_{2}\left(x^{2}\right)-p_{1}\left(x^{2}\right)}{x p_{2}\left(x^{2}\right)+p_{1}\left(x^{2}\right)}\right| . \tag{6}
\end{equation*}
$$

We set $p(x)=x p_{2}\left(x^{2}\right)+p_{1}\left(x^{2}\right)$. Then $p \in P_{n+1}$. By (6) we have for $x \in F$

$$
|x-r(x)|>x|p(-x) / p(x)| .
$$

Now by lemma 4.2 there exists $q \in P_{n+1}$ such that for $x \geqslant 0$ we have

$$
\left|\frac{p(-x)}{p(x)}\right| \geqslant\left|\frac{q(-x)}{q(x)}\right| \quad \text { and } \quad\left|\frac{q(-x)}{q(x)}\right| \leqslant 1 .
$$

Then we have for $x \in F$

$$
|x-r(x)|>x\left|\frac{q(-x)}{q(x)}\right|
$$

and clearly for $x \in E$

$$
|x-r(x)| \geqslant x \geqslant x|q(-x) / q(x)| .
$$

Lemma 4.4. Let $q \in P_{n}, n \geqslant 1$ and $q \neq 0$. Then there exists a point $x \in\left[\mathrm{e}^{-\pi \sqrt{ } n}, 1\right]$ where

$$
x(q(-x) / q(x))>\mathrm{e}^{-\pi \sqrt{ } n} .
$$

Proof. Let $\xi=u+\mathrm{i} v$ be any complex number and $0 \leqslant a<b$. Then

$$
\begin{equation*}
\int_{a}^{b} \ln \left|\frac{t+\xi}{t-\xi}\right| \frac{\mathrm{d} t}{t}>-\frac{\pi^{2}}{2} \tag{7}
\end{equation*}
$$

Indeed we have by (5) for $t \geqslant 0$

$$
\left|\frac{t+\xi}{t-\xi}\right| \geqslant\left|\frac{t-|u|}{t+|u|}\right| .
$$

We may assume that $u \neq 0$. Then

$$
\begin{aligned}
\int_{a}^{b} \ln \left|\frac{t+\xi}{t-\xi}\right| \frac{\mathrm{d} t}{t} & \geqslant \int_{a}^{b} \ln \left|\frac{t-|u|}{t+|u|}\right| \frac{\mathrm{d} t}{t}=\int_{a| | u \mid}^{b /|u|} \ln \left|\frac{t-1}{t+1}\right| \frac{\mathrm{d} t}{t}>\int_{0}^{\infty} \ln \left|\frac{t-1}{t+1}\right| \frac{\mathrm{d} t}{t} \\
& =2 \int_{0}^{1} \ln \frac{1-t \mathrm{~d} t}{1+t} \frac{\mathrm{~d}}{t}=-\frac{\pi^{2}}{2} .
\end{aligned}
$$

The last integral can be calculated by using the Taylor series for the
logarithmic function and the fact that

$$
\sum_{k=1}^{\infty} \frac{1}{(2 k-1)^{2}}=\frac{\pi^{2}}{8}
$$

Next put $\delta=\exp \{-\pi \sqrt{ } n\}$ and assume that

$$
x\left|\frac{q(-x)}{q(x)}\right| \leqslant \exp \{-\pi \sqrt{n}\} \quad \text { for } \delta \leqslant x \leqslant 1
$$

Then

$$
\begin{equation*}
\int_{\delta}^{1} \ln \left|t \frac{q(-t)}{q(t)}\right| \frac{\mathrm{d} t}{t} \leqslant-\pi \sqrt{n} \int_{\delta}^{1} \frac{\mathrm{~d} t}{t}=-\pi^{2} n \tag{8}
\end{equation*}
$$

On the other hand one has

$$
\ln \left|t \frac{q(-t)}{q(t)}\right|=\ln t+\sum_{\xi} \ln \left|\frac{t+\xi}{t-\xi}\right|,
$$

where $\xi$ runs through the zeros of $q$. Noting that

$$
\int_{\delta}^{1} \frac{\ln t}{t} \mathrm{~d} t=-\pi^{2} n / 2
$$

and applying (7) to each term in the sum we get

$$
\int_{\delta}^{1} \ln \left|t \frac{q(-t)}{q(t)}\right| \frac{\mathrm{d} t}{t} \geqslant \int_{\delta}^{1} \frac{\ln t}{t} \mathrm{~d} t+\sum_{\xi} \int_{\delta}^{1} \ln \left|\frac{t+\xi}{t-\xi}\right| \frac{\mathrm{d} t}{t}>-\pi^{2} n / 2-\pi^{2} n / 2=-\pi^{2} n .
$$

The comparison of this inequality with (8) proves lemma 4.4.

Proof of the lower bound in theorem 4.1. Let $r \in R_{n}$ be the rational function of order $n$ of best uniform approximation to $|x|$ in $[-1,1]$, i.e.

$$
\||x|-r(x)\|_{C[-1,1]}=R_{n}(|x|)_{C[-1,1]}
$$

Since $|x|$ is an even function, $r(x)$ and $r(-x)$ are rational functions of order $n$ of best uniform approximation to $|x|$ in $[-1,1]$ and by the uniqueness of the best rational uniform approximation (theorem 2.2) it follows that $r(x)=$ $r(-x)$, i.e. $r$ is also an even function.

By lemma 4.3 there exists $q \in P_{n+1}, q \not \equiv 0$, such that

$$
|x-r(x)| \geqslant x\left|\frac{q(-x)}{q(x)}\right| \quad \text { for } x \geqslant 0
$$

Now by lemma 4.4 it follows that there exists $x_{0} \in[\exp (-\pi \sqrt{ }(n+1)), 1]$
such that

$$
x_{0}\left|\frac{q\left(-x_{0}\right)}{q\left(x_{0}\right)}\right|>\mathrm{e}^{-\pi \sqrt{ }(n+1)}
$$

Consequently

$$
R_{n}(|x|)_{C[-1,1]} \geqslant\left|x_{0}-r\left(x_{0}\right)\right| \geqslant x_{0}\left|\frac{q\left(-x_{0}\right)}{q\left(x_{0}\right)}\right|>\mathrm{e}^{-\pi,(n+1)} .
$$

### 4.2 The exact order of the best uniform approximation to $|x|$

In this paragraph we shall give the following results of N.S. Vjacheslavov (1975).

Theorem 4.2. The following estimates hold:

$$
\begin{equation*}
c_{1} \mathrm{e}^{-\pi \sqrt{ } n} \leqslant R_{n}(|x|)_{C[-1,1]} \leqslant c_{2} \mathrm{e}^{-\pi \sqrt{n}}, \quad n \geqslant 1, \tag{1}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are absolute constants.
Instead of the inequalities of the type (1) we shall write also

$$
R_{n}(|x|)_{\mathcal{C}[0,1]}=\mathrm{O}\left(\mathrm{e}^{-\pi \sqrt{ } n}\right) .
$$

Using the remark after theorem 4.1 we obtain from (1) the following,
Corollary 4.1. We have

$$
R_{n}(\sqrt{ } x)_{C[0,1]}=\mathrm{O}\left(\mathrm{e}^{-\pi \sqrt{ }(2 n)}\right)
$$

The lower bound in (1) we have by theorem 4.1.
To obtain the upper bound in (1) we shall use some lemmas.
Lemma 4.5. Let $\xi=\mathrm{e}^{-\alpha}, 0<\alpha \leqslant 1 / 2$, and $\mu \geqslant(1 / \alpha) \ln (1 / \beta), 0<\beta \leqslant 1 / 2, \mu$ an integer. Then

$$
\prod_{k=0}^{\mu-1} \frac{1-\xi^{k+1 / 2}}{1+\xi^{k+1 / 2}}<2 \exp \left\{-\frac{\pi^{2}}{4} \frac{1}{\alpha}+2.1 \frac{\beta}{\alpha}\right\}
$$

Proof. For $|x|<1$ we have

$$
\ln \frac{1-x}{1+x}=\ln (1-x)-\ln (1+x)=-2 \sum_{s=1}^{\infty} \frac{x^{2 s-1}}{2 s-1}
$$

and therefore

$$
\begin{aligned}
\prod_{k=0}^{\mu-1} \frac{1-\xi^{k+1 / 2}}{1+\xi^{k+1 / 2}} & =\exp \left\{\sum_{k=0}^{\mu-1} \ln \frac{1-\xi^{k+1 / 2}}{1+\xi^{k+1 / 2}}\right\}=\exp \left\{-2 \sum_{s=1}^{\infty} \frac{1}{2 s-1} \sum_{k=0}^{\mu-1} \xi^{(k+1 / 2)(2 s-1)}\right\} \\
& <\exp \left\{-2 \sum_{s=1}^{2[1 / \alpha]} \frac{1-\xi^{\mu(2 s-1)}}{(2 s-1)\left(\xi^{-(2 s-1) / 2}-\xi^{(2 s-1) / 2}\right)}\right\}=\exp \left\{A_{1}+A_{2}\right\}
\end{aligned}
$$

where

$$
\begin{aligned}
& A_{1}=-\frac{2}{\alpha} \sum_{s=1}^{2[1 / \alpha]} \frac{\frac{1}{(2 s-1)^{2}}(2 s-1) \alpha}{\exp \left\{\frac{(2 s-1) \alpha}{2}\right\}-\exp \left\{-\frac{(2 s-1) \alpha}{2}\right\}}, \\
& A_{2}=\frac{2}{\alpha} \sum_{s=1}^{2[1 / \alpha]} \frac{\frac{1}{(2 s-1)^{2}}(2 s-1) \alpha \xi^{\mu(2 s-1)}}{\exp \left\{\frac{(2 s-1) \alpha}{2}\right\}-\exp \left\{-\frac{(2 s-1) \alpha}{2}\right\}}
\end{aligned}
$$

We shall estimate $A_{1}$ and $A_{2}$ using the following inequalities:

$$
\begin{gather*}
\frac{2}{\alpha} \sum_{s=2[1 / \alpha]+1}^{\infty} \frac{1}{(2 s-1)^{2}} \leqslant 0.43, \quad 0<\alpha \leqslant 1 / 2,  \tag{2}\\
1-0.06 x^{2}<\varphi(x)<1, \quad 0<x<4 \tag{3}
\end{gather*}
$$

where

$$
\varphi(x)=\frac{x}{\mathrm{e}^{x / 2}-\mathrm{e}^{-x / 2}}
$$

Indeed we have for $0<\alpha \leqslant 1 / 2$
$\frac{2}{\alpha} \sum_{s=2\{1 / \alpha]+1}^{\infty} \frac{1}{(2 s-1)^{2}}<\frac{2}{\alpha} \int_{2[1 / \alpha]}^{\infty} \frac{\mathrm{d} t}{(2 t-1)^{2}}=\frac{1}{\alpha(4[1 / \alpha]-1)}<\frac{[1 / \alpha]+1}{4[1 / \alpha]-1} \leqslant \frac{3}{7}<0.43$.
On the other hand

$$
\varphi(x)=\frac{x}{2 \sum_{k=0}^{\infty} \frac{1}{(2 k+1)!}\left(\frac{x}{2}\right)^{2 k+1}}=\frac{1}{1+y}
$$

where we set

$$
y=x^{2} \sum_{k=1}^{\infty} \frac{x^{2 k-2}}{(2 k+1)!\cdot 2^{2 k}}
$$

Then for $0<x<4$ we have

$$
y<x^{2} \sum_{k=1}^{\infty} \frac{4^{2 k-2}}{(2 k+1)!\cdot 2^{2 k}}=\frac{x^{2}}{32}\left(\sum_{k=0}^{\infty} \frac{2^{2 k+1}}{(2 k+1)!}-2\right)=\frac{x^{2}}{32}(\sinh 2-2)<0.06 x^{2} .
$$

Since $(1+y)^{-1}>(1-y)$ for $y>0$,

$$
\varphi(x)>1-y>1-0.06 x^{2}
$$

Thus (2) and (3) are proved.
Now we shall estimate $A_{1}$ using (3) with $x=(2 s-1) \alpha$, the
equality $\sum_{s=1}^{\infty}(2 s-1)^{-2}=\pi^{2} / 8$ and (2). We get

$$
\begin{aligned}
A_{1} & =-\frac{2}{\alpha} \sum_{s=1}^{2[1 / \alpha]} \frac{1}{(2 s-1)^{2}} \varphi((2 s-1) \alpha)<-\frac{2}{\alpha} \sum_{s=1}^{2[1 / \alpha]} \frac{1}{(2 s-1)^{2}}\left(1-0.06(2 s-1)^{2} \alpha^{2}\right) \\
& =-\frac{2}{\alpha}\left(\frac{\pi^{2}}{8}-\sum_{s=2[1 / \alpha]+1}^{\infty} \frac{1}{(2 s-1)^{2}}-0.06 \cdot 2[1 / \alpha] \alpha^{2}\right) \\
& <-\frac{\pi^{2} 1}{4}+0.43+0.24=-\frac{\pi^{2}}{4} \frac{1}{\alpha}+0.67 .
\end{aligned}
$$

It remains to estimate $A_{2}$. Since $\mu \geqslant(1 / \alpha) \ln (1 / \beta)$,

$$
\xi^{\mu}=\exp \{-\mu \alpha\} \leqslant \exp \{-\ln (1 / \beta)\}=\beta \leqslant 1 / 2
$$

Moreover $\varphi((2 s-1) \alpha)<1$. Then we obtain

$$
\begin{aligned}
A_{2} & =\frac{2}{\alpha} \sum_{s=1}^{2[1 / \alpha]} \frac{1}{(2 s-1)^{2}} \xi^{\mu(2 s-1)} \varphi((2 s-1) \alpha)<\frac{2}{\alpha} \sum_{s=1}^{2[1 / \alpha]} \frac{1}{(2 s-1)^{2}} \xi^{\mu(2 s-1)} \\
& <\frac{2}{\alpha}\left(\xi^{\mu}+\frac{1}{9} \xi^{3 \mu}+\sum_{s=3}^{\infty} \frac{\xi^{\mu(2 s-1)}}{(2 s-1)^{2}}\right) \\
& <\frac{2}{\alpha} \xi^{\mu}\left(1+\frac{1}{9} \xi^{2 \mu}+\xi^{4 \mu} \sum_{s=3}^{\infty} \frac{1}{(2 s-1)^{2}}\right) \\
& <\frac{\beta}{\alpha}\left(2+\frac{2}{9} \cdot \frac{1}{4}+\frac{2}{16}\left(\frac{\pi^{2}}{8}-1\right)\right)<2.1 \beta / \alpha .
\end{aligned}
$$

Using the estimates given above for $A_{1}$ and $A_{2}$ we get

$$
\begin{aligned}
\prod_{k=0}^{\mu-1} \frac{1-\xi^{k+1 / 2}}{1+\xi^{k+1 / 2}} & <\exp \left\{A_{1}+A_{2}\right\}<\exp \left\{-\frac{\pi^{2}}{4} \frac{1}{\alpha}+2.1 \frac{\beta}{\alpha}+0.67\right\} \\
& <2 \exp \left\{-\frac{\pi^{2} 1}{4 \alpha}+2.1 \frac{\beta}{\alpha}\right\} .
\end{aligned}
$$

Next we shall assume that $n>2 n_{0}$ where $n_{0}$ is a sufficiently large number. Let us denote

$$
\begin{aligned}
m= & {\left[\frac{1}{\pi} \ln \sqrt{ } n+1\right], \quad r=[2 \sqrt{ } n+1], } \\
A_{v} & = \begin{cases}\left(1-\frac{1}{\mathrm{e}}\right) \frac{\pi}{2 \sqrt{n}}, \quad 0 \leqslant v \leqslant 2 r-1, \\
\left(1-\frac{1}{\mathrm{e}^{i}}\right) \frac{\pi}{2 \sqrt{n}}, \quad(i+1) r \leqslant v<(i+2) r, \quad 1 \leqslant i \leqslant m-2, \\
\frac{\pi}{2 \sqrt{(n-v)}, \quad m r \leqslant v \leqslant n-1,}\end{cases}
\end{aligned}
$$

$$
l=l(v)=\left[\frac{1}{A_{v}} \ln \frac{1}{A_{v}}\right], \quad m r \leqslant v \leqslant n-n_{0} .
$$

Note that $A_{0} \leqslant A_{1} \leqslant A_{2} \leqslant \cdots$.
We shall denote by $c$ absolute positive constants.

## Lemma 4.6. The following inequalities hold true:

$$
\begin{equation*}
A_{2 r}+A_{2 r+1}+\cdots+A_{v}+\frac{\pi^{2}}{2 A_{v+1}}>\pi \sqrt{ } n-c \tag{4}
\end{equation*}
$$

where $m r \leqslant v<n-1$;

$$
\begin{equation*}
\left(\frac{\pi^{2}}{4}-\frac{2.1}{\mathrm{e}^{i+1}}\right) \frac{1}{A_{(i+2) r}}+\frac{\pi^{2}}{4 A_{2 m r}}>\pi \sqrt{ } n+\ln n \tag{5}
\end{equation*}
$$

where $1 \leqslant i \leqslant m-2$;

$$
\begin{equation*}
A_{v-k}+A_{v-k+1}+\cdots+A_{v+k} \leqslant(2 k+1) A_{v}\left(1+c A_{v}\right), \tag{6}
\end{equation*}
$$

where $0 \leqslant k \leqslant l(v), m r \leqslant v<n-n_{0}$.

## Proof. Evidently

$$
\begin{equation*}
\sqrt{ }(1-x) \geqslant 1-\frac{1}{2} x-\frac{1}{2} x^{2} \quad \text { for }|x| \leqslant 1 . \tag{7}
\end{equation*}
$$

We have for $1 \leqslant k \leqslant s$

$$
\begin{gather*}
2 \sqrt{ }(s+1)-2 \sqrt{ } k< \\
\frac{1}{\sqrt{ } s}+\frac{1}{\sqrt{ }(s-1)}+\cdots+\frac{1}{\sqrt{ } k}<2 \sqrt{ }(s+1 / 2)  \tag{8}\\
-2 \sqrt{ }(k-1 / 2)<2 \sqrt{ } s-2 \sqrt{ }(k-1)
\end{gather*}
$$

## Indeed

$$
\begin{aligned}
\frac{1}{\sqrt{ } s}+\frac{1}{\sqrt{ }(s-1)} & +\cdots+\frac{1}{\sqrt{ } k}<\frac{2}{\sqrt{ }(s+1 / 2)+\sqrt{ }(s-1 / 2)}+\frac{2}{\sqrt{ }(s-1 / 2)+\sqrt{ }(s-3 / 2)} \\
& +\cdots+\frac{2}{\sqrt{ }(k+1 / 2)+\sqrt{ }(k-1 / 2)}=2(\sqrt{ }(s+1 / 2)-\sqrt{ }(s-1 / 2)) \\
& +2(\sqrt{ }(s-1 / 2)-\sqrt{ }(s-3 / 2))+\cdots+2(\sqrt{ }(k+1 / 2)-\sqrt{ }(k-1 / 2)) \\
& =2 \sqrt{ }(s+1 / 2)-2 \sqrt{ }(k-1 / 2)<2 \sqrt{ } s-2 \sqrt{ }(k-1) .
\end{aligned}
$$

The lower bound in (8) can be proved similarly.
By (8) we get

$$
\begin{equation*}
\frac{\pi}{2}\left(\frac{1}{\sqrt{n}}+\frac{1}{\sqrt{(n-1)}}+\cdots+\frac{1}{\sqrt{(n-v)}}+2 \sqrt{ }(n-v-1)\right)>\pi \sqrt{ } n-c \tag{9}
\end{equation*}
$$

where $0 \leqslant v \leqslant n-1$.

Now we prove (4). We have

$$
\begin{aligned}
A_{2 r}+A_{2 r+1}+\cdots+A_{m r-1} & =(m-2) r \frac{\pi}{2 \sqrt{n}}-\frac{\pi}{2 \sqrt{n} \sum_{i=1}^{m-2} \frac{r}{\mathrm{e}^{i}}} \\
& =\frac{\pi r}{2 \sqrt{ } n}\left(m-2-\frac{1-\mathrm{e}^{-m+2}}{\mathrm{e}-1}\right) \\
& >\frac{\pi 2 \sqrt{ } n}{2 \sqrt{n}}(m-c)>\pi m-c .
\end{aligned}
$$

On the other hand by (7) and (8) we get

$$
\begin{aligned}
& \frac{\pi}{2}\left(\frac{1}{\sqrt{ } n}+\frac{1}{\sqrt{ }(n-1)}+\cdots+\frac{1}{\sqrt{ }(n-m r-1)}\right)<\pi(\sqrt{ } n-\sqrt{ }(n-m r)) \\
& \quad=\pi \sqrt{ } n\left(1-\sqrt{ }\left(1-\frac{m r}{n}\right)\right)<\pi \sqrt{ } n\left(1-1+\frac{1}{2} \frac{m r}{n}+\frac{1}{2}\left(\frac{m r}{n}\right)^{2}\right) \\
& \quad<\frac{\pi m r}{2 \sqrt{ } n}+c<\pi m+c .
\end{aligned}
$$

## Consequently

$$
\begin{equation*}
A_{2 r}+A_{2 r+1}+\cdots+A_{m r-1}>\frac{\pi}{2}\left(\frac{1}{\sqrt{ } n}+\frac{1}{\sqrt{ }(n-1)}+\cdots+\frac{1}{\sqrt{ }(n-m r-1)}\right)-c . \tag{10}
\end{equation*}
$$

Then using (9) and (10) we obtain for $m r \leqslant v \leqslant n-1$

$$
\begin{aligned}
A_{2 r}+A_{2 r+1}+\cdots+A_{v}+\frac{\pi^{2}}{2 A_{v+1}} & =A_{2 r}+\cdots+A_{m r-1}+A_{m r}+\cdots+A_{v}+\frac{\pi^{2}}{2 A_{v+1}} \\
& >\frac{\pi}{2}\left(\frac{1}{\sqrt{ } n}+\cdots+\frac{1}{\sqrt{ }(n-m r-1)}+\frac{1}{\sqrt{ }(n-m r)}\right. \\
& \left.+\cdots+\frac{1}{\sqrt{ }(n-v)}+2 \sqrt{ }(n-v-1)\right) \\
& -c>\pi \sqrt{ } n-c .
\end{aligned}
$$

The inequality (4) is proved.
We shall prove (5) using (7). We have for $1 \leqslant i \leqslant m-2$

$$
\begin{gathered}
\left(\frac{\pi^{2}}{4}-\frac{2.1}{\mathrm{e}^{i+1}}\right) \frac{1}{A_{(2+i) r}}+\frac{\pi^{2}}{4 A_{2 m r}} \geqslant\left(\frac{\pi^{2}}{4}-\frac{2.1}{\mathrm{e}^{i+1}}\right) \frac{2 \sqrt{ } n}{\pi\left(1-\frac{1}{\mathrm{e}^{i+1}}\right)}+\frac{\pi}{2} \sqrt{ }(n-2 m r) \\
\quad=\frac{\pi}{2} \sqrt{ } n+\left(\frac{\pi^{2}}{4}-2.1\right) \frac{2 \sqrt{ } n}{\pi\left(\mathrm{e}^{i+1}-1\right)}+\frac{\pi}{2} \sqrt{ } n \sqrt{ }\left(1-\frac{2 m r}{n}\right)
\end{gathered}
$$

$$
\begin{aligned}
& >\frac{\pi}{2} \sqrt{ } n+c \frac{\sqrt{ } n}{\mathrm{e}^{m}}+\frac{\pi \sqrt{ } n}{2}\left(1-\frac{m r}{n}-2\left(\frac{m r}{n}\right)^{2}\right) \\
& >\pi \sqrt{ } n+c n^{1 / 2-1 / 2 \pi}-c \ln n-c>\pi \sqrt{ } n+\ln n
\end{aligned}
$$

where $n>2 n_{0}, n_{0}$ sufficiently large. Thus (5) is proved.
It remains to prove (6). Using (7), (8) we obtain for $0 \leqslant k \leqslant l(v), m r \leqslant v \leqslant$ $n-n_{0}$,
$A_{v-k}+A_{v-k+1}+\cdots+A_{v+k}$
$\leqslant \frac{\pi}{2}\left(\frac{1}{\sqrt{ }(n-v+k)}+\frac{1}{\sqrt{ }(n-v+k-1)}+\cdots+\frac{1}{\sqrt{ }(n-v-k)}\right)$
$\leqslant \pi(\sqrt{ }(n-v+k+1 / 2)-\sqrt{ }(n-v-k-1 / 2))$
$=\frac{\pi(2 k+1)}{\sqrt{ }(n-v+k+1 / 2)+\sqrt{ }(n-v-k-1 / 2)}$

$\leqslant \frac{(2 k+1) A_{v}}{1-\frac{1}{2} \frac{(l(v)+1 / 2)^{2}}{(n-v)^{2}}} \leqslant \frac{(2 k+1) A_{v}}{1-\frac{1\left(\sqrt{(n-v) \ln \sqrt{(n-v)+1 / 2)^{2}}} \frac{(n-v)^{2}}{2}\right.}{1-\frac{(2 k+1) A_{v}}{4 \sqrt{(n-v)}}}<\frac{\pi}{1-2}}$
$=\frac{(2 k+1) A_{v}}{1-A_{v} / 2}<(2 k+1) A_{v}\left(1+A_{v}\right)$,
where $n-v>n_{0}$. The inequality (6) is proved.
Next we put

$$
\begin{equation*}
p(x)=\prod_{j=0}^{n-1}\left(x+\xi_{j}\right), \quad \xi_{j}=\exp \left\{-\left(A_{0}+A_{1}+\cdots+A_{j}\right)+2 r A_{0}\right\} . \tag{11}
\end{equation*}
$$

Note that $1=\xi_{2 r-1}>\xi_{2 r}>\cdots>\xi_{n-1}>0$.
Lemma 4.7. We have

$$
\begin{align*}
x\left|\frac{p(-x)}{p(x)}\right|<c \mathrm{e}^{-\pi / n}, & 0 \leqslant x \leqslant 1,  \tag{12}\\
\left|\frac{p(-x)}{p(x)}\right|<\pi / 4, & \xi_{n-1} \leqslant x \leqslant 1 . \tag{13}
\end{align*}
$$

Proof. Obviously if $x=\xi_{j}$ then the inequalities (12) and (13) are true. In what follows we shall use the fact that $(a-x) /(a+x), a>0$, is a decreasing function and for $0<a<x<b$ we have

$$
\begin{equation*}
\frac{(b-x)(x-a)}{(b+x)(x+a)} \leqslant \frac{(1-\sqrt{ }(a / b))^{2}}{\left(1+\sqrt{(a / b))^{2}}\right.} \tag{14}
\end{equation*}
$$

If $x \in\left(\xi_{v+1}, \xi_{v}\right), 0 \leqslant v \leqslant n-2$, then (14) gives us

$$
\begin{aligned}
\left|\frac{p(-x)}{p(x)}\right| & <\frac{\left(\xi_{v}-x\right)\left(x-\xi_{v+1}\right)}{\left(\xi_{v}+x\right)\left(x+\xi_{v+1}\right)} \leqslant\left(\frac{1-\sqrt{ }\left(\xi_{v} / \xi_{v+1}\right)}{\left.1+\sqrt{\left(\xi_{v} / \xi_{v+1}\right)}\right)^{2}}\right. \\
& \leqslant \frac{1-\exp \left(-\frac{1}{2} A_{v+1}\right)}{1+\exp \left(-\frac{1}{2} A_{v+1}\right)}<A_{v+1} / 2 \leqslant \pi / 4
\end{aligned}
$$

The inequality (13) is proved.
Now we prove (12). If $x \in\left(\xi_{v+1}, \xi_{v}\right)$ then

$$
\begin{equation*}
x\left|\frac{p(-x)}{p(x)}\right|=x \prod_{j=0}^{v} \frac{\xi_{j}-x}{\xi_{j}+x} \prod_{j=v+1}^{n-1} \frac{x-\xi_{j}}{x+\xi_{j}} . \tag{15}
\end{equation*}
$$

Let us consider the case when $(i+1) r \leqslant v<(i+2) r, 1 \leqslant i \leqslant m-2$. By (15) it follows that

$$
\begin{aligned}
x\left|\frac{p(-x)}{p(x)}\right| & <\prod_{j=0}^{v} \frac{\xi_{j}-\xi_{v+1}}{\xi_{j}+\xi_{v+1}} \prod_{j=v+1}^{2 m r} \frac{\xi_{v}-\xi_{j}}{\xi_{v}+\xi_{j}} \\
& =\prod_{j=0}^{v} \frac{1-\xi_{v+1} / \xi_{j}}{1+\xi_{v+1} / \xi_{j}} \prod_{j=v+1}^{2 m r} \frac{1-\xi_{j} / \xi_{v}}{1+\xi_{j} / \xi_{v}} .
\end{aligned}
$$

Since $A_{0} \leqslant A_{1} \leqslant A_{2} \leqslant \cdots$, for $1 \leqslant j \leqslant v$ we have

$$
\begin{aligned}
\xi_{v+1} / \xi_{j} & =\exp \left\{-\left(A_{j+1}+\cdots+A_{v+1}\right)\right\} \geqslant \exp \left\{-(v+1-j) A_{v+1}\right\} \\
& =\exp \left(-k A_{v+1}\right)>\exp \left\{-(k+1 / 2) A_{(j+2) r}\right\}
\end{aligned}
$$

where $k=v+1-j, 1 \leqslant k \leqslant v$.
Similarly if $v+1 \leqslant j \leqslant 2 m r$ then

$$
\begin{aligned}
\xi_{j} / \xi_{v} & =\exp \left\{-\left(A_{v+1}+\cdots+A_{j}\right)\right\} \geqslant \exp \left\{-(j-v) A_{j}\right\} \\
& >\exp \left\{-k A_{2 m r}\right\}>\exp \left\{-(k+1 / 2) A_{2 m r}\right\}
\end{aligned}
$$

where $k=j-v, 1 \leqslant v \leqslant 2 m r-v$.
Consequently
$x\left|\frac{p(-x)}{p(x)}\right|<c n \prod_{k=0}^{v} \frac{1-\exp \left\{-(k+1 / 2) A_{(j+2) r}\right\}}{1+\exp \left\{-(k+1 / 2) A_{(j+2) r}\right\}} \prod_{k=v+1}^{2 m r-v} \frac{1-\exp \left\{-\left(k+\frac{1}{2}\right) A_{2 m r}\right\}}{1+\exp \left\{-\left(k+\frac{1}{2}\right) A_{2 m r}\right\}}$,
where we have used the fact that

$$
\begin{aligned}
& \frac{1+\exp \left\{-A_{(j+2) r} / 2\right\}}{1-\exp \left\{-A_{(j+2) r} / 2\right\}} \cdot \frac{1+\exp \left\{-A_{2 m r} / 2\right\}}{1-\exp \left\{-A_{2 m r} / 2\right\}}<\left(\frac{1+\exp \left\{-\frac{1}{2} A_{(j+2) r}\right\}}{1-\exp \left\{-\frac{1}{2} A_{(j+2) r}\right\}}\right)^{2} \\
& \quad=\frac{c}{\left(\exp \left\{\frac{1}{2}\left(1-\frac{1}{c}\right) \frac{\pi}{2 \sqrt{n}}\right\}-1\right)^{2}}<c n
\end{aligned}
$$

In our case

$$
v \geqslant(j+1) r>2 \sqrt{ } n \ln \mathrm{e}^{j+1}>\frac{2 \sqrt{ } n}{\pi\left(1-\mathrm{e}^{-j-1}\right)} \ln \mathrm{e}^{j+1}=\frac{\ln \mathrm{e}^{j+1}}{A_{(j+2) r}}
$$

and

$$
2 m r-v \geqslant m r>\frac{2}{\pi} \sqrt{ } n \ln \sqrt{ } n>\frac{2}{\pi} \sqrt{ }(n-2 m r) \ln \frac{2}{\pi} \sqrt{ }(n-2 m r)=\frac{r^{\prime}}{A_{2 m r}} \ln \frac{1}{A_{2 m r}} .
$$

Then using lemma 4.5 on the product in (15) we obtain

$$
x\left|\frac{p(-x)}{p(x)}\right|<4 c n \exp \left\{-\frac{\pi^{2}}{4} \frac{1}{A_{(j+2) r}}+2.1 \frac{1}{\mathrm{e}^{j+1} \overline{A_{(j+2) r}}}-\frac{\pi^{2}}{4 A_{2 m r}}+2.1\right\}
$$

and by (5) we get

$$
x\left|\frac{p(-x)}{p(x)}\right| \leqslant c n \exp \{-\pi \sqrt{ } n-\ln n\}=c \exp \{-\pi \sqrt{ } n\} .
$$

Thus (12) is proved in the considered case.
Now let $m r \leqslant v \leqslant n-n_{0}$. If we put $a=\xi_{v+1+k}$ and $b=\xi_{v-k}, 0 \leqslant k \leqslant l$, in (14) we get by (15)

$$
\begin{align*}
x\left|\frac{p(-x)}{p(x)}\right| & <x \prod_{j=v-l}^{v} \frac{\xi_{j}-x}{\xi_{j}+x} \prod_{j=v+1}^{v+l+1} \frac{x-\xi_{j}}{x+\xi_{j}} \\
& <x \prod_{k=0}^{l}\left(1-\sqrt{ }\left(\xi_{v+1+k} / \xi_{v-k}\right)\right)^{2}\left(1+\sqrt{ }\left(\xi_{v+1+k} / \xi_{v-k}\right)\right)^{-2} \tag{17}
\end{align*}
$$

By (6) we have

$$
\begin{aligned}
\xi_{v+1+k} / \xi_{v-k} & =\exp \left\{-\left(A_{v-k+1}+\cdots+A_{v+k+1}\right)\right\} \\
& >\exp \left\{-(2 k+1) A_{v+1}\left(1+c A_{v+1}\right)\right\}
\end{aligned}
$$

and

$$
x<\xi_{v}<c \exp \left\{-\left(A_{2 r}+A_{2 r+1}+\cdots+A_{v}\right)\right\} .
$$

Then by (17) we get

$$
\begin{align*}
x\left|\frac{p(-x)}{p(x)}\right| & <c \exp \left\{-\left(A_{2 r}+A_{2 r+1}+\cdots+A_{v}\right)\right\} \\
& \cdot \prod_{k=0}^{l} \frac{1-\exp \left\{-(k+1 / 2) A_{v+1}\left(1+c A_{v+1}\right)\right\}}{1+\exp \left\{-(k+1 / 2) A_{v+1}\left(1+c A_{v+1}\right)\right\}} . \tag{18}
\end{align*}
$$

We have

$$
l(v)+1>\frac{1}{A_{v}} \ln \frac{1}{A_{v}} \geqslant \frac{1}{A_{v+1}} \ln \frac{1}{A_{v+1}}>\frac{1}{A_{v+1}\left(1+c A_{v+1}\right)} \ln \frac{1}{A_{v+1}\left(1+c A_{v+1}\right)}
$$

Then by (18), (4), using lemma 4.5 we get

$$
\begin{aligned}
x\left|\frac{p(-x)}{p(x)}\right| & \leqslant c \exp \left\{-\left(A_{2 r}+\cdots+A_{v}\right)\right\} \cdot 2 \exp \left\{-\frac{2 \pi^{2}}{4} \frac{1}{A_{v+1}\left(1+c A_{v+1}\right)}+2 \cdot 2.1\right\} \\
& \leqslant c \exp \left\{-\left(A_{2 r}+\cdots+A_{v}+\frac{\pi^{2}}{2 A_{v+1}}\right)\right\} \leqslant c \exp (-\pi \sqrt{ } n)
\end{aligned}
$$

Now let $0 \leqslant x \leqslant \xi_{n-n_{0}}$. Then by (4) we obtain

$$
\begin{aligned}
x\left|\frac{p(-x)}{p(x)}\right| & \leqslant x \leqslant \xi_{n-n_{0}}=\exp \left\{-\left(A_{0}+\cdots+A_{n-n_{0}}\right)-2 r A_{0}\right\} \\
& \leqslant c \exp \left\{-\left(A_{2 r}+A_{2 r+1}+\cdots+A_{n-n_{0}}+\frac{\pi^{2}}{2 A_{n-n_{0}+1}}\right)\right\} \\
& <c \exp (-\pi \sqrt{ } n)
\end{aligned}
$$

We can now complete the proof of the upper bound in theorem 4.2.
Let us consider Newman's rational function

$$
r(x)=x \frac{p(x)-p(-x)}{p(x)+p(-x)}
$$

where $p$ is the polynomial from (11). Obviously $r$ is an even function and $r \in R_{n+1}$.

Since $p(-x) \geqslant 0$ for $x \in\left[0, \xi_{n-1}\right]$, for $x \in\left[0, \xi_{n-1}\right]$ we have

$$
|x-r(x)|=x-r(x) \leqslant x \leqslant \xi_{n-1}<c \exp (-\pi \sqrt{ } n)
$$

If $x \in\left[\xi_{n-1}, 1\right]$ then by (12) and (13) we get

$$
|x-r(x)|=\frac{2 x|p(-x) / p(x)|}{|1+p(-x) / p(x)|}<c \mathrm{e}^{-\pi \sqrt{n}}
$$

Consequently

$$
R_{n+1}(|x|)_{C[-1,1]} \leqslant c \mathrm{e}^{-\pi \sqrt{n}}
$$

which implies the upper bound in theorem 4.2.

### 4.3 Zolotarjov's results

There are few examples where we can solve the problem of finding exactly the best uniform rational approximation. Some, but very important, examples
were given by E.I. Zolotarjov more than a hundred years ago (see Zolotarjov (1877)).

Following N.I. Ahiezer $(1965,1970)$, we shall consider here four of the problems which can be solved by the technique developed by Zolotarjov. This technique involves elliptic functions.

Problem 1. Let $0<k<1$. Find $\tilde{r}_{n} \in R_{n}$ such that

$$
\begin{equation*}
\left\|\operatorname{sign} x-\tilde{r}_{n}(x)\right\|_{\mathcal{C}(G(k))}=\inf \left\{\|\operatorname{sign} x-r(x)\|_{C(G(k))}: r \in R_{n}\right\}=R_{n}(k) \tag{1}
\end{equation*}
$$

where $G(k)=[-1,-k] \cup[k, 1]$.
This problem leads to the rational approximation of the step function and rational uniform approximation of $|x|$, problems which are basic in the theory of rational approximation of functions.

Problem 1 can be formulated by linear transformation in the following equivalent way.

Problem 1'. Let $0<k<1$. Find $r_{n} \in R_{n}$ such that

$$
\left\|\operatorname{sign} x-r_{n}(x)\right\|_{C_{(\Delta(k)}}=\inf \left\{\|\operatorname{sign} x-r(x)\|_{C_{(\Delta(k))}}: r \in R_{n}\right\}=R_{n}(k)
$$

where $\Delta(k)=[-1 / k,-1] \cup[1,1 / k]$.
Problem 2. Let $0<\kappa<1$. Let us set

$$
\tilde{R}_{n}=\left\{r: r \in R_{n},|r(x)| \geqslant 1 \text { for }|x| \geqslant 1 / \kappa\right\}
$$

Find $q_{n} \in \tilde{R}_{n}$ such that

$$
\left\|q_{n}\right\|_{C[-1.1]}=\inf \left\{\|r\|_{C_{[-1,1]}}: r \in \widetilde{R}_{n}\right\}
$$

Problem 3. Let $0<\theta<1$. Find $s_{n} \in R_{n}$ such that

$$
\left\|1-\sqrt{ } x s_{n}(x)\right\|_{C[\theta, 1]}=\inf \left\{\|1-\sqrt{ } x r(x)\|_{C[\theta, 1]}: r \in R_{n}\right\} .
$$

Problem 4. Let $0<k<1$. Find $\bar{r}_{n} \in R_{n}$ such that

$$
\left\|1-\sqrt{ }\left(1-k^{2} x\right) \bar{r}_{n}(x)\right\|_{C[0,1]}=\inf \left\{\left\|1-\sqrt{ }\left(1-k^{2} x\right) r(x)\right\|_{C[0,1]}: r \in R_{n}\right\}
$$

Obviously problems 3 and 4 are equivalent - setting $u=1-k^{2} x, \theta=1-k^{2}$ we obtain from problem 4 problem 3 and setting $1-k^{2} u=x, k^{2}=1-\theta$, we obtain from problem 3 problem 4.

We shall prove now that problems 1 and 2 are also equivalent.
Theorem 4.3. Problems 1 and 2 are equivalent.
Proof. It will be sufficient to prove that problems $1^{\prime}$ and 2 are equivalent. Let us show that problem $1^{\prime}$ is equivalent to problem 2 . Let $q_{n}=p / q$ be a
solution of problem $2 .{ }^{\dagger}$ Then $p$ has degree exactly $n$. If not, then for the rational function $q_{n}^{*}(x)=\kappa x p(x) / q(x)$ we have
(a) $q_{n}^{*} \in \widetilde{R}_{n}$, since $\left|q_{n}^{*}(x)\right| \geqslant \kappa|x|\left|q_{n}(x)\right| \geqslant\left|q_{n}(x)\right| \geqslant 1$ for $|x|>1 / \kappa$,
(b) $\max _{x \in[-1,1]}\left|q_{n}^{*}(x)\right|=\kappa \max _{x \in[-1,1]}\left|q_{n}(x)\right|<\left\|q_{n}\right\|_{C[-1,1]}$,
which contradicts the definition of $q_{n}$.
It is also evident that we must have

$$
\min \left\{\left|q_{n}(x)\right|:|x| \geqslant 1 / \kappa\right\}=1
$$

Now let $m=\max _{x \in[-1,1]}\left|q_{n}(x)\right|$. Obviously $0<m<1$.
Let us consider the rational function $r_{n} \in R_{n}$ given parametrically by

$$
\left.\begin{array}{rl}
r_{n}(x) & =\frac{(1-m)\left(q_{n}(t)-\sqrt{ } m\right)}{(1+m)\left(q_{n}(t)+\sqrt{ } m\right)} \\
x & =\frac{(1+\sqrt{ } \kappa)(t \sqrt{ } \kappa-1)}{(1-\sqrt{ } \kappa)(t \sqrt{ } \kappa+1)} \tag{2}
\end{array}\right\}
$$

and let us set $k=(1-\sqrt{ } \kappa)^{2} /(1+\sqrt{ } \kappa)^{2}$.
We have, when $-1 \leqslant t \leqslant 1$, then $-1 / k \leqslant x \leqslant-1$, and when $|t| \geqslant 1 / \kappa$, then $1 \leqslant x \leqslant 1 / k$. On the other hand

$$
r_{n}(x)+1=\frac{2\left(q_{n}(t)+m \sqrt{ } m\right)}{(1+m)\left(q_{n}(t)+\sqrt{ } m\right)}
$$

and, since $\left\|q_{n}\right\|_{C[-1,1]}=m$,

$$
\begin{equation*}
\max _{x \in[-1 / k,-1]}\left|r_{n}(x)+1\right|=\max _{t \in[-1,1]}\left|\frac{2\left(q_{n}(t)+m \sqrt{ } m\right)}{(1+m)\left(q_{n}(t)+\sqrt{ } m\right)}\right|=\frac{2 \sqrt{ } m}{1+m} . \tag{3}
\end{equation*}
$$

Since $\min _{|t| \geqslant 1 / \kappa}\left|q_{n}(t)\right|=1$, we have by simple calculations

$$
\begin{equation*}
\max _{x \in[1,1 / k]}\left|r_{n}(x)-1\right|=\max _{|t| \geqslant 1 / k}\left|\frac{-2\left(m q_{n}(t)+\sqrt{ } m\right)}{(1+m)\left(q_{n}(t)+\sqrt{ } m\right)}\right|=\frac{2 \sqrt{ } m}{1+m} \tag{4}
\end{equation*}
$$

From (3) and (4) it follows that

$$
\begin{equation*}
\max _{x \in \Delta(k)}\left|\operatorname{sign} x-r_{n}(x)\right|=\frac{2 \sqrt{ } m}{1+m}=\mu(m) \tag{5}
\end{equation*}
$$

Let us remark now that $\mu(m)$ is a monotone increasing function for $m \in[0,1]$. From here and (5) it follows that $r_{n}$ is a solution of problem $1^{\prime}$. Indeed, if we assume that there exists another $\bar{r}_{n} \in R_{n}$ such that

$$
\begin{equation*}
\max _{x \in \Delta(k)}\left|\operatorname{sign} x-\bar{r}_{n}(x)\right|=\mu\left(m_{1}\right)<\mu(m), \quad m_{1}<m . \tag{6}
\end{equation*}
$$

[^5]Then, determinating $\bar{q}_{n}$ by means of $\bar{r}_{n}$ and $m_{1}$ instead of $r_{n}$ and $m$ by the converse formulas of (2), we obtain $\bar{q}_{n} \in \widetilde{R}_{n}$ with $\left\|\bar{q}_{n}\right\|_{C[-1,1]}=m_{1}<m$, which contradicts the definition of $q_{n}$ (this can be seen using the first equality in (4) for $\bar{r}_{n}, \bar{q}_{n}, m_{1}$ ). So $r_{n}$ is a solution of problem $1^{\prime}$.

We have shown that if $q_{n}$ is a solution of problem 2 then $r_{n}$ given by (2) is a solution of problem $1^{\prime}$. In the same way it is evident that if $r_{n}$ is a solution of problem $1^{\prime}$ then $q_{n}$ given by (2) is a solution of problem 2. The theorem is proved.

We shall give also a connection between problems 1 and 3, i.e. between all four problems. But before doing this let us consider some of the properties of the solutions of these problems.

Theorem 4.4. If $\tilde{r}_{n} \in R_{n}$ is a solution of problem 1 then $\tilde{r}_{n}$ realizes an alternation in $[-1,-k] \cup[k, 1]$, more exactly there exist $2 n+2$ points $x_{1}<x_{2}<\cdots<$ $x_{2 n+2}, x_{i} \in[-1,-k] \cup[k, 1], i=1, \ldots, 2 n+2$, such that

$$
\begin{equation*}
\operatorname{sign} x_{i}-\tilde{r}_{n}\left(x_{i}\right)=\varepsilon(-1)^{i}\left\|\operatorname{sign} x-\tilde{r}_{n}(x)\right\|_{C(G(k))}=\varepsilon(-1)^{i} \mu_{n}, \tag{7}
\end{equation*}
$$

where $\varepsilon= \pm 1, G(k)=[-1,-k] \cup[k, 1],\left\|\operatorname{sign} x-\tilde{r}_{n}\right\|_{C(G(k))}=\mu_{n}$.
The proof of this lemma is exactly the same as the proof of the second part of the characterization theorem for rational uniform approximation (theorem 2.2).

From this characterization theorem we derive the following.
Corollary 4.1. If $\tilde{r}_{n}=\varphi / \psi \in R_{n}$ is a solution of problem 1 , then the rational function $\left(1-\mu_{n}\right) \psi / \varphi \in R_{n}$ is also a solution of problem 1.

Corollary 4.2. Let us consider the equation

$$
\begin{equation*}
\left(\tilde{r}_{n}(x)-\operatorname{sign} x\right)^{2}=\mu_{n}^{2} . \tag{8}
\end{equation*}
$$

The points $-1,-k, k, 1$ are simple zeros of $(8)$. In $(-1,-k) \cup(k, 1)(8)$ has $2 n-2$ double zeros.

Corollary 4.3. Let $\tilde{r}_{n}=\varphi / \psi \in R_{n}$ be a solution of problem 1. Then in the interval $(-k, k)$ only one of the polynomials $\varphi$ and $\psi$ can have zeros.

In fact, if it is not so, the function $\left|\tilde{r}_{n}\right|$ must take the values $1-\mu_{n}, 1+\mu_{n}$ in the interval $(-k, k)$ so the number of zeros of ( 8 ) in $G(k)$ can not be $2 n+2$.

Corollary 4.4. There exists one unique solution of problem 1 which is bounded in $[-k, k]$.

Indeed, from corollaries 4.1 and 4.3 it follows that there exists a solution bounded in $[-k, k]$. The uniqueness follows from the alternation theorem 4.4 similarly to the uniqueness in theorem 2.2.

Corollary 4.5. The bounded solution in $[-k, k]$ of problem 1 is odd.
In fact, if $\tilde{r}_{n}=\varphi / \psi$ is a bounded solution of problem 1 , then $-\tilde{r}_{n}(-x)=$
$-\varphi(-x) / \psi(-x)$ is also a bounded solution of problem 1, and by corollary 4.4 we must have $\tilde{r}_{n}(x)=-\tilde{r}_{n}(-x)$, i.e. $\tilde{r}_{n}$ is odd.

For characterization of the solutions of problems 3 and 4 we shall use the following modification of theorem 2.2 (see Ahiezer (1965)).

Theorem 4.5. Let $[a, b]$ be a finite closed interval, $f \in C[a, b], s \in C[a, b], s(x)>0$ for $x \in[a, b]$. Let us consider

$$
R_{n}(f ; s)=\inf \left\{\|f-s r\|_{C[a, b]}: r \in R_{n}\right\} .
$$

There exists a unique $r^{*} \in R_{n}$ such that

$$
\left\|f-s r^{*}\right\|_{C[a, b]}=R_{n}(f ; s)
$$

Moreover $r^{*}$ realizes an alternation for $f$, i.e. there exist $N=2 n+2-d\left(r^{*}\right)$ points $x_{i}, i=1, \ldots, N, a \leqslant x_{1}<\cdots<x_{N} \leqslant b, d\left(r^{*}\right)$ the defect of $r^{*}$ (see chapter 2), such that

$$
f\left(x_{i}\right)-s\left(x_{i}\right) r^{*}\left(x_{i}\right)=\varepsilon(-1)^{i}\left\|f-s r^{*}\right\|_{C[a, b]}, \quad i=1, \ldots, N,
$$

where $\varepsilon= \pm 1$.
The proof of theorem 4.5 is similar to the proof of theorem 2.2.
Now let us see the connection between problems 1 and 3. Let $n$ be odd, $n=2 m+1$, and let $\tilde{r}_{n} \in R_{n}$ be the bounded solution in $[-k, k]$ of problem 1 . Since $\tilde{r}_{n}$ is odd, $\tilde{r}_{n}$ must have the representation $\tilde{r}_{n}(x)=x \varphi\left(x^{2}\right) / \psi\left(x^{2}\right)$, where $\varphi \in R_{m}$ and $\psi \in R_{m}$. By theorem 4.4 the difference sign $x-\tilde{r}_{n}(x)$ must alternate $4 m+2+2$ times at least in $[-1,-k] \cup[k, 1]$, and since $\tilde{r}_{n}$ is odd this difference alternates $2 m+2$ times in $[k, 1]$. Setting $x=\sqrt{ } u$ we see that the difference $1-\sqrt{ } u \varphi(u) / \psi(u)$ alternates $2 m+2$ times at least in $\left[k^{2}, 1\right]$ and therefore by theorem 4.5 the rational function $\varphi(u) / \psi(u) \in R_{m}$ is the solution of problem 3. We have obtained the following.

Theorem 4.6. Problems 1 and 2 for rational functions of degree $2 m+1$ are equivalent to problems 3 and 4 for rational functions of degree $m$.

Now we shall give the solution of problems 1 and 4. This solution uses elliptic functions, so we shall give some facts from the theory of elliptic functions.

The Jacobian elliptic function $\xi=\operatorname{sn}(u ; k)$ is defined by the elliptic integral

$$
u=\int_{0}^{\xi} \frac{\mathrm{d} t}{\sqrt{\left(\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)\right)}}, \quad 0<k<1
$$

where $k$ is called a modulus of the elliptic function.
The Jacobian elliptic function $\operatorname{dn}(u ; k)$ is given by

$$
\operatorname{dn}(u ; k)=\sqrt{ }\left(1-k^{2} \operatorname{sn}^{2}(u ; k)\right) ; \quad d(0 ; k)=1 .
$$

As usual we set

$$
K=\int_{0}^{1} \frac{\mathrm{~d} t}{\sqrt{\left(\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)\right)}}
$$

$K$ is called the complete elliptic integral of the first kind (for the modulus $k$ ).
Let us set $x=\operatorname{sn}^{2}(u ; k)$. When $u$ changes from 0 to $K, x$ changes from 0 to 1 .
The function $x=\operatorname{sn}^{2}(u ; k)$ is now defined for $u \in[0, k]$. If we set $\operatorname{sn}(u ; k)=$ $-\operatorname{sn}(-u ; k)$ for $u \in[-K, 0]$, we can consider $x=\operatorname{sn}^{2}(u ; k)$ as a $2 K$-periodic function if we set $\operatorname{sn}^{2}(u+2 K ; k)=\operatorname{sn}^{2}(u ; k)$.

In order to give the solution of problem 4, we need some notation.
Let us set

$$
\begin{equation*}
y=\frac{2}{1+\sqrt{\left(1-\lambda^{2}\right)}} \operatorname{dn}\left(\frac{u}{M} ; \lambda\right) \tag{9}
\end{equation*}
$$

where

$$
\left.\begin{array}{rl}
\lambda & =k^{2 m+1} \prod_{r=1}^{m} c_{2 r-1}^{2}  \tag{10}\\
M & =\prod_{r=1}^{m} c_{2 r-1} / c_{2 r} \\
c_{r} & =\operatorname{sn}^{2}\left(\frac{r K}{2 m+1} ; k\right), \quad r=0, \ldots, 2 m+1
\end{array}\right\}
$$

From the theory of elliptic functions it follows that the complete elliptic integral of the first kind for the modulus $\lambda$ is

$$
\begin{equation*}
L=\frac{K}{(2 m+1) M} \tag{11}
\end{equation*}
$$

Using one more fact from the theory of elliptic functions - the equality

$$
\operatorname{dn}\left(\frac{u}{M} ; \hat{\lambda}\right)=\operatorname{dn}(u ; k) \prod_{r=1}^{m} \frac{1-k^{2} c_{2 r-1} \operatorname{sn}^{2}(u ; k)}{1-k^{2} c_{2 r} \operatorname{sn}^{2}(u ; k)}
$$

where $\lambda, M, c_{r}$ are given by (10) (see Ahiezer (1970)) - we can write (9) as

$$
\begin{equation*}
y(x)=\frac{2}{1+\sqrt{\left(1-\lambda^{2}\right)}} \sqrt{ }\left(1-k^{2} x\right) \prod_{r=1}^{m} \frac{1-k^{2} c_{2 r-1} x}{1-k^{2} c_{2 r} x} \tag{12}
\end{equation*}
$$

If $u$ changes from 0 to $K=(2 m+1) M L, x$ will change from 0 to 1 , and $\operatorname{dn}(u / M ; \lambda)$ will be between $\operatorname{dn}(0 ; \lambda)=1$ and $\operatorname{dn}((2 m+1) L ; \lambda)$, which equals $\sqrt{ }\left(1-\lambda^{2}\right)$ since $\operatorname{dn}(L ; \lambda)=\sqrt{ }\left(1-\lambda^{2}\right)$ (see the definition of $\operatorname{dn}(u ; k)$ ) and $\operatorname{dn}(u ; \lambda)$ has period $2 L$. From here and (9) it follows that when $x \in[0,1]$ for $y(x)$ we have

$$
\begin{equation*}
1-\mu=\frac{2 \sqrt{ }\left(1-\lambda^{2}\right)}{1+\sqrt{ }\left(1-\lambda^{2}\right)} \leqslant y(x) \leqslant \frac{2}{1+\sqrt{ }\left(1-\lambda^{2}\right)}=1+\frac{1-\sqrt{ }\left(1-\lambda^{2}\right)}{1+\sqrt{ }\left(1-\lambda^{2}\right)}=1+\mu \tag{13}
\end{equation*}
$$

On the other hand in the points $u=0,2 M L, 4 M L, \ldots, 2 m M L, y(x)=y(x(u))$ has the value $1+\mu$, since

$$
\begin{array}{r}
y(x(2 s M L))=(1+\mu) \operatorname{dn}\left(\frac{2 s M L}{M} ; \lambda\right)=(1+\mu) \operatorname{dn}(2 s L ; \lambda)=1+\mu, \\
i=0, \ldots, m
\end{array}
$$

and at the points $u=M L, 3 M L, \ldots,(2 m+1) M L, y(x)=y(x(u))$ has the value $1-\mu$, since $y$ in these points is equal to $(1+\mu) \mathrm{dn}((2 s+1) L ; \lambda)=$ $(1+\mu) \sqrt{ }\left(1-\lambda^{2}\right)=1-\mu$.

We have from (10) and (11)

$$
c_{r}=\operatorname{sn}^{2}\left(\frac{r K}{2 m+1} ; k\right)=\operatorname{sn}^{2}(r M L ; k) .
$$

This shows that at the points $x_{r}=c_{r}, r=0, \ldots, 2 m+1,0 \leqslant x_{0}<x_{1}<\cdots<$ $x_{2 m+1} \leqslant 1$, the function $y(x)$ alternately has values $1+\mu$ and $1-\mu$. Together with (13) and (12) this gives

$$
\begin{array}{r}
1-\sqrt{ }\left(1-k^{2} x_{r}\right) \bar{r}_{m}\left(x_{r}\right)=(-1)^{r+1}\left\|1-\sqrt{ }\left(1-k^{2} x\right) \bar{r}_{m}(x)\right\|_{C[0,1]}, \\
r=0, \ldots, 2 m+1, \\
\bar{r}_{m}(x)=\frac{2}{1+\sqrt{ }\left(1-\lambda^{2}\right)} \prod_{r=1}^{m} \frac{1-k^{2} c_{2 r-1} x}{1-k^{2} c_{2 r} x} . \tag{15}
\end{array}
$$

From (15) we obtain the result that $\bar{r}_{m} \in R_{m}$. Therefore (14) and theorem 4.5 give us that $\bar{r}_{m}$ is the solution of problem 4 for $n=m$.

Theorem 4.7. The solution $\bar{r}_{m}$ of problem $4(n=m)$ is given by (15), where $\lambda$, $c_{r}$ are given by (10).

Now we shall give the solution of problem 1.
Theorem 4.8 (Zolotarjov, 1877). The solution of problem 1 is given by

$$
\left.\begin{array}{rl}
\tilde{r}_{n}(x) & =(1-l) \operatorname{sn}\left(\frac{u}{M} ; \lambda\right),  \tag{16}\\
x & =k \operatorname{sn}(u ; k), \\
\lambda & =\frac{1-l}{1+l}, \quad L^{\prime}=\frac{K^{\prime}}{n M}, \quad L=\frac{K}{M},
\end{array}\right\}
$$

where $K, L$ are the complete elliptic integrals of the first kind for the modulus $k$ and $\lambda$ respectively, and $K^{\prime}, L^{\prime}$ are the complete elliptic integrals for the complementary moduli $k^{\prime}, \lambda^{\prime}$, and $l=R_{n}(k)$ (see (1)).

Remark. Let us remember that the complementary modulifor $k, \lambda$ are given by

$$
k^{2}+k^{\prime 2}=1, \quad \lambda^{2}+\lambda^{\prime 2}=1
$$

Proof of theorem 4.8. We shall show that $\tilde{r}_{n} \in R_{n}$ and the difference $\operatorname{sign} x-\tilde{r}_{n}(x)$ alternates $2 n+2$ times on $G(k)=[-1,-k] \cup[k, 1]$.

We shall use the following formula from the theory of elliptic functions (see Ahiezer (1970)):

$$
\begin{equation*}
\operatorname{sn}\left(\frac{u}{M} ; \lambda\right)=\frac{\operatorname{sn}(u ; k)}{M} \prod_{r=1}^{[n / 2]} \frac{1+\frac{\operatorname{sn}^{2}(u ; k)}{c_{2 r}}}{1+\frac{\operatorname{sn}^{2}(u ; k)}{c_{2 r-1}}} \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{r}=\frac{\operatorname{sn}^{2}\left(r K^{\prime} / n ; k^{\prime}\right)}{1-\operatorname{sn}^{2}\left(r K^{\prime} / n ; k^{\prime}\right)} \tag{18}
\end{equation*}
$$

Since $1-l=2 \lambda /(1+\lambda)$, we obtain from (16) and (17)

$$
\tilde{r}_{n}(x)=\frac{p(x)}{q(x)}=\frac{2 \lambda}{1+\lambda} \frac{x}{k M} \prod_{r=0}^{[n / 2]} \frac{1+x^{2} / k^{2} c_{2 r}}{1+x^{2} / k^{2} c_{2 r-1}}
$$

From the properties of $\operatorname{sn}\left(u ; k^{\prime}\right)$ (see below) we have $\operatorname{sn}\left(K^{\prime} ; k^{\prime}\right)=1$, therefore $1 / c_{n}=0$. From here and (17), (18) we obtain that, if $n$ is odd, then $p \in P_{n}$, $q \in P_{n-1}$, and, if $n$ is even, then $p \in P_{n-1}, q \in P_{n}$. Therefore for all $n$ we have $\tilde{r}_{n} \in R_{n}$.

Now we shall prove that the difference $\operatorname{sign} x-\tilde{r}_{n}(x)$ alternates at least $2 n+2$ times in $G(k)$ (it alternates exactly $2 n+2$ times). To show this we need some more properties of $\operatorname{sn}(u ; k)$. From the theory of Jacobian elliptic functions (see Ahiezer (1970)) we have that $\operatorname{sn}(u ; k)$ has two periods: $4 K$ and $2 \mathrm{i} K^{\prime}$. We shall need the following values of $\operatorname{sn}(u ; k)$ :

$$
\begin{gathered}
\operatorname{sn}(0 ; k)=\operatorname{sn}(2 K ; k)=0, \quad \operatorname{sn}(K ; k)=1 \\
\operatorname{sn}\left(K+\mathrm{i} K^{\prime} ; k\right)=1 / k, \quad \operatorname{sn}\left(K^{\prime} ; k^{\prime}\right)=1
\end{gathered}
$$

And evidently, since $L$ is the complete elliptic integral of the first kind for modulus $\lambda, 4 L$ and $2 \mathrm{i} L^{\prime}$ are the periods of $\operatorname{sn}(u ; \lambda)$ and $\operatorname{sn}(0 ; \lambda)=\operatorname{sn}(2 L ; \lambda)=0$;

$$
\operatorname{sn}(L ; \lambda)=1, \quad \operatorname{sn}\left(L+\mathrm{i} L^{\prime} ; \lambda\right)=1 / \lambda
$$

Since $x=k \operatorname{sn}(u ; k)$ we obtain from here that when $v$ changes in [ $\left.0, K^{\prime}\right]$, $u=K+\mathrm{i} v, x$ changes in $[k, 1]$. We have, if we set $w=v / M$,

$$
\tilde{r}_{n}(x)=(1-l) \operatorname{sn}\left(\frac{u}{M} ; \lambda\right)=(1-l) \operatorname{sn}\left(\frac{K}{M}+\mathrm{i} \frac{v}{M} ; \lambda\right)=(1-l) \operatorname{sn}(L+\mathrm{i} w ; \lambda)
$$

Since $\lambda$ is the modulus for $L, \tilde{r}_{n}$ changes in the interval $[1-l, 1+l]$ and takes alternately the values $1-l$ and $1+l$ at $n+1$ points $w=0, L^{\prime}$, $2 L^{\prime}, \ldots, n L^{\prime}$, or, what is the same, in the points

$$
v=0, \quad \frac{K^{\prime}}{n}, \quad \frac{2 K^{\prime}}{n}, \ldots, \frac{n K^{\prime}}{n} .
$$

The analogous situation is in the interval $[-1,-k]$, so $\tilde{r}_{n}$ alternates $2 n+2$ times in $G(k)$. So $\tilde{r}_{n}$ given by (16) is the solution of problem 1.

Let us mention that from (16), using the asymptotics developments of the elliptic functions, it is possible by means of long calculations to obtain the Newman result for $|x|$, or the Gonchar result for $\operatorname{sign} x$ :

$$
R_{n}(\operatorname{sign} x)_{C(G(k))}=\mathrm{O}\left(\mathrm{e}^{-c n / \ln (1 / k)}\right)
$$

which gives $R_{n}(|x|)_{C[-1,1]}=O\left(\mathrm{e}^{-c \sqrt{ } n}\right)$.
But nobody before 1964, when Newman's result appeared, had made these calculations. So in our opinion the exact solution of problem 1 has not the same value for the development of the quantitative theory of rational approximations as Newman's result.

### 4.4 Uniform approximation of $\mathrm{e}^{\boldsymbol{x}}$ on [-1, 1]: Meinardus conjecture

In this section we shall consider the problem of uniform rational approximation of the function $\mathrm{e}^{x}$ on the interval $[-1,1]$. We shall consider best rational approximation of order ( $n, m$ ) (see chapter 2). The Meinardus conjecture for this approximation (see Meinardus (1967)) was proved by D. Braess (1984). We shall give here his elegant proof.

We shall use the notation

$$
R_{n m}\left(\mathrm{e}^{x}\right) \equiv R_{n m}\left(\mathrm{e}^{x}\right)_{C[-1,1]}=\inf \left\{\|f-r\|_{C[-1,1]}: r \in R_{n m}\right\}
$$

Theorem 4.9. We have

$$
\begin{equation*}
R_{n m}\left(\mathrm{e}^{x}\right)=\frac{2^{-m-n} n!m!}{(n+m)!(n+m+1)!}(1+\mathrm{o}(1))^{\dagger} \tag{1}
\end{equation*}
$$

as $n+m \rightarrow \infty$.
Proof. The crucial point in the proof is Newman's trick (see D. Newman (1979b)). It gives a connection between the rational approximations on the interval and on the circle. Let the rational function $p / q \in R_{n m}$. Given $x \in[-1,1]$, put $z=(x+i y) / 2$, where $x^{2}+y^{2}=1$. Then

$$
\begin{equation*}
r(x)=\frac{p(z) p(\bar{z})}{q(z) q(\bar{z})} \tag{2}
\end{equation*}
$$

is again a rational function and $r \in R_{n m}$, i.e. the degree is not doubled when products of this special form are taken. In order to understand this let us consider the product of two linear expressions. We have

$$
(a z+b)(a \bar{z}+b)=a b(z+\bar{z})+a^{2} z \bar{z}+b^{2}=a b x+a^{2} / 4+b^{2}
$$

$\dagger \mathrm{O}(1) \xrightarrow[n+m \rightarrow \infty]{ } 0$.
if $|z|=1 / 2$.
If $\alpha$ and $\beta$ are complex numbers, then

$$
\alpha \bar{\alpha}-\beta \bar{\beta}=2 \operatorname{Re}\{\bar{\alpha}(\alpha-\beta)\}-|\alpha-\beta|^{2} .
$$

By applying these equalities to the product $\mathrm{e}^{x}=\mathrm{e}^{z} \mathrm{e}^{\bar{z}}$ we obtain

$$
\begin{equation*}
\mathrm{e}^{x}-r(x)=2 \operatorname{Re}\left\{\mathrm{e}^{z}\left(\mathrm{e}^{z}-\frac{p(z)}{q(z)}\right)\right\}-\left|\mathrm{e}^{z}-\frac{p(z)}{q(z)}\right|^{2} \tag{3}
\end{equation*}
$$

Let us assume that $q \mathrm{e}^{z}-p$ has $m+n+1$ zeros in the disk $|z|<\frac{1}{2}$, counted with their multiplicities, but $q$ has none. Then

$$
\begin{align*}
& 2 \min _{|z|=1 / 2}\left|\mathrm{e}^{z}\left(\mathrm{e}^{z}-\frac{p}{q}\right)\right|-\max _{|z|=1 / 2}\left|\mathrm{e}^{z}-\frac{p}{q}\right|^{2} \leqslant R_{n m}\left(\mathrm{e}^{x}\right) \\
& \quad \leqslant 2 \max _{|z|=1 / 2}\left|\mathrm{e}^{z}\left(\mathrm{e}^{z}-\frac{p}{q}\right)\right|+\max _{|z|=1 / 2}\left|\mathrm{e}^{z}-\frac{p}{q}\right|^{2} \tag{4}
\end{align*}
$$

Indeed, the upper estimate is obvious from (3). The lower bound will be derived by using de la Vallee-Poussin's theorem 2.3. As usual we denote by $\arg w$ the argument of the complex number $w$. Note that

$$
\operatorname{Re}\left\{\mathrm{e}^{\bar{z}}\left(\mathrm{e}^{z}-\frac{p}{q}\right)\right\}=\left\{\begin{array}{l}
\left|\mathrm{e}^{z}\left(\mathrm{e}^{z}-\frac{p}{q}\right)\right|, \arg \left\{\mathrm{e}^{\bar{z}}\left(\mathrm{e}^{z}-\frac{p}{q}\right)\right\} \equiv 0(\bmod 2 \pi)  \tag{5}\\
-\left|\mathrm{e}^{z}\left(\mathrm{e}^{z}-\frac{p}{q}\right)\right|, \arg \left\{\mathrm{e}^{\bar{z}}\left(\mathrm{e}^{z}-\frac{p}{q}\right)\right\} \equiv \pi(\bmod 2 \pi)
\end{array}\right.
$$

Let us denote

$$
h(z)=\frac{\mathrm{e}^{-z}}{q(z)}\left(q(z) \mathrm{e}^{z}-p(z)\right) .
$$

By assumption $h$ has $n+m+1$ zeros in $|z|<1 / 2$ (every zero counted with its multiplicity) and $h$ has no poles. Consequently $h$ has winding number $n+m+1$ for the circle $|z|=1 / 2$. Hence, when an entire circuit has been completed,

$$
\arg .\{h(z)\}=\arg \left\{\mathrm{e}^{z}\left(\mathrm{e}^{z}-\frac{p(z)}{q(z)}\right)\right\}
$$

is increased by $(n+m+1) \cdot 2 \pi$. The argument is increased by $(n+m+1) \pi$ as $z$ traverses the upper half of the circle, since $h(x)$ is real for $x$ on the real line.

Thus $h$ has real values on $n+m+2$ points $z_{k}=\left(x_{k}+\mathrm{i} y_{k}\right) / 2$ with $1=x_{0}>$ $x_{1}>\cdots>x_{n+m+1}=-1, y_{k} \geqslant 0, k=0, \ldots, n+m+1$, and the sign changes between each pair of consecutive points. The same is true for $\mathrm{e}^{\bar{z}}\left(\mathrm{e}^{z}-p / q\right)$.

Then by (3) and (5) it follows that

$$
\begin{array}{r}
\mathrm{e}^{x_{k}}-r\left(x_{k}\right)=(-1)^{k} 2\left|\mathrm{e}^{\bar{z}_{k}}\left(\mathrm{e}^{z_{k}}-\frac{p\left(z_{k}\right)}{q\left(z_{k}\right)}\right)\right|-\left|\mathrm{e}^{z_{k}}-\frac{p\left(z_{k}\right)}{q\left(z_{k}\right)}\right|^{2} \\
k=0, \ldots, n+m+1 .
\end{array}
$$

From de la Vallée-Poussin's theorem 2.3 we get

$$
R_{n m}\left(\mathrm{e}^{x}\right) \geqslant \min _{|z|=1 / 2}\left|\mathrm{e}^{\bar{z}}\left(\mathrm{e}^{z}-\frac{p(z)}{q(z)}\right)\right|-\min _{|z|=1 / 2}\left|\mathrm{e}^{z}-\frac{p(z)}{q(z)}\right|^{2}
$$

The lower bound in (4) is proved.
In order to apply the estimates (4) we need a rational approximation to $\mathrm{e}^{z}$ on the circle $|z|=1 / 2$. We shall use the ( $n, m$ )-Padé-approximation (compare with chapter 12). We shall use the polynomials (see O. Perron (1957))

$$
\left.\begin{array}{l}
p(z)=\int_{0}^{\infty} t^{m}(t+z)^{n} \mathrm{e}^{-t} \mathrm{~d} t  \tag{6}\\
q(z)=\int_{0}^{\infty} t^{n}(t-z)^{m} \mathrm{e}^{-t} \mathrm{~d} t
\end{array}\right\}
$$

We shall show that the polynomials from (6) give the corresponding Padé-approximation. We have $p / q \in R_{n m}, q(0)=(m+n)!\neq 0$. Let us consider the remainder term:

$$
\begin{aligned}
\mathrm{e}^{z} q(z)-p(z) & =\int_{0}^{\infty} t^{n}(t-z)^{m} \mathrm{e}^{z-t} \mathrm{~d} t-\int_{0}^{\infty} t^{m}(t+z)^{n} \mathrm{e}^{-t} \mathrm{~d} t \\
& =\int_{0}^{\infty}(t-z)^{m} t^{n} \mathrm{e}^{z-t} \mathrm{~d} t-\int_{z}^{\infty}(t-z)^{m} t^{n} \mathrm{e}^{z-t} \mathrm{~d} t \\
& =\int_{0}^{z}(t-z)^{m} t^{n} \mathrm{e}^{z-t} \mathrm{~d} t \\
& =z^{n+m+1} \int_{0}^{1}(u-1)^{m} u^{n} \mathrm{e}^{(1-u) z} \mathrm{~d} u \\
& =(-1)^{m} z^{n+m+1} \int_{0}^{1} u^{m}(1-u)^{n} \mathrm{e}^{u z} \mathrm{~d} u
\end{aligned}
$$

i.e.

$$
\begin{equation*}
\mathrm{e}^{z} q(z)-p(z)=(-1)^{m} z^{n+m+1} \int_{0}^{1} u^{m}(1-u)^{n} \mathrm{e}^{u z} \mathrm{~d} u \tag{7}
\end{equation*}
$$

Since the integral in (7) is bounded for $|z| \leqslant 1$, we have

$$
\mathrm{e}^{z} q(z)-p(z)=\mathrm{O}\left(z^{n+m+1}\right)
$$

and (6) provides the $(n, m)$-Padé-approximation for $\mathrm{e}^{z}$ (compare with the definition in chapter 12).

In order to estimate the integral in (7) we note that

$$
\begin{equation*}
\left|\mathrm{e}^{u z-u_{0} z}-1-z\left(u-u_{0}\right)\right| \leqslant \frac{1}{2}\left(u-u_{0}\right)^{2}|z|^{2} \mathrm{e}^{|z|} \tag{8}
\end{equation*}
$$

whenever $\left|u-u_{0}\right| \leqslant 1$. This estimate follows by the Taylor's series for the function $\mathrm{e}^{z}$. By choosing $u_{0}=(m+1) /(n+m+2)$ we get

$$
\begin{aligned}
\int_{0}^{1} u^{m}(1-u)^{n} \mathrm{~d} u & =\frac{m!n!}{(n+m+1)!}, \\
\int_{0}^{1} u^{m}(1-u)^{n}\left(u-u_{0}\right) \mathrm{d} u & =0,
\end{aligned}
$$

and

$$
\int_{0}^{1} u^{m}(1-u)^{n}\left(u-u_{0}\right)^{2} \mathrm{~d} u=\frac{(n+1)!}{n+m+2} \frac{(m+1)!}{(n+m+3)!}
$$

Then by (8) we get

$$
\begin{equation*}
\mathrm{e}^{z} q(z)-p(z)=\frac{(-1)^{m} n!m!}{(n+m+1)!} z^{n+m+1} \mathrm{e}^{(m+1) z /(n+m+2)}(1+\mathrm{o}(1)) \tag{9}
\end{equation*}
$$

as $n+m \rightarrow \infty,|z| \leqslant 1$.
Now we shall estimate $q(z)$. By (6) we have

$$
\begin{aligned}
q(-z) & =\int_{0}^{\infty}(t+z)^{m} t^{n} \mathrm{e}^{-t} \mathrm{~d} t=\sum_{k=0}^{m} \int_{0}^{\infty}\binom{m}{k} z^{k} t^{n+m-k} \mathrm{e}^{-t} \mathrm{~d} t \\
& =\sum_{k=0}^{m}\binom{m}{k}(n+m-k)!z^{k}=(n+m)!\sum_{k=0}^{m} \frac{(m-k+1)_{k}}{(n+m-k+1)_{k}} \frac{z^{k}}{k!}
\end{aligned}
$$

where the Pochhammer symbol

$$
(a)_{k} \equiv a(a+1) \cdots(a+k-1), \quad(a)_{0}=1
$$

appears.
Evidently for $k=2,3, \ldots, m$ we have

$$
\begin{aligned}
\frac{m^{k}}{(n+m)^{k}} & \geqslant \frac{(m-k+1)_{k}}{(n+m-k+1)_{k}}=\frac{(m-k+1)(m-k+2) \cdots m}{(n+m-k+1) \cdots(n+m)} \\
& >\frac{m^{k}}{(n+m)^{k}}\left(1-\frac{1}{m}\right)\left(1-\frac{2}{m}\right) \cdots\left(1-\frac{k-1}{m}\right) \\
& >\frac{m^{k}}{(n+m)^{k}}\left(1-\sum_{i=1}^{k-1} \frac{i}{m}\right)=\frac{m^{k}}{(n+m)^{k}}\left(1-\frac{k(k-1)}{2 m}\right) .
\end{aligned}
$$

We have used the inequality $\prod_{i=1}^{s}\left(1-\varepsilon_{i}\right)>1-\sum_{i=1}^{s} \varepsilon_{i}, 0<\varepsilon_{i}<1$.

Therefore for each $k=2, \ldots, m$ there is a $\theta_{k}, 0 \leqslant \theta_{k} \leqslant 1$, such that

$$
\frac{(m-k+1)_{k}}{(n+m-k+1)_{k}}=\frac{m^{k}}{(n+m)^{k}}\left(1-\theta_{k} \frac{k(k-1)}{2 m}\right) .
$$

Using these equalities we have

$$
\begin{align*}
q(-z) & =(n+m)!\left\{\sum_{k=0}^{m} \frac{1}{k!}\left(\frac{m z}{n+m}\right)^{k}-\sum_{k=2}^{m} \theta_{k} \frac{k(k-1)}{k!2 m}\left(\frac{m z}{n+m}\right)^{k}\right\} \\
& =(n+m)!\left\{\sum_{k=0}^{m} \frac{1}{k!}\left(\frac{m z}{n+m}\right)^{k}-\frac{m z^{2}}{2(n+m)^{2}} \sum_{k=2}^{m} \frac{\theta_{k}}{(k-2)!}\left(\frac{m z}{n+m}\right)^{k-2}\right\}, \tag{10}
\end{align*}
$$

where the second sum disappears when $m=1$.
By (10) we get

$$
\begin{aligned}
& q(-z)-(n+m)!\mathrm{e}^{-m z /(n+m)} \\
& \quad=(n+m)!\left\{-\frac{m z^{2}}{2(n+m)^{2}} \sum_{k=2}^{m} \frac{\theta_{k}}{(k-2)!}\left(\frac{m z}{n+m}\right)^{k-2}-\sum_{k=m+1}^{\infty} \frac{1}{k!}\left(\frac{m z}{n+m}\right)^{k}\right\} .
\end{aligned}
$$

Obviously for $k \geqslant m+1$ we have

$$
\begin{aligned}
\frac{1}{k!}\left(\frac{m z}{n+m}\right)^{k} & =\frac{m z^{2}}{2(n+m)^{2}} \frac{2 m}{k(k-1)} \frac{1}{(k-2)!}\left(\frac{m z}{n+m}\right)^{k-2} \\
& =\frac{m z^{2}}{2(n+m)^{2}} \frac{\theta_{k}}{(k-2)!}\left(\frac{m z}{n+m}\right)^{k-2}, \quad 0 \leqslant \theta_{k} \leqslant 1 .
\end{aligned}
$$

Hence

$$
q(-z)-(n+m)!\mathrm{e}^{m z /(n+m)}=-(n+m)!\sum_{k=2}^{\infty} \frac{\theta_{k}}{(k-2)!}\left(\frac{m z}{n+m}\right)^{k-2} \frac{m z^{2}}{2(n+m)^{2}}
$$

and therefore

$$
\left|q(-z)-(n+m)!\mathrm{e}^{m z /(n+m)}\right| \leqslant(n+m)!\frac{|z|^{2}}{2(n+m)} \mathrm{e}^{|z|}
$$

This estimate implies

$$
\begin{equation*}
q(z)=(n+m)!\mathrm{e}^{-m z /(n+m)}(1+o(1)) \tag{11}
\end{equation*}
$$

as $n+m \rightarrow \infty,|z| \leqslant 1$.
From (9) and (11) it follows that

$$
\begin{equation*}
\mathrm{e}^{z}-\frac{p(z)}{q(z)}=\frac{(-1)^{m} n!m!}{(m+n)!(m+n+1)!} z^{n+m+1} \mathrm{e}^{\alpha z}(1+\mathrm{o}(1)) \tag{12}
\end{equation*}
$$

as $n+m \rightarrow \infty ;|z| \leqslant 1$, where $\alpha=2 m /(n+m)$.

From (12) we obtain

$$
\begin{equation*}
\mathrm{e}^{z}\left(\mathrm{e}^{z}-\frac{p(z)}{q(z)}\right)=\frac{(-1)^{m} n!m!}{(n+m)!(n+m+1)!} z^{n+m+1} \mathrm{e}^{\beta z}(1+\mathrm{o}(1)) \tag{13}
\end{equation*}
$$

with $\beta=1+2 m /(n+m), 1 \leqslant \beta \leqslant 3$.
The modulus of this expression is not constant on the circle $|z|=1 / 2$ mainly because $\mathrm{e}^{\beta z z^{n+m+1}}$ is not constant. We shall see that by choosing $z_{0}$ appropriately one can make $\left|\mathrm{e}^{\beta z}\left(z-z_{0}\right)^{n+m+1}\right|$ deviate very little from a constant on this circle.
From the Taylor series for the logarithmic function we get

$$
\begin{equation*}
\mathrm{e}^{-3 / 2 N} \leqslant\left|\mathrm{e}^{\beta z}\left(1-\frac{\beta z}{N}\right)^{N}\right| \leqslant \mathrm{e}^{3 / 2 N}, \quad|\beta z| \leqslant \frac{3}{2}, \tag{14}
\end{equation*}
$$

$N \geqslant 6$. Indeed, if $|w| \leqslant 3 / 2$ and $N \geqslant 6$ we have

$$
\begin{aligned}
\mathrm{e}^{w}\left(1-\frac{w}{N}\right)^{N} & =\mathrm{e}^{w+N \ln (1-w / N)}=\exp \left\{w-N \sum_{k=1}^{\infty} \frac{1}{k}\left(\frac{w}{N}\right)^{k}\right\} \\
& =\exp \left\{-\frac{w^{2}}{2 N}\left(1+\frac{2}{3} \frac{w}{N}+\frac{2}{4}\left(\frac{w}{N}\right)^{2}+\cdots\right)\right\}
\end{aligned}
$$

where $\ln z=-\int_{z}^{1}(\mathrm{~d} u / u)$ and the path of integration does not pass through the origin and does not cross the negative real axis.

Then the inequalities in (14) follow by

$$
\mathrm{e}^{-|z|} \leqslant\left|\mathrm{e}^{z}\right| \leqslant \mathrm{e}^{|z|}
$$

and

$$
\begin{aligned}
\left|\frac{w^{2}}{2 N}\left(1+\frac{2}{3} \frac{w}{N}+\frac{2}{4}\left(\frac{w}{N}\right)^{2}+\cdots\right)\right| & \leqslant \frac{|w|^{2}}{2 N}\left(1+\frac{|w|}{N}+\frac{|w|^{2}}{N^{2}}+\cdots\right) \\
& =|w|^{2}\left(2 N\left(1-\frac{|w|}{N}\right)\right)^{-1} \\
& \leqslant \frac{(3 / 2)^{2}}{2 N\left(1-\frac{3 / 2}{6}\right)} \leqslant \frac{3}{2 N}
\end{aligned}
$$

From (14) it follows for $|z|^{2}=z \bar{z}=1 / 4$ that

$$
\mathrm{e}^{-3 / 2 N} \leqslant 2^{N}\left|\mathrm{e}^{\beta z}\left(\bar{z}-\frac{\beta}{4 N}\right)^{N}\right| \leqslant \mathrm{e}^{3 / 2 N}, \quad|z|=1 / 2, \quad|\beta| \leqslant 3, \quad N \geqslant 6 .
$$

Therefore

$$
\mathrm{e}^{-3 / 2 N} \leqslant 2^{N}\left|\mathrm{e}^{\beta z}\left(z-\frac{\beta}{4 N}\right)^{N}\right| \leqslant \mathrm{e}^{3 / 2 N}, \quad|z|=1 / 2, \quad|\beta| \leqslant 3, \quad N \geqslant 6 .
$$

Consequently if we put $N=n+m+1$ and $z_{0}=\beta / 4(n+m+1)$ we get:

$$
\begin{equation*}
\left|\mathrm{e}^{\beta z}\left(z-z_{0}\right)^{n+m+1}\right|=\frac{1}{2^{n+m+1}}(1+\mathrm{o}(1)), \quad|z|=1 / 2 . \tag{15}
\end{equation*}
$$

Let $z_{0}$ be as above. Then

$$
\frac{\tilde{p}(z)}{\tilde{q}(z)}=\mathrm{e}^{z_{0} 0} \frac{p\left(z-z_{0}\right)}{q\left(z-z_{0}\right)}
$$

is Padé-approximant to $\mathrm{e}^{z}$ at the point $z_{0}$.
From (13), replacing $z$ by $z-z_{0}$ we get

$$
\begin{align*}
\mathrm{e}^{z}\left(\mathrm{e}^{z}-\frac{\tilde{p}(z)}{\tilde{q}(z)}\right) & =\frac{(-1)^{m} m!n!}{(n+m)!(n+m+1)!}\left(z-z_{0}\right)^{n+m+1} \mathrm{e}^{\beta z+z_{0}-\beta z_{0}}(1+\mathrm{o}(1)) \\
& =\frac{(-1)^{m} n!m!}{(n+m)!(n+m+1)!}\left(z-z_{0}\right)^{n+m+1} \mathrm{e}^{\beta z}(1+\mathrm{o}(1)) . \tag{16}
\end{align*}
$$

Now using (4), (12), (15) and (16) we conclude that the estimate (1) is true.

### 4.5 Uniform approximation of $\mathrm{e}^{-x}$ on [0, $\infty$ )

The problem of rational approximation of $\mathrm{e}^{-x}$ on $[0, \infty)$ is one of the most interesting problems in the theory of rational approximations. The problem has many applications, for example in numerical analysis (see Cody, Meinardus and Varga (1969)), but it is also interesting as a mathematical problem itself.

Let us first adopt our notations. We set

$$
\lambda_{n m}=R_{n m}\left(\mathrm{e}^{-x}\right)_{\left.c_{[0, \infty}\right)}=\inf \left\{\left\|\mathrm{e}^{-x}-r(x)\right\|_{c[0, \infty)}: r \in R_{n m}\right\} .
$$

There are two cases of special interest: when $n=0$ and when $n=m$. It is possible to show that there exist constants $q_{i}, i=1, \ldots, 4,0<q_{i}<1$, such that
(a) $q_{2}^{m} \leqslant \lambda_{0 m} \leqslant q_{1}^{m}$,
(b) $q_{4}^{n} \leqslant \lambda_{n n} \leqslant q_{3}^{n}$.

The most essential problem here is what we can say about the constants $q_{i}, i=1, \ldots, 4$.

The situation is quite different in these two cases. In the first case there exists a solution of the problem - the nice theorem of Schönhage (1973), see theorem 4.10 below. The exact solution of the second case has been obtained analytically only in 1986 (see the end of the chapter).
Let us consider estimates of the type (a). The case $n=0$ is really
approximation of $\mathrm{e}^{-x}$ by inverse polynomials of degree $m$ :

$$
\lambda_{0 m}=\inf \left\{\left\|\mathrm{e}^{-x}-\frac{1}{p(x)}\right\|_{(10, \infty)}: p \in P_{m}\right\} .
$$

Using $p_{m}(x)=\sum_{k=0}^{m}\left(x^{k} / k!\right)$ (the $m$ th partial Taylor sum for $\left.\mathrm{e}^{x}\right)$ it is easy to see that $\lim \sup \left(\lambda_{0 m}\right)^{1 / m} \leqslant 1 / 2$ (Cody, Meinardus, Varga (1969)).

We shall prove the following exact estimation.
Theorem 4.10 (Schönhage, 1973). We have

$$
\lim _{m \rightarrow \infty}\left(\lambda_{0 m}\right)^{1 / m}=1 / 3 .
$$

We shall obtain theorem 4.10 from the following more exact result of Schönhage.

Theorem 4.11. We have

$$
\frac{1}{6((4 m+4) \ln 3+\ln 4)^{1 / 2}} \leqslant 3^{m} \lambda_{0 m} \leqslant \sqrt{ } 2 .
$$

To prove theorem 4.11 let us first remark that we can consider the best uniform approximation to the function $\mathrm{e}^{-x / 4}$ instead of $\mathrm{e}^{-x}$; evidently

$$
\lambda_{0 m}=\inf \left\{\left\|\mathrm{e}^{-x / 4}-\frac{1}{p(x)}\right\|_{C(0, \infty)}: p \in P_{m}\right\} .
$$

Before proving theorem 4.11 we shall prove one lemma concerning the best uniform approximation to $\mathrm{e}^{x / 4}$ on the interval $[0, a], a>0$, with a weight $\mathrm{e}^{-x / 2}$ by means of algebraic polynomials of $m$ th degree. Let $q_{m, a} \in P_{m}$ be the polynomial of such best uniform approximation:

$$
\begin{equation*}
\max _{x \in[0, a]} \mathrm{e}^{-x / 2}\left|\mathrm{e}^{x / 4}-q_{m, a}(x)\right|=\inf \left\{\max _{x \in[0, a]} \mathrm{e}^{-x / 2}\left|\mathrm{e}^{x / 4}-p(x)\right|: p \in P_{m}\right\}=\lambda(m ; a) \tag{1}
\end{equation*}
$$

Lemma 4.8. We have
(a) $\mathrm{e}^{x / 4} \geqslant q_{m, a}(x), \quad x \geqslant a$,
(b) $q_{m, a}^{\prime}(x) \geqslant 0, \quad x \geqslant a$.

Proof. It is easy to see, as in theorem 1.6, that the difference $\varepsilon(x)=\mathrm{e}^{x / 4}-q_{m, a}(x)$ must alternate at least $m+2$ times in the interval $[0, a]$, i.e. $\varepsilon(x)$ must have at least $m+1$ zeros in the interval $[0, a]$. Since $1, x, \ldots, x^{m}, \mathrm{e}^{\mathrm{x} / 4}$ is a Chebyshev system $\varepsilon(x)$ must have exactly $m+1$ zeros in $[0, a]$. Let these zeros be $0 \leqslant x_{1}<x_{2}<\cdots<x_{m+1} \leqslant a$.

Let us prove (a). Evidently $\mathrm{e}^{x / 4}-q_{m, a}(x)>0$ for sufficiently large $x$, and if we assume that there is $\tilde{x}>a$ such that $\mathrm{e}^{\tilde{x} / 4}-q_{m, n}(\tilde{x})=\varepsilon(\tilde{x})<0$, then there
must exist $\bar{x}>a$ such that $\varepsilon(\bar{x})=0$, but this is impossible since all zeros of $\varepsilon(x)$ are in the interval $[0, a]$.

To prove (b), let us assume the converse, that there exists $\alpha_{1}>a$ such that $q_{m, a}^{\prime}\left(\alpha_{1}\right)<0$. Since $\varepsilon\left(x_{j}\right)=0, j=1, \ldots, m+1$, we must have $m$ zeros of $\varepsilon^{\prime}$ in the interval $[0, a]$; let them be $x_{j}^{(1)}, j=1, \ldots, m$. We have $\varepsilon^{\prime}\left(x_{m}^{(1)}\right)=0$, i.e. $q_{m, a}^{\prime}\left(x_{m}^{(1)}\right)-$ $\frac{1}{4} \mathrm{e}^{x_{m}^{(1)} / 4}=0$, or $q_{m, a}^{\prime}\left(x_{m}^{(1)}\right)>0$. This, together with $q_{m, a}^{\prime}\left(\alpha_{1}\right)<0$, gives us that there exists $\alpha_{2}>x_{m}^{(1)}$ such that $q_{m, a}^{\prime \prime}\left(\alpha_{2}\right)<0$, since $q_{m, a}^{\prime}\left(\alpha_{1}\right)-q_{m, a}^{\prime}\left(x_{m}^{(1)}\right)=$ $q_{m, a}^{\prime \prime}\left(\alpha_{2}\right)\left(\alpha_{1}-x_{m}^{(1)}\right)<0, \alpha_{2} \in\left(x_{m}^{(1)}, \alpha_{1}\right)$. Continuing thus we obtain that there exist $x_{1}^{(m)}$ and $\alpha_{m}$ such that $\varepsilon^{(m)}\left(x_{1}^{(m)}\right)=0$ and $q_{m, a}^{(m)}\left(\alpha_{m}\right)<0, \alpha_{m}>x_{1}^{(m)}$. But this is a contradiction, since $q_{m, a}^{(m)}$ is always a positive constant.

Proof of theorem 4.11. We shall use the Laguerre polynomials

$$
\begin{equation*}
L_{n}(x)=\frac{\mathrm{e}^{x}}{n!} \frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left(\mathrm{e}^{-x} x^{n}\right), \quad n=0,1,2, \ldots \tag{2}
\end{equation*}
$$

It is well-known (it is easy to verify by means of integration by parts) that the Laguerre polynomials are orthogonal on $[0, \infty)$ with a weight $\mathrm{e}^{-x}$ :

$$
\int_{0}^{\infty} L_{n}(x) L_{m}(x) \mathrm{e}^{-x} \mathrm{~d} x= \begin{cases}1, & n=m \\ 0, & n \neq m\end{cases}
$$

Let us consider the expansion of the function $\mathrm{e}^{x / 4}$ with respect to the orthogonal system $\left\{L_{n}\right\}_{n=0}^{\infty}$. We have

$$
\mathrm{e}^{x / 4} \sim \sum_{n=0}^{\infty} c_{n} L_{n}(x)
$$

where the coefficients $c_{n}$ are given by

$$
c_{n}=\int_{0}^{\infty} \mathrm{e}^{-x} \mathrm{e}^{x / 4} L_{n}(x) \mathrm{d} x=\frac{1}{n!} \int_{0}^{\infty}\left(\mathrm{e}^{-x} x^{n}\right)^{(n)} \mathrm{e}^{x / 4} \mathrm{~d} x=\frac{4(-1)^{n}}{3^{n+1}}
$$

(again using $n$ integrations by parts).
From the theory of orthogonal polynomials it is well-known that then

$$
\begin{equation*}
g_{m}(x)=4 \sum_{n=0}^{m} \frac{(-1)^{n}}{3^{n+1}} L_{n}(x) \tag{3}
\end{equation*}
$$

is the algebraic polynomial of $m$ th degree of best approximation to $\mathrm{e}^{x / 4}$ in $L_{2}[0, \infty)$ with weight $\mathrm{e}^{-x}$ and

$$
\begin{equation*}
\int_{0}^{\infty}\left|\mathrm{e}^{x / 4}-g_{m}(x)\right|^{2} \mathrm{e}^{-x} \mathrm{~d} x=\sum_{n=m+1}^{\infty} c_{n}^{2}=\frac{2}{3^{2 m+2}} \tag{4}
\end{equation*}
$$

We have

$$
\begin{equation*}
\frac{3}{4} \mathrm{e}^{x} \int_{x}^{\infty} \mathrm{e}^{t / 4} \mathrm{e}^{-t} \mathrm{~d} t=\mathrm{e}^{x / 4} \tag{5}
\end{equation*}
$$

Using (2) and (3) it is not difficult to see that

$$
\begin{equation*}
p_{m}(x)=\frac{3}{4} \mathrm{e}^{x} \int_{x}^{\infty} g_{m}(t) \mathrm{e}^{-t} \mathrm{~d} t \tag{6}
\end{equation*}
$$

is an algebraic polynomial of $m$ th degree.
We have from (5) and (6)

$$
\left|\mathrm{e}^{x / 4}-p_{m}(x)\right| \leqslant \frac{3}{4} \mathrm{e}^{x} \int_{x}^{\infty}\left|\mathrm{e}^{t / 4}-g_{m}(t)\right| \mathrm{e}^{-t} \mathrm{~d} t
$$

Using the Cauchy-Schwarz inequality we get from here and (4)

$$
\begin{align*}
\left|\mathrm{e}^{x / 4}-p_{m}(x)\right| & \leqslant \frac{3}{4} \mathrm{e}^{x}\left(\int_{x}^{\infty} \mathrm{e}^{-t} \mathrm{~d} t\right)^{1 / 2}\left(\int_{x}^{\infty}\left|\mathrm{e}^{t / 4}-g_{m}(t)\right|^{2} \mathrm{e}^{-t} \mathrm{~d} t\right)^{1 / 2} \\
& \leqslant \frac{3}{4} \mathrm{e}^{x} \mathrm{e}^{-x / 2} \frac{\sqrt{2}}{3^{m+1}}=\frac{\sqrt{ } 2}{4 \cdot 3^{m}} \mathrm{e}^{x / 2}, \quad x \geqslant 0 \tag{7}
\end{align*}
$$

From here we obtain that $\lambda(m ; a) \leqslant \sqrt{ } 2 /\left(4 \cdot 3^{m}\right)$ for every $a>0$.
On the other hand (1), (7) give us that for every $x \in[0, a]$ we have

$$
\left|q_{m, a}(x)-\mathrm{e}^{x / 4}\right| \mathrm{e}^{-x / 2} \leqslant \frac{\sqrt{ } 2}{4 \cdot 3^{m}}
$$

and for $x \in[0, a]$ we have

$$
q_{m, a}(x) \geqslant \mathrm{e}^{x / 4}\left(1-\frac{\sqrt{ } 2}{4 \cdot 3^{m}} \mathrm{e}^{x / 4}\right) \geqslant \mathrm{e}^{x / 4}\left(1-\frac{\sqrt{ } 2}{4 \cdot 3^{m}} \mathrm{e}^{a / 4}\right)
$$

If we set $a=4 m \ln 3+\ln 4$ we get that for this $a$ and $x \in[0, a]$ we have

$$
\begin{equation*}
q_{m, a}(x) \geqslant \frac{1}{2} \mathrm{e}^{x / 4} \tag{8}
\end{equation*}
$$

Now we can obtain an upper bound for $\lambda_{0 m}$. Let $a=4 m \ln 3+\ln 4$. Then for $x \in[0, a]$ we have

$$
\left|\mathrm{e}^{-x / 4}-\frac{1}{q_{m, a}(x)}\right|=\frac{\left|\mathrm{e}^{x / 4}-q_{m, a}(x)\right|}{\mathrm{e}^{x / 4}\left|q_{m, a}(x)\right|} \leqslant 2 \mathrm{e}^{-x / 2}\left|\mathrm{e}^{x / 4}-q_{m, a}(x)\right| \leqslant \frac{\sqrt{ } 2}{2 \cdot 3^{m}}
$$

By lemma $4.8 q_{m, a}^{\prime}(x) \geqslant 0$ for $x \geqslant a$; this, together with (8) and part (a) of lemma 4.8 gives us

$$
\frac{1}{2} \mathrm{e}^{a / 4} \leqslant q_{m, a}(x) \leqslant \mathrm{e}^{x / 4}
$$

for $x \geqslant a$. Therefore

$$
\mathrm{e}^{-x / 4} \leqslant \frac{1}{q_{m, a}(x)} \leqslant 2 \mathrm{e}^{-a / 4}, \quad x \geqslant a
$$

and

$$
0 \leqslant \frac{1}{q_{m, a}(x)}-\mathrm{e}^{-x / 4} \leqslant 2 \mathrm{e}^{-a / 4}=\frac{\sqrt{ } 2}{3^{m}}
$$

We have obtained that $\lambda_{0 m} \leqslant \sqrt{ } 2 / 3^{m}$.
To obtain a lower bound estimate we write

$$
\begin{equation*}
\left|\mathrm{e}^{-x / 4}-\frac{1}{p_{m}(x)}\right| \leqslant \lambda_{0 m}, \quad x \geqslant 0 \tag{9}
\end{equation*}
$$

where $p_{m} \in P_{m}$ and $1 / p_{m}$ is the rational function of order $(0, m)$ of best uniform approximation to $\mathrm{e}^{-x / 4}$. We have from (9)

$$
\begin{equation*}
\left|p_{m}(x)-\mathrm{e}^{x / 4}\right| \leqslant \lambda_{0 m} \mathrm{e}^{x / 4} p_{m}(x) \tag{10}
\end{equation*}
$$

Let us assume that

$$
\begin{equation*}
\lambda_{0 m}<\frac{1}{2((4 m+4) \ln 3+\ln 4)^{1 / 2} 3^{m+1}} \tag{11}
\end{equation*}
$$

Then for $x \in[0, a], a=(4 m+4) \ln 3+\ln 4$ we obtain from (10)

$$
\begin{equation*}
p_{m}(x) \leqslant \frac{\mathrm{e}^{x / 4}}{1-\lambda_{0 \mathrm{~m}} \mathrm{e}^{x / 4}} \leqslant 2 \mathrm{e}^{x / 4} \tag{12}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\left|p_{m}(x)-\mathrm{e}^{x / 4}\right| \leqslant 2 \lambda_{0 m} \mathrm{e}^{x / 2}, \quad x \in[0, a] . \tag{13}
\end{equation*}
$$

Evidently the same inequality holds for the polynomial $q_{m, a}$ (see (1)):

$$
\begin{equation*}
\left|q_{m, a}(x)-\mathrm{e}^{x / 4}\right| \leqslant 2 \lambda_{0 m} \mathrm{e}^{x / 2}, \quad x \in[0, a] . \tag{14}
\end{equation*}
$$

Exactly in the same way as in part (b) of lemma 4.8 it is possible to show that $q_{m, a}(x) \geqslant 0$ for $x \geqslant a$ and this together with (a) of lemma 4.8 gives us

$$
\begin{equation*}
0 \leqslant q_{m, a}(x) \leqslant \mathrm{e}^{x / 4}, \quad x \geqslant a . \tag{15}
\end{equation*}
$$

From (14), (15) and (4) we get $(a=(4 m+4) \ln 3+\ln 4)$

$$
\begin{aligned}
\frac{2}{3^{2 m+2}} & \leqslant \int_{0}^{\infty} \mathrm{e}^{-t}\left(q_{m, a}(t)-\mathrm{e}^{t / 4}\right)^{2} \mathrm{~d} t \leqslant \int_{0}^{a} \mathrm{e}^{-t}\left(2 \lambda_{0 m} \mathrm{e}^{t / 2}\right)^{2} \mathrm{~d} t+\int_{a}^{\infty} \mathrm{e}^{-t / 2} \mathrm{~d} t \\
& =4 a \lambda_{0 m}^{2}+2 \mathrm{e}^{-a / 2}=4 a \lambda_{0 m}^{2}+\frac{1}{3^{2 m+2}}
\end{aligned}
$$

This inequality gives us

$$
\frac{1}{2((4 m+4) \ln 3+\ln 4)^{1 / 2} 3^{m+1}} \leqslant \lambda_{0 m}
$$

which contradicts (11). Therefore

$$
3^{m} \lambda_{0 m} \geqslant \frac{1}{6((4 m+4) \ln 3+\ln 4)^{1 / 2}}
$$

We shall consider briefly also the results connected with $\lambda_{n n}$. The result of Schönhage (theorem 4.10) gives some reasons for the so-called $\frac{1}{9}$ conjecture,

$$
\begin{equation*}
\lim \left(\lambda_{n n}\right)^{1 / n}=\frac{1}{9} . \tag{16}
\end{equation*}
$$

But this conjecture is not true: first Schönhage (1982) and Trefethen and Gutknecht (1983b) observed that the conjecture (16) is numerically false; after this Opitz and Scherer (1984b) rigorously proved that

$$
\limsup \left(\lambda_{n n}\right)^{1 / n} \leqslant \frac{1}{9.037}
$$

The best estimate for liminf is given by Schönhage (1982):

$$
\liminf \left(\lambda_{n}\right)^{1 / n}>\frac{1}{13.928}
$$

Very strong calculations, made by Carpenter, Rutan and Varga (1984) give

$$
\lim _{n \rightarrow \infty} \lambda_{n n}^{1 / n} \approx \frac{1}{9.28002549192081}
$$

### 4.6 Notes

The basic result of this chapter-the famous Newman theorem 4.1 (D. Newman, 1964a) - is the starting point of the modern theory of rational approximation.

Before the final result of Vjacheslavov (1975) - theorem 4.2 - we want to mention the results of Gonchar (1967b),

$$
\exp \{-\pi(\sqrt{ } 2+\varepsilon) \sqrt{ } n\}<R_{n}[|x|]_{C[-1,1]}<\exp \left\{-\frac{1}{2} \pi(\sqrt{ } 2-\varepsilon) \sqrt{ } n\right\}
$$

for every $\varepsilon>0$ and $n>n(\varepsilon)$, and the result of A.P. Bulanov (1975a),

$$
\exp \{-\pi \sqrt{ }(n+1)\} \leqslant R_{n}(|x|)_{C[-1,1]}<\exp \left\{-\pi \sqrt{ } n\left(1-\mathrm{O}\left(n^{-1 / 4}\right)\right)\right\}
$$

The problem of best uniform rational approximation to the function $x^{\alpha}$ on the interval [0,1] was posed by D. Newman (1964b). Gonchar (1974) proved the following estimate:

$$
\pi \sqrt{ } \alpha \leqslant \liminf n^{-1 / 2} \ln R_{n}^{-1}\left(x^{\alpha}\right)_{C[0,1]} \leqslant \limsup n^{-1 / 2} \ln R_{n}^{-1}\left(x^{\alpha}\right)_{C[0,1]} \leqslant 4 \pi \sqrt{ } \alpha
$$ for any positive non-integer $\alpha$.

Gonchar conjectured that the limit exists and is $2 \pi \sqrt{ } \alpha$.

Gonchar's conjecture was proved by T. Ganelius (1979) (see also T. Ganelius (1982)):

$$
\lim _{n \rightarrow \infty}\left(R_{n}\left(x^{\alpha}\right)_{C[0,1]}\right)^{1 / \sqrt{ } n}=\mathrm{e}^{-2 \pi \sqrt{ } \alpha}
$$

T. Ganelius (1979) also proved the following result

Let $\alpha=p / q$ be a positive rational number. We have

$$
\exp (-2 \pi(\alpha+2))|\sin \pi \alpha| \leqslant \exp (2 \pi \sqrt{ }(\alpha n)) R_{n}\left(x^{2}\right)_{C[0,1]} \leqslant B(p, q)
$$

where the constant $B(p, q)$ depends on $p$ and $q$.
Theorem 4.2 is in our opinion a very interesting fact - it connects two basic constants in mathematics - e and $\pi$

$$
\lim _{n \rightarrow \infty}\left(R_{n}(|x|)_{C[-1,1]}\right)^{1 / \sqrt{ } n}=\mathrm{e}^{-\pi}
$$

This connection is very important, we believe, but it is not very clear at present.

There exist many unsolved problems connected with the Zolotarjov's problems - for example how to obtain easily the Newman result from the exact solution, given by means of elliptic functions.

Meinardus' conjecture,

$$
R_{n m}\left(\mathrm{e}^{x}\right)_{C^{-1,1]}}=\frac{n!m!}{2^{n+m}(n+m)!(n+m+1)!}(1+\mathrm{o}(1))
$$

is given in his book (Meinardus, 1967).
The exact value of $\lim _{n \rightarrow \infty} \lambda_{n n}^{1 / n}$ is $\exp \left(-\pi K^{\prime} / K\right)$, where $K, K^{\prime}$ are the complete elliptic integrals of the first kind for the moduli $k, k^{\prime}=\sqrt{ }\left(1-k^{2}\right)$ (see section 4.3), where $k$ is the solution of the equation $K(k)=2 E(k), E$ the complete elliptic integral of the second kind. This is proved by A.A. Gonchar and E.A. Rahmanov; the number $\exp \left(-\pi K^{\prime} / K\right)$ is given by A. Mangnus, who proposed a method for the proof.

## 5

## Uniform approximation of some function classes

There exist function classes which can be approximated by rational functions in uniform or $L_{p}$-metric better than by algebraic polynomials. In this chapter we shall investigate the uniform rational approximation of some classes of this kind. We apply certain methods of approximation which allow us to obtain exact estimates (with respect to the order).

We begin in section 5.1 with some preliminaries. In section 5.2 rational uniform approximation is considered of the basic class $V_{r}$ of all functions with $r$ th derivative of bounded variation. In section 5.3 we deal with certain classes whose order of approximation is not better than $\mathrm{O}\left(n^{-1}\right)$, such as Sobolev classes $W_{p}^{1}, p>1$, the class of absolutely continuous functions with derivative in $L \log L$, the class of all functions of bounded variation with a prescribed modulus of continuity. Section 5.4 is devoted to the study of the method of R . DeVore which is illustrated on the classes $W_{p}^{1}, p>1$, and $V_{2}$. Section 5.5 investigates the uniform rational approximation of convex functions and convex $\operatorname{Lip} \alpha$ functions. Finally, in section 5.6 we give two theorems for approximation of functions with singularities.

### 5.1 Preliminaries

As we noted, in this chapter we shall consider the uniform rational approximation of certain function classes. We shall be interested in obtaining exact estimates with respect to the order of approximation. A characteristic particularity of the rational approximation is the appearance of the so-called o-effect on the order of approximation of individual functions of a given class. So, for instance, for the class Lip 1 on $[a, b]$ from the Jackson theorem (see theorem 3.10) we have

$$
\sup _{f \in \operatorname{Lip} 1} R_{n}(f)_{C}=\mathrm{O}\left(n^{-1}\right)
$$

but, as we shall see in corollary 10.2, for every individual function $f \in \operatorname{Lip} 1$,

$$
R_{n}(f)_{C}=o\left(n^{-1}\right) \quad(\text { a conjecture of } D . \text { Newman }) .
$$

Both estimates are of exact order.
The presence of the o-effect for some function classes will be established and investigated in chapter 10 . In chapter 11 the exactness of these estimates will be shown and commented on.

To avoid some possible terminological ambiguities we shall give precise definitions for exactness of a given estimate. Let $X$ be a given function class and $R_{n}(f)$ the best approximation to $f \in X$ by means of rational functions of order $n$ in a certain metric.
Definition 5.1. The estimate

$$
\sup _{f \in X} R_{n}(f)=\mathrm{O}(\varphi(n)), \varphi(n)>0, \quad n \geqslant 1
$$

will be called exact with respect to the order, or shortly exact for the class $X$ if

$$
\limsup _{n \rightarrow \infty}\left\{\sup _{f \in X} R_{n}(f) / \varphi(n)\right\}>0
$$

Sometimes we shall simply say that the estimate $R_{n}(f)=O(\varphi(n))$ is exact for a given class $X$.

Definition 5.2. The estimate

$$
R_{n}(f)=\mathrm{O}(\varphi(n))
$$

will be called exact with respect to the order in the class or shortly exact in the class $X$, if there exists a function $f \in X$ such that.

$$
\underset{n \rightarrow \infty}{\limsup }\left\{R_{n}(f) / \varphi(n)\right\}>0
$$

Definition 5.3. We shall say that the estimate

$$
R_{n}(f)=o(\varphi(n))
$$

is exact (with respect to the order) in the class $X$ if for each sequence $\left\{\eta_{n}\right\}_{n=1}^{\infty}, \eta_{n} \searrow 0, \eta_{n}>0$, there exists a function $f \in X$ such that

$$
\limsup _{n \rightarrow \infty}\left\{R_{n}(f) / \eta_{n} \varphi(n)\right\} \geqslant 1
$$

It is worthwhile to observe that the set of all rational functions of degree $n$ is not linear. This fact and some other particularities of this class as a tool for approximation require special and sometimes difficult methods of approximation.

The fundamental statement in most of the real methods for rational approximation which we shall use is the following lemma.

Lemma 5.1. Let $\alpha, \beta, \gamma>0$ and $\alpha \leqslant \beta$. Then there exists a rational function $\sigma$ such that

$$
\begin{aligned}
|\sigma(x)| & \leqslant \gamma, \quad x \in[-\beta,-\alpha] \\
|1-\sigma(x)| & \leqslant \gamma, \quad x \in[\alpha, \beta] \\
0 & \leqslant \sigma(x)
\end{aligned} \leqslant 1, \quad x \in(-\infty, \infty) \text {, }
$$

and

$$
\operatorname{deg} \sigma \leqslant B \ln \left(\mathrm{e}+\frac{\beta}{\alpha}\right) \ln \left(\mathrm{e}+\frac{1}{\gamma}\right)
$$

where $B>1$ is an absolute constant, $\operatorname{deg} \sigma$ denotes the degree of $\sigma$.
This lemma provides a good rational approximation of the jump-function. In fact, it is equivalent to the upper estimate in theorem 4.1 (D. Newman's theorem) for rational approximation of $|x|$.

To prove lemma 5.1 we need the following lemma.
Lemma 5.2. Let $0<\varepsilon \leqslant \frac{1}{2}$ and $n \geqslant 1$. Then for the rational function

$$
s(x)=\frac{p(-x)}{p(x)}, \quad p(x)=\prod_{i=1}^{n}\left(x+\varepsilon^{i / n}\right)
$$

we have

$$
\begin{align*}
& |s(x)| \leqslant c_{1} \exp \left\{-\frac{c_{2} n}{\ln (1 / \varepsilon)}\right\}, \quad x \in[\varepsilon, 1],  \tag{1}\\
& |s(x)| \geqslant \frac{1}{c_{1}} \exp \left\{\frac{c_{2} n}{\ln (1 / \varepsilon)}\right\}, \quad x \in[-1,-\varepsilon], \tag{2}
\end{align*}
$$

where $c_{1}=\mathrm{e}^{1 / e}, c_{2}=\mathrm{e}^{-1}$. In (1), (2) we can put $c_{1}=1$ when $n \geqslant \ln (1 / \varepsilon)$.
Proof. Exactly as in the proof of lemma 4.1 we obtain for $x \in\left[\varepsilon^{1 / n}, 1\right]$

$$
\begin{align*}
\left|\frac{p(-x)}{p(x)}\right| & \leqslant \prod_{i=1}^{n} \frac{1-\varepsilon^{i / n}}{1+\varepsilon^{i / n}} \leqslant \exp \left\{-2 \sum_{i=1}^{n} \varepsilon^{i / n}\right\} \\
& =\exp \left\{-\frac{2 \varepsilon^{1 / n}(1-\varepsilon)}{1-\varepsilon^{1 / n}}\right\} \leqslant \exp \left\{-\frac{2 \varepsilon^{1 / n}(1-\varepsilon) n}{\ln (1 / \varepsilon)}\right\} \tag{3}
\end{align*}
$$

Let $n \geqslant \ln (1 / \varepsilon)$. Since $0<\varepsilon \leqslant 1 / 2,2 \varepsilon^{1 / n}(1-\varepsilon) \geqslant \mathrm{e}^{-1}=c_{2}$ and by (3) we get

$$
\begin{equation*}
|s(x)| \leqslant \exp \left\{-\frac{c_{2} n}{\ln (1 / \varepsilon)}\right\}, \quad x \in[\varepsilon, 1] . \tag{4}
\end{equation*}
$$

If $1 \leqslant n<\ln (1 / \varepsilon)$, then clearly we have for $x \in\left[\varepsilon^{1 / n}, 1\right]$

$$
\begin{equation*}
|s(x)| \leqslant 1 \leqslant \exp \left\{-\frac{c_{2} n}{\ln (1 / \varepsilon)}+c_{2}\right\}=c_{1} \exp \left\{-\frac{c_{2} n}{\ln (1 / \varepsilon)}\right\} . \tag{5}
\end{equation*}
$$

The estimates (4) and (5) imply (1). Since $s(-x)=1 / s(x)$, (2) follows by (1).
Proof of lemma 5.1. Let $s$ be the rational function of lemma 5.2 with

$$
\begin{equation*}
\varepsilon=\frac{1}{\mathrm{e}+\beta / \alpha}, \quad n=\left[\frac{1+c_{1}^{2}}{2 c_{2}} \ln \frac{1}{\varepsilon} \ln \left(\mathrm{e}+\frac{1}{\gamma}\right)+1\right] \tag{6}
\end{equation*}
$$

where $c_{1}=\mathrm{e}^{1 / \mathrm{e}}, c_{2}=1 / \mathrm{e}$ are the constants in lemma 5.2. Consider the rational function

$$
\sigma_{1}(x)=1 /\left(s^{2}(x)+1\right)
$$

Clearly, by (6) we have

$$
\begin{equation*}
\operatorname{deg} \sigma_{1}=2 n \leqslant B \ln \left(\mathrm{e}+\frac{\beta}{\alpha}\right) \ln \left(\mathrm{e}+\frac{1}{\gamma}\right), \tag{7}
\end{equation*}
$$

where $B=$ constant $>1$. In view of (2) and (6) it can be verified that

$$
\begin{equation*}
\left|\sigma_{1}(x)\right|<\frac{1}{s^{2}(x)} \leqslant c_{1}^{2} \exp \left\{-\frac{2 c_{2} n}{\ln (1 / \varepsilon)}\right\} \leqslant \gamma \tag{8}
\end{equation*}
$$

for $x \in[-1,-\varepsilon] \supset[-1,-(\alpha / \beta)]$. Similarly, by (1) and (6)

$$
\begin{equation*}
\left|1-\sigma_{1}(x)\right|<s^{2}(x) \leqslant \gamma, \quad x \in[\varepsilon, 1] \supset\left[\frac{\alpha}{\beta}, 1\right] . \tag{9}
\end{equation*}
$$

Obviously

$$
\begin{equation*}
0 \leqslant \sigma_{1}(x) \leqslant 1, \quad x \in(-\infty, \infty) \tag{10}
\end{equation*}
$$

Finally, set $\sigma(x)=\sigma_{1}(\beta x)$. The assertion of lemma 5.1 follows by (7)-(10).

The basic idea in most real methods for rational approximation is the following. First a good approximation by piece-wise rational functions is constructed. Then, 'joining' the pieces by a good rational approximation of the jump-function a single rational function is obtained. This function realizes the required rational approximation of the given function. The difficulty consists in the optimization of the process of 'joining' pieces. To overcome this difficulty we shall often use the following lemma.

Lemma 5.3. Let $f \in C_{\Delta}, \Delta=[a, b]$. Let there exist compact subintervals $\Delta_{1}$ and $\Delta_{2}$ such that $\Delta=\Delta_{1} \cup \Delta_{2},\left|\Delta_{1} \cap \Delta_{2}\right|>0$, and rational functions $r_{1}$ and $r_{2}$ such
that

$$
\begin{gather*}
\left\|f-r_{i}\right\|_{C\left(\Delta_{i}\right)} \leqslant \varepsilon_{1},  \tag{11}\\
\left\|r_{i}\right\|_{C(-\infty, \infty)} \leqslant A \tag{12}
\end{gather*}
$$

and

$$
\begin{equation*}
\operatorname{deg} r_{i} \leqslant k_{i}, \quad i=1,2 \tag{13}
\end{equation*}
$$

where $\varepsilon_{1}>0, A>0, k_{i} \geqslant 0, i=1,2$, are given numbers. Then for each $\varepsilon_{2}>0$ there is a rational function $r$ such that

$$
\begin{align*}
& \|f-r\|_{C(\Delta)} \leqslant \varepsilon_{1}+\varepsilon_{2},  \tag{14}\\
& \|r\|_{C(-\infty, \infty)} \leqslant A \tag{15}
\end{align*}
$$

and

$$
\begin{equation*}
\operatorname{deg} r \leqslant k_{1}+k_{2}+B_{1} \ln \left(\mathrm{e}+\frac{|\Delta|}{\left|\Delta_{1} \cap \Delta_{2}\right|}\right) \ln \left(\mathrm{e}+\frac{A}{\varepsilon_{2}}\right) \tag{16}
\end{equation*}
$$

where $B_{1}>1$ is an absolute constant, $|\Delta|$ is the length of $\Delta$.
Proof. Let $\Delta_{1} \cap \Delta_{2}=[u, v]$ and $\Delta_{1}=[a, v], \Delta_{2}=[u, b]$. Consider the rational function

$$
r(x)=\left(1-\sigma\left(x-\frac{u+v}{2}\right)\right) r_{1}(x)+\sigma\left(x-\frac{u+v}{2}\right) r_{2}(x)
$$

where $\sigma$ is the rational function of lemma 5.1 with

$$
\alpha=\left|\Delta_{1} \cap \Delta_{2}\right| / 2, \quad \beta=|\Delta|, \quad \gamma=\varepsilon_{2} / 2 A
$$

We shall prove that the rational function $r$ satisfies (14)-(16). At first we estimate $\operatorname{deg} r$. By lemma 5.1 we have
$\operatorname{deg} \sigma \leqslant B \ln \left(\mathrm{e}+\frac{\beta}{\alpha}\right) \ln \left(\mathrm{e}+\frac{1}{\gamma}\right)$

$$
\leqslant B \ln \left(\mathrm{e}+\frac{2|\Delta|}{\left|\Delta_{1} \cap \Delta_{2}\right|}\right) \ln \left(\mathrm{e}+\frac{2 A}{\varepsilon_{2}}\right) \leqslant B_{1} \ln \left(\mathrm{e}+\frac{|\Delta|}{\left|\Delta_{1} \cap \Delta_{2}\right|}\right) \ln \left(\mathrm{e}+\frac{A}{\varepsilon_{2}}\right)
$$

where $B_{1}=4 B=$ constant. Hence

$$
\begin{aligned}
\operatorname{deg} r & \leqslant \operatorname{deg} r_{1}+\operatorname{deg} r_{2}+\operatorname{deg} \sigma \\
& \leqslant k_{1}+k_{2}+B_{1} \ln \left(\mathrm{e}+\frac{|\Delta|}{\left|\Delta_{1} \cap \Delta_{2}\right|}\right) \ln \left(\mathrm{e}+\frac{A}{\varepsilon_{2}}\right)
\end{aligned}
$$

i.e. $r$ satisfies (16).

Now we estimate $\|r\|_{C(-\infty, \infty)}$. Since $0 \leqslant \sigma(x) \leqslant 1, x \in(-\infty, \infty)$, by (12) we
get for $x \in(-\infty, \infty)$,

$$
|r(x)| \leqslant\left(1-\sigma\left(x-\frac{u+v}{2}\right)\right)\left\|r_{1}\right\|_{C(-\infty, \infty)}+\sigma\left(x-\frac{u+v}{2}\right)\left\|r_{2}\right\|_{C(-\infty, \infty)} \leqslant A
$$

and therefore (15) holds.
It remains to estimate $\|f-r\|_{C(\Delta)}$. To this end we shall use (11), (12) and the properties of $\sigma$ from lemma 5.1. There are the following cases.
(i) If $x \in \Delta_{1} \backslash \Delta_{2}$ then

$$
\begin{aligned}
|f(x)-r(x)| & \leqslant\left|f(x)-r_{1}(x)\right|+\sigma\left(x-\frac{u+v}{2}\right)\left(\left\|r_{1}\right\|_{C(-\infty, \infty)}+\left\|r_{2}\right\|_{C(-\infty, \infty)}\right) \\
& \leqslant \varepsilon_{1}+\frac{\varepsilon_{2}}{2 A} \cdot 2 A=\varepsilon_{1}+\varepsilon_{2}
\end{aligned}
$$

(ii) If $x \in \Delta_{1} \cap \Delta_{2}$ then

$$
\begin{aligned}
|f(x)-r(x)| \leqslant & \left(1-\sigma\left(x-\frac{u+v}{2}\right)\right)\left|f(x)-r_{1}(x)\right| \\
& +\sigma\left(x-\frac{u+v}{2}\right)\left|f(x)-r_{2}(x)\right| \leqslant \varepsilon_{1}
\end{aligned}
$$

(iii) If $x \in \Delta_{2} \backslash \Delta_{1}$ then

$$
\begin{aligned}
|f(x)-r(x)| \leqslant & \left|f(x)-r_{2}(x)\right|+\left(1-\sigma\left(x-\frac{u+v}{2}\right)\right)\left(\left\|r_{1}\right\|_{C(-\infty, \infty)}\right. \\
& \left.+\left\|r_{2}\right\|_{C(-\infty, \infty)}\right) \leqslant \varepsilon_{1}+\varepsilon_{2}
\end{aligned}
$$

Consequently

$$
\|f-r\|_{C(\Delta)} \leqslant \varepsilon_{1}+\varepsilon_{2}
$$

i.e. estimate (14) holds.

Lemma 5.3 implies the following more specific lemma for 'joining' of rational functions.

Lemma 5.4. Let $f \in C[a, b]$ and let there exist intervals $\Delta_{1}=[a, c]$ and $\Delta_{2}=[c, b], a<c<b$, and rational functions $r_{1}$ and $r_{2}$ such that

$$
\begin{equation*}
\left\|f-r_{i}\right\|_{C\left(\Delta_{i}\right)} \leqslant \varepsilon_{1}, \quad i=1,2 \tag{17}
\end{equation*}
$$

where $\varepsilon_{1}>0$ is a given number.
Then for each $\varepsilon_{2}>0$ and $\delta>0$ there exists a rational function $r$ such that

$$
\begin{gather*}
\|f-r\|_{C[a, b]} \leqslant \varepsilon_{1}+\varepsilon_{2}+\omega(f ; \delta)_{C}  \tag{18}\\
\operatorname{deg} r \leqslant 2 \operatorname{deg} r_{1}+2 \operatorname{deg} r_{2}+B_{2} \ln \left(\mathrm{e}+\frac{b-a}{\delta}\right) \ln \left(\mathrm{e}+\frac{\|f\|_{C}}{\varepsilon_{2}}\right) \tag{19}
\end{gather*}
$$

where $\omega(f ; \delta)_{C}$ is the modulus of continuity of $f, B_{2}>1$ is an absolute constant.
Proof. Let $\varepsilon_{2}>0$ and $\delta>0$ be arbitrary numbers. Denote $d=[a, b], d_{1}=$ $[a, c+\delta]$ and $d_{2}=[c-\delta, b]$. Let $\lambda_{i}, i=1,2$, be the increasing linear function which maps $d_{i}$ onto $\Delta_{i}$. Clearly

$$
\begin{equation*}
\left\|x-\lambda_{i}(x)\right\|_{C\left(d_{i}\right)}=\delta, \quad i=1,2 \tag{20}
\end{equation*}
$$

Set $\tilde{r}_{i}=r_{i}\left(\lambda_{i}\right), i=1,2$. By (17) and (18) it follows that

$$
\begin{equation*}
\left\|f-\tilde{r}_{i}\right\|_{C\left[d_{i} \cap d\right]} \leqslant\left\|f-f\left(\lambda_{i}\right)\right\|_{C\left[d_{i} \cap d\right]}+\left\|f-r_{i}\right\|_{\mathcal{C}\left(\Delta_{i}\right)} \leqslant \varepsilon_{1}+\omega(f ; \delta)_{C} \tag{21}
\end{equation*}
$$

If $d \subset d_{1}$ or $d \subset d_{2}$, then lemma 5.4 follows from (21) immediately.
Consider the opposite case. Then $d=d_{1} \cup d_{2}$ and $\left|d_{1} \cap d_{2}\right|=2 \delta$, where $|\Delta|$ is the length of the interval $\Delta$. If $\left\|\tilde{r}_{i}\right\|_{C\left(d_{i}\right)} \leqslant 2\|f\|_{C\left(d_{i}\right)}$, then we set

$$
q_{i}=\frac{\tilde{r}_{i}}{1+\eta_{i} \tilde{r}_{i}^{2}}, \quad \eta_{i}=\frac{\varepsilon_{2}}{16\|f\|_{\boldsymbol{C}(d)}^{3}},
$$

when $\|f\|_{C(d)}>0$ (the case $\|f\|_{C}=0$ is trivial).
By (21) we get

$$
\begin{aligned}
\left\|f-q_{i}\right\|_{C\left(d_{i}\right)} & \leqslant\left\|f-\tilde{r}_{i}\right\|_{C\left(d_{i}\right)}+\eta_{i}\|f\|_{C}\left\|_{r_{i}}\right\|_{C\left(d_{i}\right)}^{2} \\
& \leqslant \varepsilon_{1}+\omega(f ; \delta)_{C}+4 \eta_{i}\|f\|_{C}^{3}<\varepsilon_{1}+\varepsilon_{2} / 2+\omega(f ; \delta)_{C}
\end{aligned}
$$

i.e.

$$
\begin{equation*}
\left\|f-q_{i}\right\|_{C\left(d_{i}\right)} \leqslant \varepsilon_{1}+\varepsilon_{2} / 2+\omega(f ; \delta)_{C}, \quad i=1,2 \tag{22}
\end{equation*}
$$

Obviously we have

$$
\begin{equation*}
\left\|q_{i}\right\|_{C(-\infty, \infty)} \leqslant \frac{1}{2 \sqrt{\eta_{i}}}=2\|f\|_{C(d)}^{3 / 2} \varepsilon_{2}^{-1 / 2} \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{deg} q_{i} \leqslant 2 \operatorname{deg} r_{i} \tag{24}
\end{equation*}
$$

In the case when $\left\|\tilde{r}_{i}\right\|_{C\left(d_{i}\right)}>2\|f\|_{C\left(d_{i}\right)}$ we have in view of (21)

$$
\|f\|_{C\left(d_{i}\right)} \leqslant\left\|\tilde{r}_{i}\right\|_{C\left(d_{i}\right)}-\|f\|_{C\left(d_{i}\right)} \leqslant\left\|f-\tilde{r}_{i}\right\|_{C\left(d_{i}\right)} \leqslant \varepsilon_{1}+\omega(f ; \delta)_{C}
$$

and therefore the rational function $q_{i}=0$ satisfies (22)-(24). Thus for $i=1,2$ there exists a rational function $q_{i}$ which satisfies (22)-(24).

Now we apply lemma 5.3 with $\varepsilon_{2}$ replaced by $\varepsilon_{2} / 2$. In view of (22)-(24) we conclude that there exists a rational function $r$ such that

$$
\|f-r\|_{\mathcal{C}(d)} \leqslant \varepsilon_{1}+\varepsilon_{2}+\omega(f ; \delta)_{C}
$$

and

$$
\operatorname{deg} r \leqslant 2 \operatorname{deg} r_{1}+2 \operatorname{deg} r_{2}+B_{1} \ln \left(\mathrm{e}+\frac{|d|}{\left|d_{1} \cap d_{2}\right|}\right) \ln \left(\mathrm{e}+\frac{2\|f\|_{C}^{3 / 2} \varepsilon_{2}^{-1 / 2}}{\varepsilon_{2} / 2}\right)
$$

$$
\begin{aligned}
& \leqslant 2 \operatorname{deg} r_{1}+2 \operatorname{deg} r_{2}+B_{1} \ln \left(\mathrm{e}+\frac{b-a}{2 \delta}\right) \ln \left(\mathrm{e}+4\left(\frac{\|f\|_{C}}{\varepsilon_{2}}\right)^{3 / 2}\right) \\
& \leqslant 2 \operatorname{deg} r_{1}+2 \operatorname{deg} r_{2}+3 B_{1} \ln \left(\mathrm{e}+\frac{b-a}{\delta}\right) \ln \left(\mathrm{e}+\frac{\|f\|_{C}}{\varepsilon_{2}}\right)
\end{aligned}
$$

which imply (18) and (19).

### 5.2 Functions with $\boldsymbol{r}$ th derivative of bounded variation

We shall investigate the rational uniform approximation of the class $V_{r}=V_{r}(M,[a, b]), r \geqslant 1$, of all functions defined on $[a, b]$ for which $f^{(r-1)}$ is absolutely continuous and is an integral of a function $f^{(r)}$ with variation bounded by $M\left(V_{a}^{b} f^{(r)} \leqslant M\right)$. The class $V_{r}$ is basic for the rational and spline approximations of functions. Historically $V_{r}$ was one of the first function classes which was approximated by rational functions better than by polynomials. It was the first class for which the exact order of rational uniform approximation was found.

The foundations were laid by P. Szüsz and P. Turan (1966) who showed that the convex Lip 1 functions can be approximated uniformly by rational functions better than algebraic polynomials. Later on G. Freud (1966) improved and generalized their result for $V_{r}, r \geqslant 1$. The final estimate was obtained by V. Popov (1976a, 1977).

Theorem 5.1. Let $r \geqslant 1, M \geqslant 0$ and $[a, b]$ be an arbitrary compact interval. Then for $n \geqslant r$

$$
\begin{equation*}
\sup _{f \in V_{r}(M,[a, b])} R_{n}(f)_{C} \leqslant C(r) \frac{M(b-a)^{r}}{n^{r+1}} \tag{1}
\end{equation*}
$$

where $C(r)=D^{r}, D>1$ is an absolute constant.
Remarks. The estimate (1) is equivalent to the following.
If $f^{(r)}, r \geqslant 1$, is absolutely continuous, then for $n \geqslant r$

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant C(r) \frac{(b-a)^{r}\left\|f^{(r+1)}\right\|_{L_{1}}}{n^{r+1}} \tag{2}
\end{equation*}
$$

Indeed, the set of all functions $f$ with absolutely continuous $r$ th derivative $f^{(r)}$ on $[a, b]$ such that $\left\|f^{(r+1)}\right\|_{L_{1}[a, b]} \leqslant M$ is dense in $V_{r}(M,[a, b])$. From this follows the equivalence of estimates (1) and (2).

The estimate (1) is exact (see definition 5.1). This fact will be established in 11.1.3, theorem 11.4. The existence of o-effect for the class $V_{r}$ will be shown in 10.1. Also this effect will be characterized there.

Note that the exact estimate for uniform polynomial approximation of $f$ in $V_{r}$ is the following: $E_{n}(f)_{C}=\mathrm{O}\left(n^{-r}\right)$.

The fact that the constant $C(r)$ in the estimate (1) is of the form $C(r)=D^{r}$ will allow us to prove in 9.3 a fundamental theorem in the theory of rational approximation in Hausdorff metric.

The proof of theorem 5.1 is based on the following theorem for 'joining' of rational functions.

Theorem 5.2. Let $f \in V_{r}(M,[a, b]), r \geqslant 1, M \geqslant 0$. Let there exist a subdivision $\Omega$ of $[a, b]$ into $m(m \geqslant 1)$ compact subintervals with disjoint interiors and rational functions $r_{\Delta}, \Delta \in \Omega$, such that for each $\Delta \in \Omega$

$$
\begin{equation*}
\left\|f-r_{\Delta}\right\|_{C(\Delta)} \leqslant \varepsilon \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{deg} r_{\Delta} \leqslant k_{\Delta}, \tag{4}
\end{equation*}
$$

where $\varepsilon>0, k_{\Delta} \geqslant 0$ are given numbers.
Then there is a rational function $R$ such that

$$
\begin{equation*}
\|f-R\|_{[a, b]} \leqslant 3 \varepsilon \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{deg} R \leqslant 2 \sum_{\Delta \in \Omega} k_{\Delta}+D m \ln ^{2}\left(\mathrm{e}+\frac{M(b-a)^{r}}{\varepsilon m^{r+1}}\right) \tag{6}
\end{equation*}
$$

where $D=D(r)=D_{1} r^{2}, D_{1}>1$ is an absolute constant.
Proof. Without loss of generality we shall assume that $f^{(r)}$ is continuous. Clearly, if theorem 5.2 is true in the special case when $m=2^{s}, s$ an integer, then it is true in the general case also with another absolute constant $D_{1}$. Thus we shall suppose that $m=2^{s}, s$ an integer.

Next we shall use the following notations:

$$
\begin{equation*}
f_{\Delta}(x)=f(x)-\sum_{v=0}^{r} f^{(v)}(u)(x-u)^{v} / v! \tag{7}
\end{equation*}
$$

where $\Delta=[u, v] \subset[a, b]$,

$$
\begin{align*}
& N(\mu, M, \Delta) \\
& \quad=\sum_{\nu=0}^{\mu} 2^{v}\left\{36 B_{1} r^{2} \ln ^{2}\left(\mathrm{e}+2^{\mu} 4^{-v}\left(M|\Delta|^{r}\right)^{1 /(r+1)} \varepsilon^{-1 /(r+1)}\right)+4 r\right\}, \tag{8}
\end{align*}
$$

where $B_{1}>1$ is the constant from lemma $5.3, r \geqslant 1$ and $\varepsilon>0$ are from the assumptions of theorem $5.2, \mu, M$ and the interval $\Delta$ are parameters.

For brevity we shall write $\|\cdot\|_{\Delta}=\|\cdot\|_{C(\Delta)}$.
We need the following two lemmas where we shall use the assumptions and notations introduced above.

Lemma 5.5. If the conditions of theorem 5.2 are satisfied then for each interval $\Delta \in \Omega$ there is a rational function $q_{\Delta}$ such that

$$
\begin{aligned}
& \left\|f_{\Delta}-q_{\Delta}\right\|_{\Delta} \leqslant 2 \varepsilon \\
& \left\|q_{\Delta}\right\|_{(-\infty, \infty)} \leqslant\left(V_{\Delta} f^{(r)}|\Delta|^{r}\right)^{3 / 2} \varepsilon^{-1 / 2}
\end{aligned}
$$

and

$$
\operatorname{deg} q_{\Delta} \leqslant 2 k_{\Delta}+2 r
$$

Proof. Let $\Delta \in \Omega$ and $\Delta=[u, v]$. If $V_{\Delta} f^{(r)}=0$, then by (7) it follows that $f_{\Delta}(x)=0$ for $x \in \Delta$. Hence, the rational function $q_{\Delta} \equiv 0$ satisfies the assertion of lemma 5.5.

Denote

$$
\tilde{r}_{\Delta}(x)=r_{\Delta}(x)-\sum_{\nu=0}^{r} f^{(v)}(u)(x-u)^{v} / v!
$$

By (4) we have $\operatorname{deg} \tilde{r}_{\Delta} \leqslant k_{\Delta}+r$. By (3) we have

$$
\begin{equation*}
\left\|f_{\Delta}-\tilde{r}_{\Delta}\right\|_{\Delta} \leqslant \varepsilon . \tag{9}
\end{equation*}
$$

If $\left\|\tilde{r}_{\Delta}\right\|_{\Delta}>2\left\|f_{\Delta}\right\|_{\Delta}$, then by (9) we get

$$
\left\|f_{\Delta}\right\|_{\Delta} \leqslant\left\|\tilde{r}_{\Delta}\right\|_{\Delta}-\left\|f_{\Delta}\right\|_{\Delta} \leqslant\left\|f_{\Delta}-\tilde{r}_{\Delta}\right\|_{\Delta} \leqslant \varepsilon
$$

and therefore the rational function $q_{\Delta} \equiv 0$ satisfies the conditions of lemma 5.5.
Let $V_{\Delta} f^{(r)}>0$ and $\left\|\tilde{r}_{\Delta}\right\|_{\Delta} \leqslant 2\left\|f_{\Delta}\right\|_{\Delta}$. Then we set $q_{\Delta}=\tilde{r}_{\Delta} /\left(1+\eta_{\Delta} \tilde{r}_{\Delta}^{2}\right)$ where $\eta_{\Delta}=\frac{1}{4}\left(V_{\Delta} f^{(r)}|\Delta|^{r}\right)^{-3}$. Obviously $\operatorname{deg} q_{\Delta} \leqslant 2 \operatorname{deg} \tilde{r}_{\Delta} \leqslant 2 k_{\Delta}+2 r$. One easily verifies that

$$
\left\|q_{\Delta}\right\|_{(-\infty, \infty)} \leqslant \frac{1}{2 \sqrt{\eta_{\Delta}}}=\left(V_{\Delta} f^{(r)}|\Delta|^{r}\right)^{3 / 2} \varepsilon^{-1 / 2}
$$

It remains to estimate $\left\|f_{\Delta}-q_{\Delta}\right\|_{\Delta}$. To this end we shall use (9), our assumptions and the fact that $\left\|f_{\Delta}\right\|_{\Delta} \leqslant V_{\Delta} f^{(r)}|\Delta|^{r}$, since $f_{\Delta}^{(v)}(u)=0, v=0,1, \ldots$, $r$, and $V_{\Delta} f_{\Delta}^{(r)}=V_{\Delta} f^{(r)}$. We get

$$
\begin{aligned}
\left\|f_{\Delta}-q_{\Delta}\right\|_{\Delta} & \leqslant\left\|f_{\Delta}-\tilde{r}_{\Delta}\right\|_{\Delta}+\eta_{\Delta}\left\|f_{\Delta}\right\|_{\Delta}\left\|\tilde{r}_{\Delta}\right\|_{\Delta}^{2} \\
& \leqslant \varepsilon+4 \eta_{\Delta}\left\|f_{\Delta}\right\|_{\Delta}^{3} \leqslant \varepsilon+4 \eta_{\Delta}\left(V_{\Delta} f^{(r)}|\Delta|^{\prime}\right)^{3}=2 \varepsilon .
\end{aligned}
$$

By the assumption of theorem 5.2 there exist points $x_{i}, i=0,1, \ldots, m$, $a=x_{0}<x_{1}<\cdots<x_{m}=b$, such that $\Omega=\left\{\left[x_{i}, x_{i+1}\right]: i=0,1, \ldots, m-1\right\}$. Denote for $0 \leqslant \mu \leqslant s$

$$
\begin{equation*}
\Omega_{\mu}=\left\{\left[x_{i}, x_{i+2^{\mu}}\right]: i=0,1, \ldots, m-2^{\mu}\right\} \tag{10}
\end{equation*}
$$

and for $\Delta \subset[a, b]$

$$
\begin{equation*}
\Omega_{\Delta}=\left\{\Delta^{*}: \Delta^{*} \in \Omega, \Delta^{*} \subset \Delta\right\} . \tag{11}
\end{equation*}
$$

Lemma 5.6. Let $0 \leqslant \mu \leqslant s-1$ and for each $\Delta \in \Omega_{\mu}$ (see (10)) suppose there is a rational function $q_{\Delta}$ such that

$$
\begin{equation*}
\left\|f_{\Delta}-q_{\Delta}\right\|_{\Delta} \leqslant \varphi(\mu) \varepsilon \tag{12}
\end{equation*}
$$

where $\varphi(\mu) \geqslant 1$ depends only on $\mu$,

$$
\begin{equation*}
\left\|q_{\Delta}\right\|_{(-\infty, \infty)} \leqslant 2^{\mu}\left(V_{\Delta} f^{(r)}|\Delta|^{r}\right)^{3 / 2} \varepsilon^{-1 / 2} \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{deg} q_{\Delta} \leqslant 2 \sum_{\Delta^{*} \leqslant \Omega_{\Delta}} k_{\Delta^{*}}+N\left(\mu, V_{\Delta} f^{(r)}, \Delta\right) \tag{14}
\end{equation*}
$$

where $N(\mu, M, \Delta)$ is given by (8).
Then for every $\Delta \in \Omega_{\mu+1}$ there is a rational function $r_{\Delta}$ such that

$$
\begin{align*}
& \left\|f_{\Delta}-r_{\Delta}\right\|_{\Delta} \leqslant\left(\varphi(\mu)+2^{-\mu-1}\right) \varepsilon  \tag{15}\\
& \left\|r_{\Delta}\right\|_{(-\infty, \infty)} \leqslant 2^{\mu+1}\left(V_{\Delta} f^{(r)}|\Delta|^{r}\right)^{3 / 2} \varepsilon^{-1 / 2} \tag{16}
\end{align*}
$$

and

$$
\begin{equation*}
\operatorname{deg} r_{\Delta} \leqslant 2 \sum_{\Delta^{*} \in \Omega_{\Delta}} k_{\Delta^{*}}+N\left(\mu+1, V_{\Delta} f^{(r)}, \Delta\right) \tag{17}
\end{equation*}
$$

where the last sum is taken over all intervals $\Delta^{*}$ which belong to the set $\Omega_{\Delta}$ defined in (11).

Proof. Let $\Delta \in \Omega_{\mu+1}$ and $\Delta=\left[z_{1}, z_{3}\right]$. If $V_{\Delta} f^{(r)}|\Delta|^{r} \leqslant \varepsilon$, then $\left\|f_{\Delta}\right\|_{\Delta} \leqslant$ $V_{\Delta} f^{(r)}|\Delta|^{r} \leqslant \varepsilon$, since $f_{\Delta}^{(v)}\left(z_{1}\right)=0, v=0,1, \ldots, r$, and $V_{\Delta} f_{\Delta}^{(r)}=V_{\Delta} f^{(r)}$. Then the rational function $r_{\Delta} \equiv 0$ satisfies (15)-(17).

Now let $V_{\Delta} f^{(r)}|\Delta|^{r}>\varepsilon$. Obviously, there is $z_{2} \in \Delta$ such that the intervals $\Delta_{1}=\left[z_{1}, z_{2}\right]$ and $\Delta_{2}=\left[z_{2}, z_{3}\right]$ are in $\Omega_{\mu}$. Next we shall denote for short $M_{1}=V_{\Delta_{1}} f^{(r)}, \quad M_{2}=V_{\Delta_{2}} f^{(r)}, \quad M=V_{\Delta} f^{(r)}, \quad \eta=2^{-\mu-3}\left(M|\Delta|^{r-1}\right)^{-1} \varepsilon, \quad d_{1}=$ $\left[z_{1}, z_{2}+\eta\right], d_{2}=\left[z_{2}-\eta, z_{3}\right]$. Clearly $M_{1}+M_{2}=M$.

By (12)-(14) there are rational functions $q_{\Delta_{1}}$ and $q_{\Delta_{2}}$ such that

$$
\begin{align*}
& \left\|f_{\Delta_{i}}-q_{\Delta_{i}}\right\|_{\Delta_{i}} \leqslant \varphi(\mu) \varepsilon,  \tag{18}\\
& \left\|q_{\Delta_{i}}\right\|_{(-\infty, \infty)} \leqslant 2^{\mu}\left(M_{i}\left|\Delta_{i}\right|^{r}\right)^{3 / 2} \varepsilon^{-1 / 2},  \tag{19}\\
& \operatorname{deg} q_{\Delta_{i}} \leqslant 2 \sum_{\Delta^{*} \in \Omega_{\Lambda_{i}}} k_{\Delta^{*}}+N\left(\mu, M_{i}, \Delta_{i}\right), \quad i=1,2 \tag{20}
\end{align*}
$$

We need an approximation to $f_{\Delta}=f_{\Delta_{1}}$ on the interval $\Delta_{2}$. Denote $p_{\Delta_{i}}(x)=$ $\sum_{v=0}^{r} f^{(v)}\left(z_{i}\right)\left(x-z_{i}\right)^{v} / v!, i=1,2$. Since $p_{\Delta_{1}} \in P_{r}$, then $p_{\Delta_{1}}(x)=\sum_{v=0}^{r} p_{\Delta_{1}}^{(v)}\left(z_{2}\right) \times$ $\left(x-z_{2}\right)^{v} / v!$. We have

$$
\begin{aligned}
f_{\Delta_{2}}(x) & =f(x)-p_{\Delta_{2}}(x)=f_{\Delta}(x)+p_{\Delta_{1}}(x)-p_{\Delta_{2}}(x) \\
& =f_{\Delta}(x)-\sum_{v=0}^{r}\left(f^{(v)}\left(z_{2}\right)-p_{\Delta_{1}}^{(v)}\left(z_{2}\right)\right)\left(x-z_{2}\right)^{v} / v! \\
& =f_{\Delta}(x)-\sum_{\nu=0}^{r} f_{\Delta}^{(v)}\left(z_{2}\right)\left(x-z_{2}\right)^{v} / v!
\end{aligned}
$$

Then putting

$$
p(x)=\sum_{v=0}^{r} f_{\Delta}^{(v)}\left(z_{2}\right)\left(x-z_{2}\right)^{v} / v!
$$

we have by (18) with $i=2$

$$
\begin{equation*}
\left\|f_{\Delta}-p-q_{\Delta_{2}}\right\|_{\Delta_{2}} \leqslant \varphi(\mu) \varepsilon \tag{21}
\end{equation*}
$$

## Consider the rational function

$$
q=\frac{p}{1+\tau p^{2}}, \quad \tau=2^{-\mu-2}\left(M|\Delta|^{r}\right)^{-3} \varepsilon
$$

Since $f_{\Delta}^{(v)}\left(z_{1}\right)=0, v=0,1, \ldots, r$, and $V_{\Delta_{1}} f_{\Delta}^{(r)}=V_{\Delta_{1}} f^{(r)}=M_{1}$, then $\left|f_{\Delta}^{(v)}\left(z_{2}\right)\right| \leqslant$ $M_{1}\left|\Delta_{1}\right|^{r-v}, v=0,1, \ldots, r$. Hence

$$
\begin{aligned}
\|p\|_{\Delta_{2}} & \leqslant \sum_{v=0}^{r}\left|f_{\Delta}^{(v)}\left(z_{2}\right)\right|\left(z_{3}-z_{2}\right)^{v} / v! \\
& \leqslant M_{1} \sum_{v=0}^{r}\left|\Delta_{1}\right|^{r-v}\left|\Delta_{2}\right|^{v} / v!\leqslant M_{1} \sum_{v=0}^{r}\binom{r}{v}\left|\Delta_{1}\right|^{r-v}\left|\Delta_{2}\right|^{v} \\
& =M_{1}| | \Delta_{1}\left|+\left|\Delta_{2}\right|\right)^{r}=M_{1}|\Delta|^{r} .
\end{aligned}
$$

From this it follows that

$$
\begin{gather*}
\|p-q\|_{\Delta_{2}} \leqslant \tau\|p\|_{\Delta_{2}}^{3} \leqslant \tau\left(M_{1}|\Delta|^{r}\right)^{3} \leqslant 2^{-\mu-2} \varepsilon,  \tag{22}\\
\|q\|_{(-\infty, \infty)} \leqslant \frac{1}{2 \sqrt{ } \tau} \leqslant 2^{\mu}\left(M|\Delta|^{r}\right)^{3 / 2} \varepsilon^{-1 / 2} \tag{23}
\end{gather*}
$$

and

$$
\begin{equation*}
\operatorname{deg} q=2 r \tag{24}
\end{equation*}
$$

Set $\tilde{q}_{2}=q_{\Delta_{2}}+q$. Combining (21) and (22) we obtain

$$
\begin{equation*}
\left\|f_{\Delta}-\tilde{q}_{2}\right\|_{\Delta_{2}} \leqslant\left\|f_{\Delta}-p-q_{\Delta_{2}}\right\|_{\Delta_{2}}+\|p-q\|_{\Delta_{2}} \leqslant\left(\varphi(\mu)+2^{-\mu-2}\right) \varepsilon . \tag{25}
\end{equation*}
$$

By (19) and (23) we get

$$
\begin{align*}
\left\|\tilde{q}_{2}\right\|_{(-\infty, \infty)} & \leqslant\left\|q_{\Delta_{2}}\right\|_{(-\infty, \infty)}+\|q\|_{(-\infty, \infty)} \\
& \leqslant 2^{\mu}\left(M_{1}|\Delta|^{r}\right)^{3 / 2} \varepsilon^{-1 / 2}+2^{\mu}\left(M|\Delta|^{r}\right)^{3 / 2} \varepsilon^{-1 / 2} \leqslant 2^{\mu+1}\left(M|\Delta|^{r}\right)^{3 / 2} \varepsilon^{-1 / 2} \tag{26}
\end{align*}
$$

By (20) and (24) we get

$$
\begin{equation*}
\operatorname{deg} \tilde{q}_{2} \leqslant 2 \sum_{\Delta^{*} \in \Omega_{\Delta_{2}}} k_{\Delta^{*}}+N\left(\mu, M_{2}, \Delta_{2}\right)+2 r \tag{27}
\end{equation*}
$$

We need an estimate of the modulus of continuity of $f_{\Delta}$ on $\Delta$ :

$$
\omega\left(f_{\Delta}, \Delta ; \delta\right)=\sup \left\{\left|f_{\Delta}\left(x^{\prime}\right)-f_{\Delta}\left(x^{\prime \prime}\right)\right|: x^{\prime}, x^{\prime \prime} \in \Delta,\left|x^{\prime}-x^{\prime \prime}\right| \leqslant \delta\right\}
$$

Since $f_{\Delta}^{(v)}\left(z_{1}\right)=0, \nu=0,1, \ldots, r$, and $V_{\Delta} f_{\Delta}^{(r)}=V_{\Delta} f^{(r)}=M,\left\|f_{\Delta}^{\prime}\right\|_{\Delta} \leqslant M|\Delta|^{r-1}$ and therefore

$$
\begin{equation*}
\omega\left(f_{\Delta}, \Delta ; \delta\right) \leqslant M|\Delta|^{r-1} \delta, \quad \delta \geqslant 0 \tag{28}
\end{equation*}
$$

Let $\lambda_{i}(i=1,2)$ be the linear increasing function mapping the interval $d_{i}$ onto $\Delta_{i}$. It is easy to see that

$$
\begin{equation*}
\left\|\lambda_{i}(x)-x\right\|_{d_{i}}=\eta, \quad i=1,2 \tag{29}
\end{equation*}
$$

Set

$$
q_{1}(x)=q_{\Delta_{1}}\left(\lambda_{1}(x)\right) \quad \text { and } \quad q_{2}(x)=\tilde{q}_{2}\left(\lambda_{2}(x)\right) .
$$

Using (18) with $q_{\Delta_{1}}$, (28) and (29) we obtain

$$
\begin{aligned}
\left\|f_{\Delta}-q_{1}\right\|_{d_{1} \cap \Delta} & \leqslant\left\|f_{\Delta}-f_{\Delta}\left(\lambda_{1}\right)\right\|_{d_{1} \cap \Delta}+\left\|f_{\Delta}\left(\lambda_{1}\right)-q_{\Delta_{1}}\left(\lambda_{1}\right)\right\|_{d_{1} \cap \Delta} \\
& \leqslant \omega\left(f_{\Delta}, \Delta ; \eta\right)+\left\|f_{\Delta_{1}}-q_{\Delta_{1}}\right\|_{\Delta_{1}} \leqslant\left(\varphi(\mu)+2^{-\mu-3}\right) \varepsilon .
\end{aligned}
$$

Similarly, by (25), (28) and (29) we get

$$
\left\|f_{\Delta}-q_{2}\right\|_{d_{2} \cap \Delta} \leqslant\left(\varphi(\mu)+2^{-\mu-2}+2^{-\mu-3}\right) \varepsilon .
$$

Consequently, we have

$$
\begin{equation*}
\left\|f_{\Delta}-q_{i}\right\|_{d_{i} \cap \Delta} \leqslant\left(\varphi(\mu)+3.2^{-\mu-3}\right) \varepsilon, \quad i=1,2 . \tag{30}
\end{equation*}
$$

It follows by (19) and (26) that

$$
\begin{equation*}
\left\|q_{i}\right\|_{(-\infty, \infty)} \leqslant 2^{\mu+1}\left(M|\Delta|^{r}\right)^{3 / 2} \varepsilon^{-1 / 2}, \quad i=1,2 \tag{31}
\end{equation*}
$$

and by (20) and (27) that

$$
\begin{equation*}
\operatorname{deg} q_{i} \leqslant 2 \sum_{\Delta^{*} \in \Omega_{\Delta_{i}}} k_{\Delta^{*}}+N\left(\mu, M_{i}, \Delta_{i}\right)+2 r, \quad i=1,2 \tag{32}
\end{equation*}
$$

If $\Delta \subset d_{1}$ or $\Delta \subset d_{2}$, then it follows by (30)-(32) that the rational function $r_{\Delta}=q_{1}$ or $r_{\Delta}=q_{2}$ satisfies (15)-(17).

In the opposite case we have $\left|d_{1} \cap d_{2} \cap \Delta\right|>\eta$. Now, in view of (30)-(32), we are ready to apply lemma 5.3 with parameters from (30)-(32). Setting $\varepsilon_{2}=2^{-\mu-3} \varepsilon$ we conclude that there exists a rational function $r_{\Delta}$ such that

$$
\begin{aligned}
& \left\|f_{\Delta}-r_{\Delta}\right\|_{\Delta} \leqslant\left(\varphi(\mu)+2^{-\mu-1}\right) \varepsilon, \\
& \left\|r_{\Delta}\right\|_{(-\infty, \infty} \leqslant 2^{\mu+1}\left(M|\Delta|^{r}\right)^{3 / 2} \varepsilon^{-1 / 2}
\end{aligned}
$$

and

$$
\begin{align*}
& \operatorname{deg} r_{\Delta} \leqslant \operatorname{deg} q_{1}+\operatorname{deg} q_{2} \\
& \quad+B_{1} \ln \left(\mathrm{e}+\frac{|\Delta|}{\eta}\right) \ln \left(\mathrm{e}+2^{2 \mu+4}\left(M|\Delta|^{\boldsymbol{\varepsilon}} \varepsilon^{-1}\right)^{3 / 2}\right) \tag{33}
\end{align*}
$$

The rational function $r_{\Delta}$ satisfies (15) and (16). It remains to prove that $r_{\Delta}$ satisfies (17). First we note that

$$
\begin{aligned}
& B_{1} \ln \left(\mathrm{e}+\frac{|\Delta|}{\eta}\right) \ln \left(\mathrm{e}+2^{2 \mu+4}\left(M|\Delta|^{r} \varepsilon^{-1}\right)^{3 / 2}\right) \\
& \quad=B_{1} \ln \left(\mathrm{e}+2^{\mu+3} M|\Delta|^{r} \varepsilon^{-1}\right) \ln \left(\mathrm{e}+2^{2 \mu+4}\left(M|\Delta|^{r} \varepsilon^{-1}\right)^{3 / 2}\right) \\
& \quad \leqslant 9 B_{1} \ln ^{2}\left(\mathrm{e}+2^{\mu+1} M|\Delta|^{r} \varepsilon^{-1}\right) \\
& \quad \leqslant 36 B_{1} r^{2} \ln ^{2}\left(\mathrm{e}+2^{\mu+1}\left(M|\Delta|^{r}\right)^{1 /(r+1)} \varepsilon^{-1 /(r+1)}\right) .
\end{aligned}
$$

From this, (32) and (33) we get

$$
\begin{align*}
\operatorname{deg} r_{\Delta} \leqslant & 2 \sum_{\Delta^{*} \in \Omega_{\Delta}} k \Delta^{*}+N\left(\mu, M_{1}, \Delta_{1}\right)+N\left(\mu, M_{2}, \Delta_{2}\right) \\
& +36 B_{1} r^{2} \ln ^{2}\left(\mathrm{e}+2^{\mu+1}\left(M|\Delta|^{r}\right)^{1 /(r+1)} \varepsilon^{-1 /(r+1)}\right)+4 r . \tag{34}
\end{align*}
$$

Next, we shall estimate $N\left(\mu, M_{1}, \Delta_{1}\right)+N\left(\mu, M_{2}, \Delta_{2}\right)$. To this end, we shall use the following inequality

$$
\begin{align*}
& \ln ^{2}\left(\mathrm{e}+\left(x_{1} y_{1}^{r}\right)^{1 /(r+1)}\right)+\ln ^{2}\left(\mathrm{e}+\left(x_{2} y_{2}^{r}\right)^{1 /(r+1)}\right) \\
& \quad \leqslant 2 \ln ^{2}\left(\mathrm{e}+\left(\frac{x_{1}+x_{2}}{2}\left(\frac{y_{1}+y_{2}}{2}\right)^{r}\right)^{1 /(r+1)}\right), \quad x_{1}, x_{2}, y_{1}, y_{2} \geqslant 0 . \tag{35}
\end{align*}
$$

This inequality is equivalent to the fact that the function $F(x, y)=$ $-\ln ^{2}\left(\mathrm{e}+\left(x y^{r}\right)^{1 /(r+1)}\right)$ is convex on the set $D=\{(x, y): x, y \geqslant 0\}$. The function $F$ is convex on $D$ since $\partial^{2} F / \partial x^{2}, \partial^{2} F / \partial y^{2}$ and $\partial^{2} F / \partial x^{2} \cdot \partial^{2} F / \partial y^{2}-\left(\partial^{2} F / \partial x \partial y\right)^{2}$ are nonnegative in $D$. The same fact follows also from the convexity of the function $F_{1}(x)=-\ln ^{2}(\mathrm{e}+x)$ on $[0, \infty)$ and convexity of the function $F_{2}(x, y)=-\left(x y^{r}\right)^{1 /(r+1)}$ on $D$. Thus by the definition of $N(\mu, M, \Delta)$ in (8) and the inequality (35) we get

$$
\begin{aligned}
& N\left(\mu, M_{1}, \Delta_{1}\right)+N\left(\mu, M_{2}, \Delta_{2}\right) \leqslant \sum_{\nu=0}^{\mu} 2^{v+1}\left\{36 B_{1} r^{2} \ln ^{2}(\mathrm{e}\right. \\
& \left.\left.\quad+2^{\mu} 4^{-v}\left(\frac{M_{1}+M_{2}}{2}\left(\frac{\left|\Delta_{1}\right|+\left|\Delta_{2}\right|}{2}\right)^{r}\right)^{1 /(r+1)} \varepsilon^{-1 /(r+1)}\right)+4 r\right\} \\
& =\sum_{j=1}^{\mu+1} 2^{j}\left\{36 B_{1} r^{2} \ln ^{2}\left(\mathrm{e}+2^{\mu+1} 4^{-j}\left(M|\Delta|^{r}\right)^{1 /(r+1)} \varepsilon^{-1 /(r+1)}\right)+4 r\right\} .
\end{aligned}
$$

Combining this with (34) we see that $r_{\Delta}$ satisfies (17), which completes the proof of lemma 5.6.

Completion of the proof of theorem 5.2. Starting from lemma 5.5 and applying lemma 5.6 s times, we obtain that there is a rational function $r_{\Delta}, \Delta=[a, b]$, such that

$$
\left\|f_{\Delta}-r_{\Delta}\right\|_{\Delta} \leqslant\left(2+\sum_{\mu=1}^{s} 2^{-\mu}\right) \varepsilon<3 \varepsilon
$$

and

$$
\operatorname{deg} r_{\Delta} \leqslant 2 \sum_{\Delta^{*} \in \Omega} k_{\Delta^{*}}+N\left(s, V_{\Delta} f^{(r)}, \Delta\right)
$$

Putting $R(x)=r_{\Delta}(x)-\sum_{v=0}^{r} f^{(v)}(a)(x-a)^{\nu} / v!$ we have

$$
\|f-R\|_{[a, b]}<3 \varepsilon
$$

and

$$
\operatorname{deg} R \leqslant 2 \sum_{\Delta^{*} \in \Omega} k_{\Delta^{*}}+N(s, M,[a, b])+r,
$$

where $M=V_{a}^{b} f^{(r)}$. It remains to prove that

$$
\begin{equation*}
N(s, M, \Delta) \leqslant D_{1} r^{2} m \ln ^{2}\left(\mathrm{e}+\frac{M|\Delta|^{r}}{\varepsilon m^{r+1}}\right) \tag{36}
\end{equation*}
$$

where $D_{1}=$ constant. By (8) we have

$$
\begin{aligned}
N(s, M, \Delta)= & \sum_{v=0}^{s} 2^{v}\left\{36 B_{1} r^{2} \ln ^{2}\left(\mathrm{e}+2^{s} 4^{-v}\left(M|\Delta|^{r}\right)^{1 /(r+1)} \varepsilon^{-1 /(r+1)}\right)+4 r\right\} \\
\leqslant & 8 r \cdot 2^{s}+C r^{2} \sum_{v=0}^{s} 2^{v} \ln ^{2}\left(\left(\mathrm{e}+2^{-s(r+1)} M|\Delta|^{r} \varepsilon^{-1}\right) \cdot 4^{s-v}\right) \\
= & 8 r \cdot 2^{s}+C r^{2}\left\{\sum_{v=0}^{s} 2^{v} \ln ^{2}\left(\mathrm{e}+2^{-s(r+1)} M|\Delta|^{r} \varepsilon^{-1}\right)\right. \\
& +\sum_{v=0}^{s} 2^{v+1} \ln \left(\mathrm{e}+2^{-s(r+1)} M|\Delta|^{r^{-1}} \varepsilon^{-1}\right)(\ln 4)(s-v) \\
& \left.+\sum_{v=0}^{s} 2^{v}(\ln 4)^{2}(s-v)^{2}\right\}
\end{aligned}
$$

Since the function $2^{x}(s+1+2 / \ln 2-x)^{2}$ is increasing on $[0, s+1]$,

$$
\begin{aligned}
\sum_{v=0}^{s} 2^{v}(s-v) & \leqslant \sum_{v=0}^{s} 2^{v}(s-v)^{2}<\sum_{v=0}^{s} 2^{v}\left(s+1+\frac{2}{\ln 2}-v\right)^{2} \\
& <\int_{0}^{s+1} 2^{x}\left(s+1+\frac{2}{\ln 2}-x\right)^{2} \mathrm{~d} x<\frac{16}{(\ln 2)^{3}} \cdot 2^{s}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
N(s, M, \Delta) & \leqslant D_{1} r^{2} \cdot 2^{\mathrm{s}} \ln ^{2}\left(\mathrm{e}+\frac{M|\Delta|^{r}}{\varepsilon \cdot 2^{s(r+1)}}\right) \\
& =D_{1} r^{2} m \ln ^{2}\left(\mathrm{e}+\frac{M|\Delta|^{r}}{\varepsilon m^{r+1}}\right)
\end{aligned}
$$

i.e. estimate (36) holds.

Proof of theorem 5.1. If we are not interested in the form of the constant $C(r)$ in the estimate (1), then (1) follows as in theorem 5.2. But we need to prove the estimate (1) with $C(r)$ of the kind $C(r)=D^{r}, D=$ constant. To this end, we shall use the following lemma.

Lemma 5.7. If the function $f$ is defined on $\Delta=[a, b]$ and $f^{(r)} \in C_{\Delta}, r \geqslant 1$, then for $n \geqslant r$

$$
\begin{equation*}
E_{n}(f)_{C} \leqslant C^{r} \frac{\left.|\Delta|\right|^{r}\left\|f^{(r)}\right\|_{C(\Delta)}}{n^{r}} \tag{37}
\end{equation*}
$$

where $C>0$ is an absolute constant, $E_{n}(f)_{C}$ is the best uniform approximation to $f$ by means of all algebraic polynomials of degree $n$.

Proof. It follows by theorem 3.10 that for $n \geqslant 1$

$$
\begin{equation*}
E_{n}(f)_{C} \leqslant C \frac{|\Delta|\left\|f^{\prime}\right\|_{C(\Delta)}}{n} \tag{38}
\end{equation*}
$$

Choose $p \in P_{n-1}$ such that $\left\|f^{\prime}-p\right\|_{C(\Delta)}=E_{n-1}\left(f^{\prime}\right)_{C}$ and $q \in P_{n}$ such that $q^{\prime}=p$. Applying (38) we get

$$
E_{n}(f)_{C}=E_{n}(f-q)_{C} \leqslant C \frac{|\Delta|| | f^{\prime}-q^{\prime} \|_{C(\Delta)}}{n} \leqslant C \frac{|\Delta| E_{n-1}\left(f^{\prime}\right)_{C}}{n} .
$$

From this and (38) it follows for $n \geqslant r$ that

$$
\begin{align*}
E_{n}(f)_{C} & \leqslant C \frac{|\Delta| E_{n-1}\left(f^{\prime}\right)_{C}}{n} \leqslant C^{2} \frac{|\Delta|^{2} E_{n-2}\left(f^{\prime \prime}\right)_{C}}{n(n-1)} \\
& \leqslant \cdots \leqslant C^{r} \frac{|\Delta|^{r}\left\|f^{(r)}\right\|_{C(\Delta)}}{n(n-1) \cdots(n-r+1)} \tag{39}
\end{align*}
$$

On the other hand from Stirling's formula

$$
\left(k!=\sqrt{ } 2 \pi k \cdot\left(\frac{k}{\mathrm{e}}\right)^{k} \mathrm{e}^{\theta_{k} / 12}, \quad 0<\theta_{k}<1\right)
$$

it follows that for $n \geqslant r \geqslant 1$

$$
\frac{n^{r}}{n(n-1) \cdots(n-r+1)}=\frac{n^{r}(n-r)!}{n!}<\mathrm{e}^{2 r} .
$$

This inequality together with (39) implies (37).
Now we are able to prove theorem 5.1. Let $f \in V_{r}(M,[a, b]), r \geqslant 1, M \geqslant 0$. Without loss of generality we shall assume that $f^{(r)} \in C_{[a, b]}$ and $M>0$.

Let $r \leqslant n \leqslant A r^{8}$, where $A=D_{1}^{2} \mathrm{e}^{10}, D_{1}>1$, is the absolute constant from
theorem 5.2. Putting $p(x)=f^{(r)}(a) x^{r} / r$ ! we get by lemma 5.7

$$
\begin{aligned}
R_{n}(f)_{C} \leqslant E_{n}(f)_{C} & =E_{n}(f-p)_{C} \leqslant C^{r} \frac{(b-a)^{r}\left\|f^{(r)}-p^{(r)}\right\|_{C}}{n^{r}} \\
& =C^{r} \frac{(b-a)^{r}\left\|f^{(r)}-f^{(r)}(a)\right\|_{C}}{n^{r}} \leqslant C^{r} A r^{8} \frac{M(b-a)^{r}}{n^{r+1}} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
R_{n}(f)_{c} \leqslant C_{1}^{r} \frac{M(b-a)^{r}}{n^{r+1}}, \quad r \leqslant n \leqslant A r^{8}, \tag{40}
\end{equation*}
$$

where $C_{1}=$ constant.
Let $n>A r^{8}$. Choose $m$ integer so that

$$
\begin{equation*}
\frac{n}{A r^{8}} \leqslant m \leqslant \frac{2 n}{A r^{8}} . \tag{41}
\end{equation*}
$$

Clearly, there is a division $\Omega$ of $[a, b]$ into $2 m$ compact subintervals $\Delta$, disjoint except for the end points, such that

$$
\begin{equation*}
|\Delta| \leqslant \frac{b-a}{m} \quad \text { and } \quad V_{\Delta} f^{(r)} \leqslant \frac{M}{m} . \tag{42}
\end{equation*}
$$

We put for $\Delta \in \Omega, \Delta=[u, v], p_{\Delta}(x)=f^{(r)}(u) x^{r} / r!$. It follows by (37), (41) and (42) that for $\Delta \in \Omega$

$$
\begin{aligned}
E_{r^{8}}(f)_{C(\Delta)} & =E_{r^{8}}\left(f-p_{\Delta}\right)_{C(\Delta)} \\
& \leqslant C^{r} \frac{|\Delta|^{r}\left\|f^{(r)}-f^{(r)}(u)\right\|_{C(\Delta)}}{r^{8 r}} \leqslant C^{r} \frac{M \mid \Delta r}{r^{8} m^{r+1}} \\
& \leqslant C^{r} A^{r+1} r^{8} \frac{M(b-a)^{r}}{n^{r+1}} .
\end{aligned}
$$

Consequently, for each $\Delta \in \Omega$ there is a polynomial $q_{\Delta}$ such that $\left\|f-q_{\Delta}\right\|_{c(\Delta)} \leqslant$ $C_{2}^{r}\left(M(b-a)^{r} / h^{r+1}\right), C_{2}>1$ and $\operatorname{deg} q_{\Delta} \leqslant r^{8}$.
Now we are able to apply theorem 5.2 with $\varepsilon=C_{2}^{r}\left(M(b-a)^{r} / n^{r+1}\right)$ and $k_{\Delta}=r^{8}, \Delta \in \Omega$. We obtain that there is a rational function $R$ such that

$$
\|f-R\|_{C[a, b]} \leqslant 3 C_{2}^{r} \frac{M(b-a)^{r}}{n^{r+1}}
$$

and

$$
\begin{aligned}
\operatorname{deg} R & \leqslant 2 \sum_{\Delta \in \Omega} r^{8}+D_{1} r^{2} \cdot 2 m \ln ^{2}\left(\mathrm{e}+\frac{M(b-a)^{r}}{C_{2}^{r} M(b-a)^{r} n^{-r-1}(2 m)^{r+1}}\right) \\
& \leqslant 4 r^{8} m+2 D_{1} r^{2} m \ln ^{2}\left(\mathrm{e}+\left(\frac{n}{2 m}\right)^{r+1}\right)
\end{aligned}
$$

Using (41), the fact that $n>A r^{8}=D_{1}^{2} \mathrm{e}^{10} r^{8}$ and the inequality $\ln ^{2} x<\sqrt{ } x$ for $x \geqslant \mathrm{e}^{10}$ we obtain

$$
\ln ^{2}\left(\mathrm{e}+\frac{n}{2 m}\right) \leqslant \ln ^{2}\left(\mathrm{e}+\frac{A r^{8}}{2}\right) \leqslant \ln ^{2}\left(A r^{8}\right) \leqslant \sqrt{ } A r^{8}
$$

and therefore

$$
\operatorname{deg} R \leqslant \frac{n}{2}+\frac{8 D_{1} n}{A r^{4}} \sqrt{A r^{8}} \leqslant n
$$

Consequently

$$
R_{n}(f)_{C} \leqslant 3 C_{2}^{r} \frac{M(b-a)^{r}}{n^{r+1}}, \quad n>A r^{8}
$$

This estimate together with (40) implies estimate (1).

### 5.3 Some classes of absolutely continuous functions and functions of bounded variation

It is not difficult to show that (see 11.1.2, theorem 11.3) the estimate $R_{n}(f)_{C}=0(1)$ is exact in the class of all functions absolutely continuous on $[a, b]$. It turns out that if we consider classes of absolutely continuous functions and functions of bounded variation which satisfy additional conditions, then it is possible to obtain a uniform rate of approximation which is better than the approximation by polynomials. In this section we shall investigate some classes of this kind.

### 5.3.1 One technical result

The following technical theorem is basic for the uniform rational approximation of functions with order of approximation not greater than $\mathrm{O}\left(n^{-1}\right)$.

Theorem 5.3. Let the function $f$ be bounded on $[a, b]$ and let there exist $m+1$ points $x_{i}, i=0,1, \ldots, m, a=x_{0}<x_{1}<\cdots<x_{m}=b(m \geqslant 1)$ such that

$$
\begin{equation*}
\left\|f-f\left(x_{i}\right)\right\|_{C\left(\Delta_{i}\right)} \leqslant \varepsilon, \quad i=0,1, \ldots, m-1 \tag{1}
\end{equation*}
$$

where $\Delta_{i}=\left[x_{i}, x_{i+1}\right], \varepsilon>0$ is a given number. Then there exists a rational function $r$ such that

$$
\begin{equation*}
\|f-r\|_{C[a, b]} \leqslant D \varepsilon \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{deg} r \leqslant D \sum_{i=0}^{m-1} \ln \left(\mathrm{e}+\frac{b-a}{m\left|\Delta_{i}\right|}\right) \tag{3}
\end{equation*}
$$

where $\left|\Delta_{i}\right|=x_{i+1}-x_{i}, D>1$ is an absolute constant.

Proof. There is no loss of generality in assuming that $m=2^{s}$ with $s$ a positive integer and

$$
\left|\Delta_{\max }\right|=\max \left\{\left|\Delta_{i}\right|: i=0,1, \ldots, m-1\right\} \leqslant \frac{2(b-a)}{m}
$$

Indeed, suppose that theorem 5.3 holds true in this situation. Consider the general case. Set $f(x)=f(b)$ for $x>b$. Add at most $m$ new points $u_{i} \in(a, b)$ with the property that each interval $\Delta_{i},\left|\Delta_{i}\right|>(b-a) / m$, is divided by means of $u_{i}, i=1,2, \ldots$, into subintervals with length contained in $[(b-a) / 2 m$, $(b-a) / m]$. Also, take if necessary, some points $v_{i}=b+i(b-a) / m, i=1,2, \ldots$, so that the set $N=\left\{x_{i}\right\} \cup\left\{u_{i}\right\} \cup\left\{v_{i}\right\}$ contains exactly $2^{s}+1$ points, where $2 m \leqslant 2^{s}<4 m$. Finally, we renumerate the points of the set $N$ in increasing order and denote them again by $x_{i}, i=0,1, \ldots, 2^{s}$. Clearly,

$$
\left\|f-f\left(x_{i}\right)\right\|_{C\left(\Delta_{i}\right)} \leqslant 2 \varepsilon, \quad i=0,1, \ldots, 2^{s}-1, \quad \Delta_{i}=\left[x_{i}, x_{i+1}\right]
$$

Then by our assumption it follows that theorem 5.3 holds true in the general case, eventually with another absolute constant $D$.

Thus we shall suppose that $m=2^{s}, s$ integer and $\left|\Delta_{\max }\right| \leqslant 2(b-a) / m$. Set

$$
f(x)= \begin{cases}f(a), & x<a \\ f(b), & x>b\end{cases}
$$

and

$$
u_{i}= \begin{cases}x_{i}-(b-a), & i=0,1, \ldots, m \\ x_{i-m}, & i=m+1, m+2, \ldots, 2 m \\ x_{i-2 m}+(b-a), & i=2 m+1,2 m+2, \ldots, 3 m\end{cases}
$$

Denote $d_{i}=\left[u_{i}, u_{i+1}\right], i=0,1, \ldots, 3 m-1, d_{\text {max }}$ an interval $d_{i}$ with maximum length,

$$
\begin{equation*}
N(k, i)=\sum_{v=0}^{k-1} \sum_{\mu=1}^{2^{k-v}-1} 12 B_{1}(v+1) \ln \left(\mathrm{e}+\frac{2^{v}\left|d_{\max }\right|}{\left|d_{i+\mu \cdot 2^{2}}\right|}\right) \tag{4}
\end{equation*}
$$

where $B_{1}>1$ is the absolute constant from lemma $5.3, k$ and $i$ are parameters. Also, denote

$$
f_{i}(x)=f(x)-f\left(x_{i}\right), \quad i=0,1, \ldots, 3 m-1
$$

Next, we shall denote for short $\|\cdot\|_{\Delta}=\|\cdot\|_{C(\Delta)}$.
Theorem 5.3 we shall prove applying $s$ times the following lemma, where we use the assumptions and notations introduced above.

Lemma 5.8. Let $0 \leqslant k \leqslant s, k$ integer. Let there be, for each $i, 0 \leqslant i \leqslant 3 m-2^{k}-1$, a rational function $q_{i}$ such that

$$
\begin{equation*}
\left\|f_{i}-q_{i}\right\|_{\left[u_{i} u_{i} u_{i} 2^{k}+1\right]} \leqslant \varphi(k) \varepsilon \tag{5}
\end{equation*}
$$

where $\varphi(k) \geqslant 1, \varphi(k)$ depends only on $k$,

$$
\begin{equation*}
\left\|q_{i}\right\|_{(-\infty, \infty)} \leqslant\left(2^{k}+1\right) \varepsilon \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{deg} q_{i} \leqslant N(k, i) \tag{7}
\end{equation*}
$$

where $N(k, i)$ is defined in (4).
Then for each $i, 0 \leqslant i \leqslant 3 m-2^{k+1}-1$, there exists a rational function $r_{i}$ such that

$$
\begin{gather*}
\left\|f_{i}-r_{i}\right\|_{\left[u_{i}, u_{i}+2^{k+1}+1\right]} \leqslant\left(\varphi(k)+\frac{1}{2^{k+1}}\right) \varepsilon,  \tag{8}\\
\left\|r_{i}\right\|_{\{-\infty, \infty)} \leqslant\left(2^{k+1}+1\right) \varepsilon \tag{9}
\end{gather*}
$$

and

$$
\begin{equation*}
\operatorname{deg} r_{i} \leqslant N(k+1, i) \tag{10}
\end{equation*}
$$

Proof. Let $0 \leqslant i \leqslant 3 m-2^{k+1}-1$. Denote for short

$$
\begin{array}{rlr}
z_{1} & =u_{i}, \quad z_{2}=\left(u_{i+2^{k}}+u_{i+2^{k}+1}\right) / 2, \quad z_{3}=u_{i+2^{k+1}+1} \\
\eta & =\left|d_{i+2^{k}}\right| / 2, \quad \Delta_{1}=\left[z_{1}, z_{2}+\eta\right], \quad \Delta_{2}=\left[z_{2}-\eta, z_{3}\right], \\
\Delta & =\left[z_{1}, z_{3}\right], \quad \tilde{q}_{1}=q_{i}, \quad \tilde{q}_{2}=q_{i+2^{k}}+f\left(x_{i}\right)-f\left(x_{i+2^{k}}\right) .
\end{array}
$$

By (1) and (5)-(7) we get

$$
\begin{aligned}
\left\|f_{i}-\tilde{q}_{1}\right\|_{\Delta_{1}} & \leqslant \varphi(k) \varepsilon, \quad\left\|\tilde{q}_{1}\right\|_{(-\infty, \infty)} \leqslant\left(2^{k}+1\right) \varepsilon, \quad \operatorname{deg} \tilde{q}_{1} \leqslant N(k, i), \\
\left\|f_{i}-\tilde{q}_{2}\right\|_{\Delta_{2}} & =\left\|f_{i+2^{k}}-q_{i+2^{k}}\right\|_{\left[u_{i}, 2^{k}, u_{i}+2^{k+1}-1\right]} \leqslant \varphi(k) \varepsilon \\
\left\|\tilde{q}_{2}\right\|_{i-\infty, \infty)} & \leqslant \| q_{i+2^{k} \|_{(-\infty, \infty)}+\left|f\left(x_{i}\right)-f\left(x_{i+2^{k}}\right)\right|} \\
& \leqslant\left(2^{k}+1\right) \varepsilon+\sum_{v=1}^{2^{k}}\left|f\left(x_{i+v-1}\right)-f\left(x_{i+v}\right)\right| \leqslant\left(2^{k+1}+1\right) \varepsilon
\end{aligned}
$$

and

$$
\operatorname{deg} \tilde{q}_{2} \leqslant N\left(k, i+2^{k}\right) .
$$

Now we are in a position to apply lemma 5.3 to the function $f_{i}$ with the intervals $\Delta_{1}, \Delta_{2}$, rational functions $\tilde{q}_{1}, \tilde{q}_{2}$ and $\varepsilon_{1}=\varphi(k) \varepsilon, A=\left(2^{k+1}+1\right) \varepsilon$, $k_{\Delta_{1}}=N(k, i), k_{\Delta_{2}}=N\left(k, i+2^{k}\right)$. Set $\varepsilon_{2}=\varepsilon / 2^{k+1}$. It follows that there exists a rational function $r_{i}$ such that

$$
\begin{aligned}
& \left\|f_{i}-r_{i}\right\|_{\Delta} \leqslant\left(\varphi(k)+\frac{1}{2^{k+1}}\right) \varepsilon, \\
& \left\|r_{i}\right\|_{(-\infty, \infty)} \leqslant\left(2^{k+1}+1\right) \varepsilon
\end{aligned}
$$

and

$$
\begin{align*}
\operatorname{deg} r_{i} \leqslant & N(k, i)+N\left(k, i+2^{k}\right) \\
& +B_{1} \ln \left(\mathrm{e}+\frac{|\Delta|}{2 \eta}\right) \ln \left(\mathrm{e}+2^{k}\left(2^{k+1}+1\right)\right) \tag{11}
\end{align*}
$$

Consequently, the rational function $r_{i}$ satisfies (8) and (9). It remains to prove that $\operatorname{deg} r_{i} \leqslant N(k+1, i)$. Clearly, we have

$$
\begin{aligned}
& B_{1} \ln \left(\mathrm{e}+\frac{|\Delta|}{2 \eta}\right) \ln \left(\mathrm{e}+2^{k}\left(2^{k+1}+1\right)\right) \\
& \quad \leqslant B_{1} \ln \left(\mathrm{e}+\frac{\left(2^{k+1}+1\right)\left|d_{\max }\right|}{\left|d_{i+2^{k}}\right|}\right) \ln \left(\mathrm{e}+2^{2 k+2}\right) \\
& \quad \leqslant 12 B_{1}(k+1) \ln \left(\mathrm{e}+\frac{2^{k}\left|d_{\max }\right|}{\left|d_{i+2^{k}}\right|}\right)
\end{aligned}
$$

From this, (11) and the definition of $N(k, i)$ in (4) it follows that

$$
\begin{aligned}
\operatorname{deg} r_{i} \leqslant & \sum_{v=0}^{k-1} \sum_{\mu=1}^{2^{k-v}-1} 12 B_{1}(v+1) \ln \left(\mathrm{e}+\frac{2^{v}\left|d_{\max }\right|}{\left|d_{i+\mu \cdot 2^{v}}\right|}\right) \\
& +\sum_{v=0}^{k-1} \sum_{\mu=1}^{2^{k-v}-1} 12 B_{1}(v+1) \ln \left(\mathrm{e}+\frac{2^{v}\left|d_{\max }\right|}{\left|d_{i+2^{k}+\mu \cdot 2^{v}}\right|}\right) \\
& +12 B_{1}(k+1) \ln \left(\mathrm{e}+\frac{2^{k}\left|d_{\max }\right|}{\left|d_{i+2^{k}}\right|}\right) \\
\leqslant & \sum_{v=0}^{k} \sum_{\mu=1}^{2^{k+1-v}-1} 12 B_{1}(v+1) \ln \left(\mathrm{e}+\frac{2^{v}\left|d_{\max }\right|}{\left|d_{i+\mu \cdot 2^{v}}\right|}\right)=N(k+1, i)
\end{aligned}
$$

Thus $r_{i}$ satisfies (10).
Now we continue the proof of theorem 5.3. By (1) it follows that $\left\|f-f\left(x_{i}\right)\right\|_{\left[x_{i}, x_{i+2}\right]} \leqslant 2 \varepsilon$ for $i=0,1, \ldots, m-2$ and therefore

$$
\left\|f_{i}-0\right\|_{\left[u_{i} u_{i+2}\right]} \leqslant 2 \varepsilon, \quad i=0,1, \ldots, 3 m-2
$$

Consequently, the assumptions of lemma 5.8 hold with $k=0, q_{i} \equiv 0$ and $\varphi(0)=2$.

Starting from there and applying lemma $5.8 s+1$ times we obtain that for every $i, 0 \leqslant i \leqslant m-1$, there exists a rational function $r_{i}$ such that

$$
\left\|f_{i}-r_{i}\right\|_{\left[u_{i}, u_{i}+2 m+1\right]} \leqslant\left(2+\sum_{k=1}^{s+1} \frac{1}{2^{k+1}}\right) \varepsilon<3 \varepsilon
$$

and

$$
\operatorname{deg} r_{i} \leqslant N(s+1, i)
$$

Choose $i_{0}$ such that $\operatorname{deg} r_{i_{0}}=\min _{i} \operatorname{deg} r_{i}$ and set $r=r_{i_{0}}$. Since $[a, b] \subset$ $\left[u_{i}, u_{i+2 m+1}\right]$ for every $i=0,1, \ldots, m-1,\|f-r\|_{[a, b]}<3 \varepsilon$, i.e. $r$ satisfies (2) with $D=3$. From the choice of $r$ it follows that

$$
\operatorname{deg} r \leqslant \frac{1}{2^{s}} \sum_{i=0}^{2^{s-1}} N(s+1, i) .
$$

Using the definition of $N(k, i)$ in (4) and the fact $\left|d_{\max }\right|=\left|\Delta_{\max }\right| \leqslant 2(b-a) / m$ we get

$$
\begin{aligned}
\operatorname{deg} r & \leqslant \frac{1}{2^{s}} \sum_{i=0}^{2^{s-1}} \sum_{v=0}^{s} \sum_{\mu=1}^{2^{s+1-v}-1} 12 B_{1}(v+1) \ln \left(\mathrm{e}+\frac{2^{v}\left|d_{\max }\right|}{\left|d_{i+\mu}\right|}\right) \\
& \leqslant \frac{1}{2^{s}} \sum_{v=0}^{s} \sum_{\mu=1}^{2^{s+1-v}-1} 24 B_{1}(v+1) \sum_{j=0}^{m-1} \ln \left(\mathrm{e}+\frac{2^{v}\left|\Delta_{\max }\right|}{\left|\Delta_{j}\right|}\right) \\
& \leqslant \frac{24 B_{1}}{2^{s}} \sum_{v=0}^{s} 2^{2^{s+1-v}} \sum_{\mu=1}^{-1}(v+1)^{2} \sum_{j=0}^{m-1} \ln \left(\mathrm{e}+\frac{\left|\Delta_{\max }\right|}{\left|\Delta_{j}\right|}\right) \\
& \leqslant 24 B_{1} \sum_{j=0}^{m-1} \ln \left(\mathrm{e}+\frac{\left|\Delta_{\max }\right|}{\left|\Delta_{j}\right|}\right) \frac{1}{2^{s}} \sum_{v=0}^{s} \sum_{\mu=1}^{2^{s+1-v}-1}(v+1)^{2} \\
& \leqslant 24 B_{1} \sum_{j=0}^{m-1} \ln \left(\mathrm{e}+\frac{2(b-a)}{m\left|\Delta_{j}\right|}\right) \frac{1}{2^{s}} \sum_{v=0}^{s}(v+1)^{2} \cdot 2^{s+1-v} .
\end{aligned}
$$

Since the function $F(x)=2^{x}(s+2+2 / \ln 2-x)^{2}$ is increasing in $[1, s+3]$,

$$
\begin{aligned}
\frac{1}{2^{s}} \sum_{v=0}^{s} 2^{s+1-v}(v+1)^{2} & =\frac{1}{2^{s}} \sum_{j=1}^{s+1} 2^{j}(s+2-j)^{2} \\
& \leqslant \frac{1}{2^{s}} \int_{1}^{s+2} 2^{x}\left(s+2+\frac{2}{\ln 2}-x\right)^{2} \mathrm{~d} x \leqslant C
\end{aligned}
$$

where $C$ is an absolute constant. (This is the most essential point in the proof!)
Consequently, there exists an absolute constant $D$ such that

$$
\operatorname{deg} r \leqslant D \sum_{i=0}^{m-1} \ln \left(\mathrm{e}+\frac{b-a}{m\left|\Delta_{i}\right|}\right)
$$

i.e. estimate (3) holds.

### 5.3.2 Sobolev classes $W_{p}^{1}, p>1$

Consider the Sobolev class $W_{p}^{1}[a, b], p>1$, of all functions $f$ absolutely continuous on $[a, b]$ such that $f^{\prime} \in L_{p}[a, b]$. First Yu.A. Brudnyi (1979) announced that for the functions $f \in W_{p}^{1}, p>1$, the estimate $R_{n}(f)_{C}=\mathrm{O}\left(n^{-1}\right)$ holds. The first proof of this result was given by V.A. Popov (1980). Note that for $f \in W_{p}^{1}, 1<p<\infty$, we have only $E_{n}(f)_{C}=o(1)$. We shall next prove this result as a consequence of theorem 5.3.

Theorem 5.4. If $\in W_{p}^{1}[a, b], p>1$, then the following estimate holds for $n \geqslant 1$ :

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant C \frac{\left\|f^{\prime}\right\|_{L_{p}}}{n} \tag{12}
\end{equation*}
$$

where $C=C_{1} p(p-1)^{-1}(b-a)^{1-1 / p}, C_{1}=$ constant.
Remark. The estimate (12) is exact for the class $W_{p}^{1}, p>1$. For every individual function $f \in W_{p}^{1}, p>1$, the o-effect appears (see 10.2).

Proof. To prove theorem 5.4 it is enough to consider the case $[a, b]=[0,1]$ and $\left\|f^{\prime}\right\|_{p}=1$. Indeed, let theorem 5.4 be true in that case. Suppose $f^{\prime} \in L_{p}[a, b]$. The case when $\left\|f^{\prime}\right\|_{p}=0$ is trivial. Let $\left\|f^{\prime}\right\|_{p}>0$. Consider the function $g(x)=f(a+(b-a) x) /\left\|f^{\prime}\right\|_{p}(b-a)^{1-1 / p}$. Obviously, we have $\left\|g^{\prime}\right\|_{L_{p}[0,1]}=1$. Hence by our assumptions $R_{n}(g)_{C} \leqslant C(p) / n, n \geqslant 1$. Then we get

$$
R_{n}(f)_{C}=\left\|f^{\prime}\right\|_{p}(b-a)^{1-1 / p} R_{n}(g)_{C} \leqslant C(p)(b-a)^{1-1 / p} \frac{\left\|f^{\prime}\right\|_{p}}{n}, \quad n \geqslant 1
$$

Thus we shall suppose that $[a, b]=[0,1]$ and $\left\|f^{\prime}\right\|_{p}=1$. Put $f(x)=f(1)$ for $x>1$. Clearly, there are points $x_{i}, i=1,2, \ldots, m$, where $n \leqslant m \leqslant 2 n$, such that

$$
0=x_{0}<x_{1}<\cdots<x_{m-1}<1 \leqslant x_{m}<1+\frac{1}{n}
$$

and for each $i, 0 \leqslant i \leqslant m-1$, one of the following two conditions is fulfilled:
(i) $\int_{\Delta_{i}}\left|f^{\prime}(x)\right| \mathrm{d} x=1 / n$ and $\left|\Delta_{i}\right| \leqslant 1 / n$,
(ii) $\int_{\Delta_{i}}\left|f^{\prime}(x)\right| \mathrm{d} x \leqslant 1 / n$ and $\left|\Delta_{i}\right|=1 / n$,
where $\Delta_{i}=\left[x_{i}, x_{i+1}\right]$.
Indeed, set $x_{0}=0$ and define by induction $x_{i+1}=\max \left\{x: x_{i}<x \leqslant x_{i}+1 / n\right.$ and $\left.\int_{x_{i}}^{x}\left|f^{\prime}(t)\right| \mathrm{d} t \leqslant 1 / n\right\}, i \geqslant 1$. Finally, denote by $x_{m}$ the first point $x_{i} \geqslant 1$. Because $\left\|f^{\prime}\right\|_{L_{1}} \leqslant\left\|f^{\prime}\right\|_{L_{p}}=1$ these points $x_{i}$ satisfy the required conditions. Obviously, we have

$$
\begin{equation*}
\left\|f-f\left(x_{i}\right)\right\|_{C\left(\Delta_{i}\right)} \leqslant \int_{\Delta_{i}}\left|f^{\prime}(x)\right| \mathrm{d} x \leqslant \frac{1}{n}, \quad i=0,1, \ldots, m-1 \tag{13}
\end{equation*}
$$

Denote by $N_{1}$ and $N_{2}$ the sets of all indices $i, 0 \leqslant i \leqslant m-1$, which satisfy (i) and (ii) respectively.

If $i \in N_{1}$, then by Hölder's inequality we get

$$
\frac{1}{n}=\int_{\Delta_{i}}\left|f^{\prime}(x)\right| \mathrm{d} x \leqslant\left(\int_{\Delta_{i}}\left|f^{\prime}(x)\right|^{p} \mathrm{~d} x\right)^{1 / p}\left|\Delta_{i}\right|^{1-1 / p}
$$

Hence for $i \in N_{1}$

$$
\frac{1}{n^{p}\left|\Delta_{i}\right|^{p-1}} \leqslant \int_{\Delta_{i}}\left|f^{\prime}(x)\right|^{p} \mathrm{~d} x
$$

and since $\left\|f^{\prime}\right\|_{p}=1$,

$$
\begin{equation*}
\sum_{i \in N_{1}} \frac{1}{\left(n\left|\Delta_{i}\right|\right)^{p-1}} \leqslant n . \tag{14}
\end{equation*}
$$

One easily verifies the following inequality:

$$
\begin{equation*}
\ln \left(\mathrm{e}+\frac{2}{x}\right) \leqslant \frac{2 p}{p-1} \frac{1}{x^{p-1}}, \quad 0<x \leqslant 1, p>1 . \tag{15}
\end{equation*}
$$

By (14) and (15) we get

$$
\begin{aligned}
\sum_{i=0}^{m-1} \ln \left(\mathrm{e}+\frac{2}{m\left|\Delta_{i}\right|}\right) & \leqslant \sum_{i=0}^{m-1} \ln \left(\mathrm{e}+\frac{2}{n\left|\Delta_{i}\right|}\right) \leqslant \sum_{i \in N_{1}} \ln \left(\mathrm{e}+\frac{2}{n\left|\Delta_{i}\right|}\right)+\sum_{i \in N_{2}} \ln (\mathrm{e}+2) \\
& \leqslant \frac{2 p}{p-1} \sum_{i \in N_{1}} \frac{1}{\left(\left.n|\Delta|\right|_{i}\right)^{p-1}}+2 m \leqslant\left(\frac{2 p}{p-1}+4\right) n \leqslant \frac{6 p}{p-1} n
\end{aligned}
$$

From this and (13), applying theorem 5.3 we conclude that there is a rational function $r$ such that

$$
\|f-r\|_{c^{[0,1]}} \leqslant \frac{2 D}{n}
$$

and

$$
\operatorname{deg} r \leqslant D \sum_{v=0}^{m-1} \ln \left(\mathrm{e}+\frac{2}{m\left|\Delta_{v}\right|}\right) \leqslant \frac{6 D p}{p-1} n, \quad n \geqslant 1 .
$$

These estimates imply (12).
As a consequence of theorem 5.1 and theorem 5.4, we shall obtain relations between rational uniform approximation of functions and polynomial $L_{p}$-approximation of their derivatives. First P. Turan noted that there should exist relations of this kind. Here we shall present the results of V.A. Popov (1980).

Theorem 5.5. Let $f \in W_{p}^{r}[0,1], r \geqslant 1, p \geqslant 1$, i.e. $f^{(r)} \in L_{p}[0,1]$. Then the estimate

$$
R_{2 n+r}(f)_{C} \leqslant C(p, r) \frac{E_{n}\left(f^{(r)}\right)_{p}}{n^{r}}, \quad n \geqslant 1,
$$

holds true in the following situations:
(i) $r=1, p>1$,
(ii) $r \geqslant 2, p=1$,
where $E_{n}\left(f^{(r)}\right)_{p}$ denotes the best $L_{p}$-approximation to $f^{(r)}$ by means of algebraic polynomials of degree $n$.

Proof. Consider the case when $r=1$ and $p>1$. Choose $p_{1} \in P_{n}$ such that $\left\|f^{\prime}-p_{1}\right\|_{L_{p}}=E_{n}\left(f^{\prime}\right)_{p}$ and $q \in P_{n+1}$ such that $q^{\prime}=p_{1}$. In view of theorem 5.4 we get

$$
R_{2 n+1}(f)_{C} \leqslant R_{n}(f-q)_{C} \leqslant C(p) \frac{\left\|f^{\prime}-q^{\prime}\right\|_{L_{p}}}{n}=C(p) \frac{E_{n}\left(f^{\prime}\right)_{p}}{n}
$$

In the other case we proceed similarly, applying theorem 5.1.

### 5.3.3 Absolutely continuous functions with derivative in Orlicz space $L \log L$

The function $\phi$ is called an Orlicz function if it is continuous, strictly increasing and convex in $[0, \infty), \phi(0)=0$ and $\lim _{x \rightarrow \infty}(\phi(x) / x)=\infty$.

The function

$$
\psi(y)=\max _{x \geqslant 0}\{x y-\phi(x)\}, \quad y \geqslant 0,
$$

is called the complementary function to $\phi$.
The Orlicz space $L_{\phi}[a, b]$, generated by the Orlicz function $\phi$, is defined as the set of all functions $f$ measurable in $[a, b]$ such that there exists a constant $K>0$ with the property

$$
\int_{a}^{b} \phi(|f(x)| / K) \mathrm{d} x<\infty
$$

The Orlicz space $L_{\phi}[a, b]$ is a Banach space under the norm

$$
\|f\|_{L_{\phi}}=\inf _{K>0}\left\{K+K \int_{a}^{b} \phi(|f(x)| / K) \mathrm{d} x\right\} .
$$

We need some simple facts concerning Orlicz spaces which will be given without proofs (for a detailed study of the theory of Orlicz spaces see Krasnoselskii, Rutitskii (1958)).

If $\chi_{E}$ is the characteristic function of a measurable set $E \subset[a, b]$, i.e.

$$
\chi_{E}(x)= \begin{cases}1, & x \in E, \\ 0, & x \in[a, b] \backslash E,\end{cases}
$$

then

$$
\begin{equation*}
\|\chi\|_{L_{\phi}}=\operatorname{mes} E \cdot \psi^{-1}\left(\frac{1}{\operatorname{mes} E}\right) \tag{16}
\end{equation*}
$$

where $\psi^{-1}$ is the inverse function to $\psi$.
Hölder's inequality is valid: if $f \in L_{\phi}[a, b]$ and $g \in L_{\psi}[a, b]$, then $f \cdot g \in L_{1}[a, b]$
and

$$
\begin{equation*}
\int_{a}^{b}|f(x) g(x)| \mathrm{d} x \leqslant\|f\|_{L_{\phi}}\|g\|_{L_{\psi}} \tag{17}
\end{equation*}
$$

If $f \in L_{\phi}[a, b]$, then

$$
\begin{equation*}
\int_{a}^{b} \phi\left(\frac{|f(x)|}{\|f\|_{L_{\phi}}}\right) \mathrm{d} x \leqslant 1 \tag{18}
\end{equation*}
$$

Next, we shall consider the Orlicz space $L_{\phi_{0}}[0,1]$, where

$$
\phi_{0}(x)=x \ln _{+} x, \quad \ln _{+} x= \begin{cases}\ln x & x \geqslant 1 \\ 0, & 0<x<1\end{cases}
$$

This space is denoted usually by $L \log L$. A light computation establishes that the function

$$
\psi_{0}(y)= \begin{cases}y, & 0 \leqslant y \leqslant 1 \\ \mathrm{e}^{y-1}, & y>1\end{cases}
$$

is complementary to $\phi_{0}$.
Next we shall prove the following result of A.A Pekarskii (1982).
Theorem 5.6. If the function $f$ is absolutely continuous on $[0,1]$ and $f^{\prime} \in L \log L$, then for $n \geqslant 1$

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant c \frac{\left\|f^{\prime}\right\|_{L \log L}}{n} \tag{19}
\end{equation*}
$$

where $c$ is an absolute constant.
Remark. This theorem is an improvement of theorem 5.4.
Note that $L \log L$ consists exactly of those functions $f$ in $L_{1}$ for which $\|M f\|_{L_{1}}<\infty$, where $M f$ is the Hardy-Littlewood maximal function for $f$ (see section 5.4). Moreover, the Orlicz norm $\|\cdot\|_{L \log L}$ is equivalent to the norm $\|f\|$ defined with $\|f\|=\|M f\|_{L_{1}}$. Now the estimate (19) is equivalent to the following: if $f$ is absolutely continuous on $[0,1]$ and $M f^{\prime} \in L_{1}[0,1]$, then for $n \geqslant 1$

$$
R_{n}(f)_{c} \leqslant c \frac{\left\|M f^{\prime}\right\|_{L_{1}}}{n}
$$

Proof of theorem 5.6. Without loss of generality we shall suppose that

$$
\left\|f^{\prime}\right\|_{L \log L}=\left\|f^{\prime}\right\|_{L_{\phi_{0}}[0,1]}=1, \quad \phi_{0}(x)=x \ln _{+} x
$$

Then by (16) and (17) it follows that

$$
\begin{equation*}
\int_{0}^{1}\left|f^{\prime}(x)\right| \mathrm{d} x \leqslant\left\|f^{\prime}\right\|_{L_{\phi_{0}}}\left\|\chi_{[0,1]}\right\|_{L_{\psi_{0}}} \leqslant 1 \tag{20}
\end{equation*}
$$

Let $n \geqslant 1$. Set $f(x)=f(1)$ for $x>1$. Exactly as in the proof of theorem 5.4, in view of (20) there exist points $x_{i}, i=0,1, \ldots, m$, where $n \leqslant m \leqslant 2 n$, such that

$$
0=x_{0}<x_{1}<\cdots<x_{m-1}<1 \leqslant x_{m}<1+\frac{1}{n}
$$

and for each $i, 0 \leqslant i \leqslant m-1$, one of the following two conditions is fulfilled:
(i) $\int_{\Delta_{i}}\left|f^{\prime}(x)\right| \mathrm{d} x=\frac{1}{n}$ and $\left|\Delta_{i}\right| \leqslant 1 / n$
(ii) $\int_{\Delta_{i}}\left|f^{\prime}(x)\right| \mathrm{d} x \leqslant 1 / n$ and $\left|\Delta_{i}\right|=1 / n$,
where $\Delta_{i}=\left[x_{i}, x_{i+1}\right]$.
Denote by $N_{1}$ and $N_{2}$ the sets of indices $i, 0 \leqslant i \leqslant m-1$, which satisfy (i) and (ii) respectively. We need the following inequality:

$$
\begin{equation*}
\sum_{i \in N_{1}}\left|\Delta_{i}\right| \phi_{0}\left(\frac{1}{\left|\Delta_{i}\right|} \int_{\Delta_{i}}\left|f^{\prime}(x)\right| \mathrm{d} x\right) \leqslant \int_{0}^{1} \phi_{0}\left(\left|f^{\prime}(x)\right|\right) \mathrm{d} x, \tag{21}
\end{equation*}
$$

where $\Delta_{i}=\left[x_{i}, x_{i+1}\right]$.
Since $\phi_{0}$ is convex, then by Jensen's inequality we have for $i \in N_{1}$

$$
\phi_{0}\left(\frac{1}{\left|\Delta_{i}\right|} \int_{\Delta_{i}}\left|f^{\prime}(x)\right| \mathrm{d} x\right) \leqslant \frac{1}{\left|\Delta_{i}\right|} \int_{\Delta_{i}} \phi_{0}\left(\left|f^{\prime}(x)\right|\right) \mathrm{d} x .
$$

Multiplying by $\left|\Delta_{i}\right|$ and summing over $i \in N_{1}$ we obtain (21).
By (18) we have

$$
\int_{0}^{1} \phi_{0}\left(\left|f^{\prime}(x)\right|\right) \mathrm{d} x=\int_{0}^{1} \phi_{0}\left(\frac{\left|f^{\prime}(x)\right|}{\left\|f^{\prime}\right\|_{L_{\phi_{0}}}}\right) \mathrm{d} x \leqslant 1
$$

From this, (21) and the fact that condition (i) holds for $i \in N_{1}$ it follows that

$$
\sum_{i \in N_{1}} \ln _{+}\left(\frac{1}{n\left|\Delta_{i}\right|}\right) \leqslant n
$$

Consequently, we have

$$
\begin{align*}
\sum_{i=0}^{m-1} \ln \left(\mathrm{e}+\frac{2}{m\left|\Delta_{i}\right|}\right) \leqslant & \sum_{i=0}^{m-1} \ln \left(\mathrm{e}+\frac{2}{n\left|\Delta_{i}\right|}\right) \\
& \leqslant \sum_{i \in N_{1}} \ln \left(\mathrm{e}+\frac{2}{n\left|\Delta_{i}\right|}\right)+\sum_{i \in N_{2}} \ln (\mathrm{e}+2) \leqslant c n \tag{22}
\end{align*}
$$

On the other hand

$$
\begin{equation*}
\left\|f-f\left(x_{i}\right)\right\|_{C_{\left(\Delta_{i}\right)}} \leqslant \int_{\Delta_{i}}\left|f^{\prime}(x)\right| \mathrm{d} x \leqslant \frac{1}{n}, \quad i=0,1, \ldots, m-1 \tag{23}
\end{equation*}
$$

Now we are ready to apply theorem 5.3 for the function $f$ on $\left[0, x_{m}\right]$, $1 \leqslant x_{m} \leqslant 2$. In view of (22) and (23) we conclude that there exists a rational function $r$ such that

$$
\|f-r\|_{c[0,1]} \leqslant \frac{D}{n}
$$

and

$$
\operatorname{deg} r \leqslant D \sum_{i=0}^{m-1} \ln \left(\mathrm{e}+\frac{2}{m\left|\Delta_{i}\right|}\right) \leqslant D c n
$$

$D=$ constant.
Theorem 5.6 follows from this immediately.

### 5.3.4 Functions with bounded variation and given modulus of continuity

Denote by $V(\omega)=V(M,[a, b], \omega)$ the set of all functions $f$ continuous on $[a, b]$ for which $V_{a}^{b} f \leqslant M$ and $\omega(f ; \delta) \leqslant \omega(\delta), \delta \geqslant 0$, where $\omega(f ; \delta)$ is the modulus of continuity of $f$ and $\omega$ is a given modulus of continuity. A function $\omega$ is called a modulus of continuity if $\omega$ is a nondecreasing function on $[0, \infty)$, $\lim _{\delta \rightarrow 0} \omega(\delta)=\omega(0)=0$ and $\omega\left(\delta_{1}+\delta_{2}\right) \leqslant \omega\left(\delta_{1}\right)+\omega\left(\delta_{2}\right)$ for $\delta_{1}, \delta_{2} \geqslant 0$.

First G. Freud (1966) and E. P. Dolženko and A.A. Abdulgaparov have shown that the class $V\left(c \delta^{\alpha}\right), 0<\alpha<1$, can be approximated uniformly by rational functions better than by polynomials. Later on A.P. Bulanov (1975b) considered the rational approximation of the class $V(\omega)$ for arbitrary $\omega$. The final estimate was obtained by A.A. Pekarskii (1978b) and P.P. Petrushev (1977).

Theorem 5.7. Let $f \in V(M,[a, b], \omega)$, where $M \geqslant 0, \omega$ is an arbitrary modulus of continuity. Then we have for $n \geqslant 1$

$$
\begin{equation*}
R_{n}(f)_{c} \leqslant c \inf _{1 \leqslant t \leqslant n}\left\{\frac{M}{t}+\omega\left(\frac{b-a}{t \mathrm{e}^{n / t}}\right)\right\} \tag{24}
\end{equation*}
$$

where $c$ is an absolute constant.
Corollary 5.1. (i) If $f \in V\left(c \delta^{\alpha}\right), c>0,0<\alpha<1$, then $R_{n}(f)_{C}=\mathrm{O}(\ln n / n)$.
(ii) If $f \in V\left(c(\ln (1 / \delta))^{-\gamma}\right), c, \gamma>0$, then $R_{n}(f)_{C}=\mathrm{O}\left(n^{-\gamma /(1+\gamma}\right)$.
(iii) If $f \in V(c(\underbrace{\ln \ln \cdots \ln }_{k}(1 / \delta))^{-\gamma}), \quad c, \gamma>0, \quad k \geqslant 2$, then $\quad R_{n}(f)_{C}=$ $\mathrm{O}((\underbrace{\ln \ln \cdots \ln n}_{k-1})^{-\gamma})$.
Remark. The estimate (24) is exact with respect to the order (see definition 5.2 in section 5.1 ) in the class $V(\omega)$, where the modulus of continuity $\omega$ satisfies $\lim _{\delta \rightarrow 0}(\omega(\delta) / \delta)=\infty$. This nontrivial fact, to be established in section 11.2, shows that there is no o-effect in this case. However, we shall prove in section
10.2 that the o-effect appears for the uniform rational approximation of all absolutely continuous functions $f$ in $V(\omega)$ for some $\omega$. Note that for polynomial approximation of such functions we have only $E_{n}(f)_{C}=\mathrm{O}\left(\omega\left(n^{-1}\right)\right)$.

Proof of theorem 5.7. We shall use theorem 5.3. First, consider the trivial case $1 \leqslant n \leqslant 2 D$, where $D>1$ is the constant from theorem 5.3 . Obviously, we have

$$
R_{n}(f)_{C} \leqslant V_{a}^{b} f \leqslant M \leqslant \frac{2 D M}{n}
$$

This estimate implies (24) in the case $1 \leqslant n \leqslant 2 D$.
Now, let $n>2 D$. We shall denote for short $\omega(\delta)=\omega(f ; \delta), \delta \geqslant 0$. We shall consider three situations.
(i) If $M<\omega\left((b-a) / \mathrm{e}^{n / 2 D}\right)$, then

$$
R_{n}(f)_{c} \leqslant V_{a}^{b} f \leqslant M<\omega\left(\frac{(b-a)}{e^{n / 2 D}}\right)
$$

which implies (24).
(ii) Let $2 D M / n>\omega(2 D(b-a) / n e)$. Then by Jackson's theorem (see theorem 3.10)

$$
R_{n}(f)_{c} \leqslant E_{n}(f)_{c} \leqslant c \omega\left(\frac{b-a}{n}\right) \leqslant c \omega\left(\frac{2 D(b-a)}{n \mathrm{e}}\right)<\frac{2 D c M}{n}
$$

which implies (24).
(iii) Let $M \geqslant \omega\left((b-a) / \mathrm{e}^{n / 2 D}\right)$ and $2 D M / n \leqslant \omega(2 D(b-a) / n \mathrm{e})$. The function $F_{1}(t)=M / t$ is strictly decreasing and the function $F_{2}(t)=\omega\left((b-a) / t \mathrm{e}^{n / 2 D t}\right)$ is nondecreasing on $[1, n / 2 D]$. Consequently, there exists exactly one point $t_{0} \in[1, n / 2 D]$ such that

$$
\begin{equation*}
\frac{M}{t_{0}}=\omega\left(\frac{b-a}{t_{0} \mathrm{e}^{n / 2 D t_{0}}}\right) . \tag{25}
\end{equation*}
$$

Now we define a partition of $[a, b]$ in the following way. Pick $x_{0}=a$ and suppose that $x_{0}, x_{1}, \ldots, x_{k}$ are defined. To define $x_{k+1}$ we consider the set

$$
A_{k+1}=\left\{x \in[a, b]: x>x_{k},\left|f(x)-f\left(x_{k}\right)\right|=\frac{M}{t_{0}}\right\} .
$$

If $A_{k+1} \neq \varnothing$ we put $x_{k+1}=\inf \left\{x: x \in A_{k+1}\right\}$.
Clearly, after a finite number $m+1$ of steps we get $A_{m+1}=\varnothing$. Set $x_{m}=b$. So we have a division of $[a, b]$,

$$
a=x_{0}<x_{1}<\cdots<x_{m}=b,
$$

with the properties

$$
\begin{gather*}
\frac{M}{t_{0}} \leqslant\left|f\left(x_{i}\right)-f\left(x_{i+1}\right)\right| \leqslant \frac{2 M}{t_{0}},  \tag{26}\\
\left\|f(x)-f\left(x_{i}\right)\right\|_{\left[\left[x_{i} x_{i}+\right]\right.} \leqslant \frac{2 M}{t_{0}}, \quad i=0,1, \ldots, m-1 . \tag{27}
\end{gather*}
$$

Now we are able to apply theorem 5.3. Using (27) we conclude that there exists a rational function $r$ such that

$$
\begin{equation*}
\|f-r\|_{[[a, b]} \leqslant \frac{2 D M}{t_{0}} \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{deg} r \leqslant D \sum_{i=0}^{m-1} \ln \left(\mathrm{e}+\frac{b-a}{m\left|\Delta_{i}\right|}\right) \tag{29}
\end{equation*}
$$

where $\Delta_{i}=\left[x_{i}, x_{i+1}\right], D>1$.
It follows from (25) and our assumptions that

$$
\frac{M}{t_{0}}=\omega\left(\frac{b-a}{t_{0} \mathrm{e}^{n / 2 D t_{0}}}\right) \leqslant \inf _{1 \leqslant 1 \leqslant n / 2 D}\left\{\frac{M}{t}+\omega\left(\frac{b-a}{t \mathrm{e}^{n / 2 D t}}\right)\right\} .
$$

From this and (28) it follows that

$$
\|f-r\|_{C[a, b]} \leqslant c \inf _{1 \leqslant 1 \leqslant n}\left\{\frac{M}{t}+\omega\left(\frac{b-a}{t \mathrm{e}^{n / t}}\right)\right\} .
$$

It remains to estimate $\operatorname{deg} r$. Since $V_{a}^{b} f \leqslant M$, then by (26)

$$
\frac{m M}{t_{0}} \leqslant \sum_{i=0}^{m-1}\left|f\left(x_{i}\right)-f\left(x_{i+1}\right)\right| \leqslant M
$$

and therefore $m \leqslant t_{0}$. Also, by (25) and (26) we have for $i=0,1, \ldots, m-1$

$$
\omega\left(\frac{b-a}{t_{0} \mathrm{e}^{n / 2 D t_{0}}}\right)=\frac{M}{t_{0}} \leqslant\left|f\left(x_{i}\right)-f\left(x_{i+1}\right)\right|
$$

and consequently

$$
\left|\Delta_{i}\right| \geqslant \frac{b-a}{t_{0} \mathrm{e}^{n / 2 D t_{0}}} .
$$

Then by (29) we get

$$
\begin{aligned}
\operatorname{deg} r & \leqslant D m \ln \left(\mathrm{e}+\frac{t_{0}}{m} \mathrm{e}^{n / 2 D t_{0}}\right) \\
& \leqslant D t_{0} \ln \left(\mathrm{e}+\mathrm{e}^{n / 2 D t_{0}}\right) \leqslant n,
\end{aligned}
$$

where we have used the fact that the function $F(x)=x \ln (e+1 / x)$ is increasing on ( $0, \infty$ ). This implies (24).

Proof of corollary 5.1. The assertions (i), (ii) and (iii) in corollary 5.1 follow immediately setting consecutively $t=n /(\alpha \ln n), \quad t=n^{\nu /(1+\gamma)}$ and $t=$ $(\underbrace{\ln \ln \cdots \ln }_{k-1} n)^{\gamma}$ in (24).

### 5.4 DeVore's method

### 5.4.1 Hardy-Littlewood maximal function

It is well-known that the Hardy-Littlewood maximal function and its modifications have many important applications in analysis - for example in the differentiation theory of multivariate functions (see E. Stein (1970), E. Stein and G. Weiss (1971)). Ronald DeVore (1983) was the first who showed that the maximal functions may be very useful in the theory of rational approximations. Before describing his method, we shall give the properties of the Hardy-Littlewood maximal function we need.

Let $f$ be an integrable function on the interval $[a, b]$ or $(-\infty, \infty)$. For every $x \in[a, b]$ (or $(-\infty, \infty)$ ) we define the function

$$
(M f)(x)=\sup _{\Delta x \in \Delta} \frac{1}{|\Delta|} \int_{\Delta}|f(t)| \mathrm{d} t
$$

where the sup is taken over all subintervals $\Delta=[c, d] \subset[a, b]((-\infty, \infty))$, which contain the point $x$, and $|\Delta|=d-c$ is the length of the interval $\Delta$.

The most essential property of the Hardy-Littlewood maximal function is perhaps the following one.

Theorem 5.8. Let $f$ be an integrable function on $(-\infty, \infty)$ (i.e. $f \in L_{1}(-\infty, \infty)$ ). Then for every $\alpha>0$ we have

$$
\operatorname{mes}\{x:(M f)(x)>\alpha\} \leqslant \frac{2}{\alpha}\|f\|_{L_{1}(-\infty, \infty)}
$$

where mes $A=|A|$ denotes the Lebesgue measure of the set $A$.
Remark. Usually this property of the maximal function $M f$ is expressed as follows. The operator $M f$ is of the weak type $(1,1)$.

To prove theorem 5.8 we shall need a covering lemma of Vitali type.
Lemma 5.9. Let $\Delta_{1}, \ldots, \Delta_{n}$ be a finite family of open intervals in $(-\infty, \infty)$. Then there exists a subfamily of intervals $\delta_{1}, \delta_{2}, \ldots, \delta_{m}$ such that $\delta_{i}$ are pairwise disjoint and

$$
\sum_{i=1}^{m}\left|\delta_{i}\right| \geqslant \frac{1}{2}\left|\bigcup_{i=1}^{n} \Delta_{i}\right|
$$

Proof. Obviously we can consider only the case when the intervals $\Delta_{i}$, $i=1, \ldots, n$, are such that no interval $\Delta_{i}$ is contained in the union of the others.

Let $\Delta_{i}=\left[a_{i}, b_{i}\right]$ and let us assume that we have ordered the intervals in such a way that

$$
a_{1}<a_{2}<\cdots<a_{n} .
$$

Then $b_{i+1}>b_{i}$ holds since otherwise $\Delta_{i+1} \subset \Delta_{i}$. Also $a_{i+1}>b_{i-1}$ since otherwise $\Delta_{i} \subset \Delta_{i-1} \cup \Delta_{i+1}$. Therefore the even-numbered intervals and odd-numbered intervals are disjoint. Obviously

$$
\begin{equation*}
\sum_{i e v e n}\left|\Delta_{i}\right|+\sum_{i o d d}\left|\Delta_{i}\right| \geqslant\left|\bigcup_{i=1}^{n} \Delta_{i}\right| \tag{1}
\end{equation*}
$$

For $\left\{\delta_{i}\right\}$ we take $\left\{\Delta_{i}: i\right.$ even $\}$ or $\left\{\Delta_{i}: i\right.$ odd $\}$ in dependence on which one of the sums $\sum_{i e v e n}$ or $\sum_{i o d d}$ is bigger. Then from (1) it follows that

$$
\sum_{i=1}^{m}\left|\delta_{i}\right| \geqslant \frac{1}{2}\left|\bigcup_{i=1}^{n} \Delta_{i}\right|
$$

Proof of theorem 5.8. Let $f \in L(-\infty, \infty)$ and $\alpha>0$ be given. Using the definition of $M f$ it is not difficult to see that the set $G_{\alpha}=\{x:(M f)(x)>\alpha\}$ is open and therefore measurable. Again using the definition of $M f$ we get that for every $x \in G_{\alpha}$ we have an open interval $\Delta_{x}$ containing $x$ such that

$$
\begin{equation*}
\frac{1}{\left|\Delta_{x}\right|} \int_{\Delta_{x}}|f(t)| \mathrm{d} t>\alpha \tag{2}
\end{equation*}
$$

For every compact subset $K$ of $G_{\alpha}$ we can choose a finite subset of intervals $\Delta_{x_{i}}, i=1, \ldots, n, x_{i} \in K$, such that $K \subset \bigcup_{i=1}^{n} \Delta_{x_{i}}$. Applying lemma 5.8 to the intervals $\Delta_{x_{i}}, i=1, \ldots, n$, we obtain a subset of pairwise disjoint intervals $\Delta_{y_{i}}$, $i=1, \ldots, m$, such that

$$
\begin{equation*}
\left.\sum_{i=1}^{m}\left|\Delta_{y_{i}}\right| \geqslant\left.\frac{1}{2}\right|_{i=1} ^{m} \Delta_{x_{i}}\left|\geqslant \frac{1}{2}\right| K \right\rvert\, \tag{3}
\end{equation*}
$$

Since the intervals $\Delta_{y_{i}}$ are pairwise disjoint, from (2) it follows that

$$
\begin{align*}
\sum_{i=1}^{m}\left|\Delta_{y_{i}}\right| & <\frac{1}{\alpha} \sum_{i=1}^{m} \int_{\Delta_{y_{i}}}|f(t)| \mathrm{d} t \\
& =\frac{1}{\alpha} \int_{\cup \cup_{i=1}^{m} \Delta_{y_{i}}}|f(t)| \mathrm{d} t \leqslant \frac{1}{\alpha} \int_{-\infty}^{\infty}|f(t)| \mathrm{d} t=\frac{1}{\alpha}\|f\|_{L(-\infty, \infty)} \tag{4}
\end{align*}
$$

The inequalities (3) and (4) give us

$$
|K| \leqslant \frac{2}{\alpha}\|f\|_{L(-\infty, \infty)} .
$$

Since the compact subset $K \subset G_{\alpha}$ was an arbitrary one, we have

$$
\left|G_{\alpha}\right|=\operatorname{mes}\{x:(M f)(x)>\alpha\} \leqslant \frac{2}{\alpha}\|f\|_{L(-\infty, \infty)}
$$

Remark. If $f \in L_{1}[a, b]$, then setting $f(x)=0$ if $x \notin[a, b]$ we obtain the estimate

$$
\operatorname{mes}\{x:(M f)(x)>\alpha\} \leqslant \frac{2}{\alpha} \int_{a}^{b}|f(t)| \mathrm{d} t
$$

The function

$$
m(g ; \alpha)=\operatorname{mes}\{x:|g(x)|>\alpha\}
$$

is called a distribution function of $g$. Obviously if $g$ is an integrable function then $m(g ; \alpha)$ is defined for $\alpha>0$ and is a decreasing function of $\alpha$.

Lemma 5.10. Let $f \in L_{p}(-\infty, \infty), 0<p<\infty$. Then

$$
\begin{equation*}
\int_{-\infty}^{\infty}|f(x)|^{p} \mathrm{~d} x=\int_{0}^{\infty} p \alpha^{p-1} m(f ; \alpha) \mathrm{d} \alpha \tag{5}
\end{equation*}
$$

Proof. Let

$$
G=\left\{(x, \alpha): x \in(-\infty, \infty), \quad 0<\alpha<|f(x)|^{p}\right\}
$$

Using Fubini's theorem we obtain

$$
\begin{aligned}
\int_{-\infty}^{\infty}|f(x)|^{p} \mathrm{~d} x & =\int_{G} \int \mathrm{~d} x \mathrm{~d} \alpha=\int_{-\infty}^{\infty} \int_{0}^{|f(x)|} p \alpha^{p-1} \mathrm{~d} \alpha \mathrm{~d} x \\
& =\int_{0}^{\infty} p \alpha^{p-1} \operatorname{mes}\{x:|f(x)|>\alpha\} \mathrm{d} \alpha \\
& =\int_{0}^{\infty} p \alpha^{p-1} m(f ; \alpha) \mathrm{d} \alpha
\end{aligned}
$$

Now we shall prove the results for the Hardy-Littlewood maximal function we need. The first one is the following

Theorem 5.9. Let $f \in L_{1}[a, b]$. For $0<p<1$ we have

$$
\left(\int_{a}^{b}|(M f)(x)|^{p} \mathrm{~d} x\right)^{1 / p} \leqslant c(p, b-a)\|f\|_{L_{1}[a, b]}
$$

where the constant $c(p, b-a)$ depends only on $p$ and the length $b-a$ of the interval $[a, b]$.

Remark. The constant $c(p, b-a)$ tends to $\infty$ as $p$ tends to $1-0$.
Assume that $\|f\|_{L_{1}[a, b]}=1$. We have

$$
\int_{a}^{b}((M f)(x))^{p} \mathrm{~d} x=\int_{\{x:(M f)(x)>1\}}+\int_{\{x:(M f)(x) \leqslant 1\}}=I_{1}+I_{2} .
$$

For the first integral $I_{1}$ we have from lemma 5.10 and theorem 5.8 (see the
remark after the theorem)

$$
\begin{aligned}
I_{1} & =\int_{\{x: M f)(x)>1\}}((M f)(x))^{p} \mathrm{~d} x=p \int_{1}^{\infty} \alpha^{p-1} m(M f ; \alpha) \mathrm{d} \alpha \\
& \leqslant p \int_{1}^{\infty} \alpha^{p-1} \frac{2}{\alpha} \int_{a}^{b}|f(t)| \mathrm{d} t \mathrm{~d} \alpha \leqslant \frac{2 p}{1-p}
\end{aligned}
$$

since $\|f\|_{L_{1}[a, b]}=1$.
For $I_{2}$ we have trivially $I_{2} \leqslant b-a$, therefore

$$
\int_{a}^{b}((M f)(x))^{p} \mathrm{~d} x \leqslant \frac{2 p}{1-p}+b-a=c^{\prime}(p, b-a)
$$

If $\|f\|_{L_{1}[a, b]} \neq 1$, we set $g=f /\|f\|_{L_{1}[a, b]}$. Then $\|g\|_{L_{1}[a, b]}=1$ and using the fact that $M(\lambda g)=|\lambda| M g$ we obtain

$$
\int_{a}^{b}((M g)(x))^{p} \mathrm{~d} x=\int_{a}^{b}\left(\left(M \frac{f}{\|f\|_{L_{1}[a, b]}}\right)(x)\right)^{p} \mathrm{~d} x \leqslant c^{\prime}(p, b-a)
$$

i.e.

$$
\int_{a}^{b}((M f)(x))^{p} \mathrm{~d} x \leqslant c^{\prime}(p, b-a)\|f\|_{L_{1}[a, b]}^{p}
$$

therefore

$$
\left(\int_{a}^{b}((M f)(x))^{p} \mathrm{~d} x\right)^{1 / p} \leqslant\left(c^{\prime}(p, b-a)\right)^{1 / p}\|f\|_{L_{1}[a, b]}
$$

The second result that we need is the famous M. Rieze theorem.
Theorem 5.10. Let $f \in L_{p}(-\infty, \infty), 1<p \leqslant \infty$. Then

$$
\|M f\|_{p} \leqslant c(p)\|f\|_{p}
$$

where the constant $c(p)$ depends only on $p$.
Proof. If $p=\infty$, then obviously $\|M f\|_{\infty} \leqslant\|f\|_{\infty}$. Now let $1<p<\infty$. For every fixed $\alpha \geqslant 0$ let us set

$$
f_{\alpha}(x)= \begin{cases}f(x), & |f(x)|>\alpha / 2 \\ 0, & |f(x)| \leqslant \alpha / 2\end{cases}
$$

Then $|f(x)| \leqslant\left|f_{\alpha}(x)\right|+\alpha / 2$ for every $x$ and therefore $(M f)(x) \leqslant\left(M f_{\alpha}\right)(x)+$ $\alpha / 2$. We obtain from this inequality

$$
A_{\alpha}=\{x:(M f)(x)>\alpha\} \subset\left\{x:\left(M f_{\alpha}\right)(x)>\alpha / 2\right\}=B_{\alpha}
$$

and therefore $\left|A_{\alpha}\right| \leqslant\left|B_{\alpha}\right|$.

Using theorem 5.8 we obtain:

$$
\begin{equation*}
\left|A_{\alpha}\right|=m(M f ; \alpha) \leqslant\left|B_{\alpha}\right|=m\left(M f_{\alpha} ; \alpha / 2\right) \leqslant \frac{4}{\alpha}\left\|f_{\alpha}\right\|_{1} . \tag{6}
\end{equation*}
$$

But from the definition of $f_{\alpha}$ we get

$$
\begin{equation*}
\left\|f_{\alpha}\right\|_{1}=\int_{\mid f(x) \geqslant \otimes \alpha / 2}|f(x)| \mathrm{d} x . \tag{7}
\end{equation*}
$$

The inequalities (6) and (7) give us

$$
\begin{equation*}
m(M f ; \alpha) \leqslant \frac{4}{\alpha_{|f(x)| \geqslant \alpha / 2}}|f(x)| \mathrm{d} x . \tag{8}
\end{equation*}
$$

Now we shall use lemma 5.10. We have

$$
\begin{aligned}
\int_{-\infty}^{\infty}|(M f)(x)|^{p} \mathrm{~d} x & =\int_{0}^{\infty} p \alpha^{p-1} m(M f ; \alpha) \mathrm{d} \alpha \leqslant \int_{0}^{\infty} \int_{|f(x)| \geqslant \alpha / 2} p \alpha^{p-1} \frac{4}{\alpha}|f(x)| \mathrm{d} x \mathrm{~d} \alpha \\
& =4 p \int_{-\infty}^{\infty}|f(x)| \int_{0}^{2|f(x)|} \alpha^{p-2} \mathrm{~d} \alpha \mathrm{~d} x \\
& =4 p \int_{-\infty}^{\infty}|f(x)| \frac{(2|f(x)|)^{p-1}}{p-1} \mathrm{~d} x=\frac{2^{p+1} p}{p-1} \int_{-\infty}^{\infty}|f(x)|^{p} \mathrm{~d} x .
\end{aligned}
$$

Hence the theorem follows with a constant $c(p)=\left(2^{p+1} p /(p-1)\right)^{1 / p}$.
Remark 1. We see that $c(p) \rightarrow \infty$ when $p \rightarrow 1$, more exactly $c(p)=\mathrm{O}(1 /(p-1))$, $p \rightarrow 1$.

Remark 2. We give theorem 5.10 for the interval $(-\infty, \infty)$. If $f \in L_{p}[a, b]$, $1<p \leqslant \infty$, we also have

$$
\begin{equation*}
\|M f\|_{L_{p}[a, b]} \leqslant c(p)\|f\|_{L_{p}[a, b]} . \tag{9}
\end{equation*}
$$

This follows immediately, since we can set $f(x)=0$ for $x \notin[a, b]$, then $\|f\|_{L_{p}(-\infty, \infty)}=\|f\|_{L_{p}[a, b]}, \quad\|M f\|_{L_{p p}[a, b]} \leqslant\|M f\|_{L_{p}(-\infty, \infty)}$.

We shall use M. Rieze's theorem in the form (9).
Lemma 5.11. Let $f \in L(-\infty, \infty)$ and $[a, b]$ be a given finite interval. Then $M f$ attains its inf in $[a, b]$.

Proof. Indeed, using the definition of $M f$ it is not difficult to see that the set

$$
\{x: x \in[a, b],(M f)(x) \geqslant x\}
$$

is closed.

### 5.4.2 More on the class $W_{p}^{1}, p>1$

First we shall demonstrate the method of R. DeVore on the functions belonging to the class $W_{p}^{1}, p>1$. We proved the following theorem in 5.3.2:

Theorem 5.4. Let $f \in W_{p}^{1}[0,1], p>1$. Then

$$
R_{n}(f)_{c_{[0,1]}} \leqslant c(p) n^{-1}\left\|f^{\prime}\right\|_{p},
$$

where the constant $c(p)$ depends only on $p$.
Here we present another proof of this theorem.
Proof. We can assume that $\left\|f^{\prime}\right\|_{p}=1$. Let us divide the interval [0,1] into $2 n$ subintervals $\Delta_{j}=\left[x_{j-1}, x_{j}\right], j=1, \ldots, 2 n, 0=x_{0}<x_{1}<\cdots<x_{2 n}=1$, such that
(i) $\left.\left|\Delta_{j}\right| \leqslant n^{-1}, \quad\left|\Delta_{j}\right|=x_{j}-x_{j-1}, \quad j=1, \ldots, 2 n.\right\}$
(ii) $\int_{\Delta_{j}}\left|f^{\prime}(t)\right|^{p} \mathrm{~d} t \leqslant n^{-1}, j=1, \ldots, 2 n$.

Since $\left\|f^{\prime}\right\|_{p}=1$, such intervals can be got by first finding $n$ intervals which satisfy (i) and then subdividing them so as to guarantee (ii).

Now let us choose $\xi_{j} \in \Delta_{j}$ so that

$$
\left(M f^{\prime}\right)\left(\xi_{j}\right)=\inf \left\{\left(M f^{\prime}\right)(x): x \in \Delta_{j}\right\}
$$

where $M f^{\prime}$ is the Hardy-Littlewood maximal function for $f^{\prime}$. The inf is attained by lemma 5.10.

We set

$$
\begin{aligned}
\phi_{j}(x) & =\left(1+\left|\Delta_{j}\right|^{-2}\left(x-\xi_{j}\right)^{2}\right)^{-2}, \quad j=1, \ldots, 2 n, \\
\phi & =\sum_{j=1}^{2 n} \phi_{j}, \quad R_{j}=\phi_{j} / \phi, \\
R(x) & =\sum_{j=1}^{2 n} f\left(\xi_{j}\right) R_{j}(x) .
\end{aligned}
$$

We have the following properties of the functions $\phi_{j}, \phi$ and $R$ :
$\phi_{j}(x) \geqslant 2^{-2}$, for $x \in \Delta_{j}, j=1, \ldots, 2 n$, therefore

$$
\begin{equation*}
\phi(x)=\sum_{j=1}^{2 n} \phi_{j}(x) \geqslant 2^{-2}, \quad x \in[0,1] ; \tag{2}
\end{equation*}
$$

$\phi_{j}$ is a rational function of degree 4 , therefore

$$
\phi \in R_{8 n}, \quad R \in R_{16 n} .
$$

Let us mention also that

$$
\left.\begin{array}{l}
\sum_{j=1}^{2 n} R_{j}(x)=1, \quad R_{j}(x) \geqslant 0, \quad x \in[0,1],  \tag{3}\\
R_{j}(x) \leqslant 4\left(1+\left|\Delta_{j}\right|^{-2}\left(x-\xi_{j}\right)^{2}\right)^{-2}, \quad x \in[0,1] .
\end{array}\right\}
$$

Let us estimate now $|f(x)-R(x)|, x \in[0,1]$. First we have, using the choice
of $\xi_{j}$, theorem 5.10 (more exactly remark 2 after the theorem), and (1) (ii),

$$
\begin{align*}
\left|f(x)-f\left(\xi_{j}\right)\right| & \leqslant\left|x-\xi_{j}\right| \frac{1}{\left|x-\xi_{j}\right|}\left|\int_{\xi_{j}}^{x} f^{\prime}(t) \mathrm{d} t\right| \leqslant\left|x-\xi_{j}\right|\left(M f^{\prime}\right)\left(\xi_{j}\right) \\
& \leqslant\left|x-\xi_{j}\right|\left(\frac{1}{\left|\Delta_{j}\right|} \int_{\Delta_{j}}\left(\left(M f^{\prime}\right)(t)\right)^{p} \mathrm{~d} t\right)^{1 / p} \\
& \leqslant\left|x-\xi_{j}\right|\left|\Delta_{j}\right|^{-1 / p} c(p)\left(\int_{\Delta_{j}}\left|f^{\prime}(t)\right|^{p} \mathrm{~d} t\right)^{1 / p} \\
& \leqslant c(p)\left|x-\xi_{j}\right|\left(n\left|\Delta_{j}\right|\right)^{-1 / p} \tag{4}
\end{align*}
$$

where $c(p)$ is a constant depending only on $p(c(p)$ is the constant from theorem 5.10: $\left.c(p)=2^{1+1 / p}(p /(p-1))^{1 / p}\right)$.

Since $\sum_{j=1}^{2 n} R_{j}(x)=1$ for $x \in[0,1]$, we have, using (3) and (4),

$$
\begin{align*}
|f(x)-R(x)| & \leqslant \sum_{j=1}^{2 n}\left|f(x)-f\left(\xi_{j}\right)\right|\left|R_{j}(x)\right| \\
& \leqslant 4 c(p) \sum_{j=1}^{2 n}\left|x-\xi_{j}\right|\left(n \Delta_{j}\right)^{-1 / p}\left(1+\left|\Delta_{j}\right|^{-2}\left(x-\xi_{j}\right)^{2}\right)^{-2} \\
& =4 c(p) \sum_{v=1}^{\infty} s_{v}(x) \tag{5}
\end{align*}
$$

where $s_{v}(x)$ is the sum of those terms for intervals $\Delta_{j}$ which satisfy $2^{-v} n^{-1}<\left|\Delta_{j}\right| \leqslant 2^{-v+1} n^{-1}$ (recall that $\left|\Delta_{j}\right| \leqslant n^{-1}$, because of (1) (i)).

It is easy to see that

$$
\begin{equation*}
\left|x-\xi_{j}\right| \leqslant\left|\Delta_{j}\right|\left(1+\left|\Delta_{j}\right|^{-2}\left(x-\xi_{j}\right)^{2}\right)^{1 / 2} . \tag{6}
\end{equation*}
$$

Indeed, $\left|\Delta_{j}\right|\left(1+\left|\Delta_{j}\right|^{-2}\left(x-\xi_{j}\right)^{2}\right)^{1 / 2}=\left(\left|\Delta_{j}\right|^{2}+\left(x-\xi_{j}\right)^{2}\right)^{1 / 2} \geqslant\left|x-\xi_{j}\right|$.
Using (6) and the definition of $s_{v}$ we obtain

$$
\begin{align*}
s_{v}(x) & \leqslant\left(n \cdot 2^{-v} n^{-1}\right)^{-1 / p} 2^{-v+1} n^{-1} \sum_{\Delta_{j} \in A_{v}}\left(1+\left|\Delta_{j}\right|^{-2}\left(x-\xi_{j}\right)^{2}\right)^{-3 / 2} \\
& =2 \cdot 2^{v(1 / p-1)} n^{-1} \sum_{\Delta_{j} \in A_{v}}\left(1+\left|\Delta_{j}\right|^{-2}\left(x-\xi_{j}\right)^{2}\right)^{-3 / 2}, \tag{7}
\end{align*}
$$

where $A_{v}$ is the set of those $\Delta_{j}$ which appear in $s_{v}$. Each $\Delta_{j} \in A_{v}$ has a length $\geqslant 2^{-v} n^{-1}$ and the intervals are disjoint. Therefore for any integer $k \geqslant 0$ there are four $\xi_{j}$ at most which satisfy

$$
k \cdot 2^{-v} n^{-1} \leqslant\left|x-\xi_{j}\right| \leqslant(k+1) 2^{-v} n^{-1} .
$$

Using this in (7) we obtain

$$
\begin{equation*}
s_{v}(x) \leqslant 8 n^{-1} \cdot 2^{-v(1-1 / p)} \sum_{k=0}^{\infty}\left(1+(k / 2)^{2}\right)^{-3 / 2} \leqslant c \cdot 16 n^{-1} 2^{-v(1-1 / p)}, \tag{8}
\end{equation*}
$$

where $c$ is an absolute constant.

From (5) and (8) we obtain, using that $p>1$,

$$
|f(x)-R(x)| \leqslant 4 c(p) c \cdot 16 n^{-1} \sum_{v=1}^{\infty} 2^{-v(1-1 / p)}=c^{\prime}(p) n^{-1}
$$

where the constant $c^{\prime}(p)$ depends only on $p$. Since $R \in R_{16 n}$ (see (2)), the theorem follows.

### 5.4.3 Functions with derivative of bounded variation

Here we shall apply the method of $R$. DeVore for rational uniform approximation of functions with derivative with bounded variation. In section 5.2 was considered the general case of rational uniform approximation of the class $V_{r}$ (theorem 5.1). For $r=1$ we have the following.

Theorem 5.1'. Let $f \in V_{1}[a, b]$. Then

$$
R_{n}(f)_{C[a, b]} \leqslant c \frac{(b-a) V_{a}^{b} f^{\prime}}{n^{2}}
$$

where $c$ is an absolute constant.
Proof. (DeVore, 1983). If we consider the function $g(x)=f(a+(b-a) x$ ) we see that it is sufficient to take only the case when $[a, b]=[0,1]$. We see also that we can consider only the case when $V_{0}^{1} f^{\prime}=1$. Since any function $f$ with $V_{0}^{1} f^{\prime}<\infty$ can be approximated uniformly by functions $g$ with $\left\|g^{\prime \prime}\right\|_{L(0,1)}=$ $\left\|g^{\prime \prime}\right\|_{1} \leqslant V_{0}^{1} f^{\prime}$, it will be sufficient to prove the following estimate only.

If $f^{\prime \prime} \in L(0,1)$ and $\left\|f^{\prime \prime}\right\|_{1}=1$ then

$$
\begin{equation*}
R_{n}(f)_{C[0,1]} \leqslant c n^{-2} \tag{1}
\end{equation*}
$$

where $c$ is an absolute constant.
Let $f$ be such that $\left\|f^{\prime \prime}\right\|_{1}=1$. Using theorem 5.9 and putting $p=\frac{3}{4}$ (every $p, \frac{1}{2}<p<1$, will work infact), we have the estimate

$$
\begin{equation*}
\left(\int_{0}^{1}\left(\left(M f^{\prime \prime}\right)(x)\right)^{3 / 4} \mathrm{~d} x\right)^{4 / 3} \leqslant c\left\|f^{\prime \prime}\right\|_{1}=c \tag{2}
\end{equation*}
$$

where $c$ is an absolute constant and $M f^{\prime \prime}$ is the Hardy-Littlewood maximal function for $f^{\prime \prime}$.

Now let us choose the intervals $\Delta_{j}=\left[x_{j-1}, x_{j}\right], j=1, \ldots, 2 n, 0=x_{0}<$ $x_{1}<\cdots<x_{2 n}=1$, such that
$\left.\begin{array}{l}\text { (i) }\left|\Delta_{j}\right| \leqslant n^{-1}, \quad\left|\Delta_{j}\right|=x_{j}-x_{j-1}, \quad j=1, \ldots, 2 n, \\ \text { (ii) } \int_{\Delta_{j}}\left(\left(M f^{\prime \prime}\right)(x)\right)^{3 / 4} \mathrm{~d} x \leqslant c^{3 / 4} n^{-1},\end{array}\right\}$
where $c$ is the constant from (2).
Since by (2) $\int_{0}^{1}\left(\left(M f^{\prime \prime}\right)(x)\right)^{3 / 4} \mathrm{~d} x \leqslant c^{3 / 4}$, such intervals can be obtained by first finding $n$ intervals which satisfy (i) and further subdividing them so as to guarantee (ii).

Later on we shall work as in subsection 5.4.2. Choose $\xi_{j} \in \Delta_{j}$ so that

$$
\left(M f^{\prime \prime}\right)\left(\xi_{j}\right)=\inf \left\{\left(M f^{\prime \prime}\right)(x): x \in \Delta_{j}\right\}
$$

The inf is attained by lemma 5.11 . Now let us set

$$
\begin{aligned}
P_{\xi_{j}}(x) & =f\left(\xi_{j}\right)+f^{\prime}\left(\xi_{j}\right)\left(x-\xi_{j}\right) \\
\phi_{j}(x) & =\left(1+\left|\Delta_{j}\right|^{-2}\left(x-\xi_{j}\right)^{2}\right)^{-2}, \quad j=1, \ldots, 2 n \\
\phi & =\sum_{j=1}^{2 n} \phi_{j}, \quad R_{j}=\phi_{j} / \phi \\
R & =\sum_{j=1}^{2 n} P_{\xi_{j}} R_{j} .
\end{aligned}
$$

As in subsection 5.4 .2 we have the following properties:

$$
\begin{align*}
& \phi_{j}(x) \geqslant 2^{-2} \text { for } x \in \Delta_{j}, j=1, \ldots, 2 n \text {, therefore } \\
& \phi(x)=\sum_{j=1}^{2 n} \phi_{j}(x) \geqslant 2^{-2}, \quad x \in[0,1] ;  \tag{4}\\
& \phi_{j} \in R_{4}, \quad \phi \in R_{8 n}, \quad R \in R_{16 n}
\end{align*}
$$

(since $P_{\xi_{j}}$ are linear).
Let us remark also that

$$
\left.\begin{array}{l}
\sum_{j=1}^{2 n} R_{j}(x)=1, \quad R_{j}(x) \geqslant 0, \quad x \in[0,1],  \tag{5}\\
R_{j}(x) \leqslant 4\left(1+\left|\Delta_{j}\right|^{-2}\left(x-\xi_{j}\right)^{2}\right)^{-2}, \quad x \in[0,1] .
\end{array}\right\}
$$

Let us estimate now $|f(x)-R(x)|$. Using the Taylor formula with integral remainder, the choice of $\xi_{j}$ and (3), (ii) we get

$$
\begin{aligned}
\left|f(x)-P_{\xi_{j}}(x)\right| & =\left|f(x)-f\left(\xi_{j}\right)-\frac{x-\xi_{j}}{1!} f^{\prime}\left(\xi_{j}\right)\right|=\left|\int_{\xi_{j}}^{x}(x-t) f^{\prime \prime}(t) \mathrm{d} t\right| \\
& \leqslant\left|x-\xi_{j}\right|^{2} \frac{1}{\left|x-\xi_{j}\right|}\left|\int_{\xi_{j}}^{x}\right| f^{\prime \prime}(t)|\mathrm{d} t| \leqslant\left|x-\xi_{j}\right|^{2}\left(M f^{\prime \prime}\right)\left(\xi_{j}\right) \\
& =\left(x-\xi_{j}\right)^{2} \min _{t \in \Delta_{j}}\left(M f^{\prime \prime}\right)(t) \\
& \leqslant\left(x-\xi_{j}\right)^{2}\left(\frac{1}{\left|\Delta_{j}\right|} \int_{\Delta_{j}}\left(\left(M f^{\prime \prime}\right)(t)\right)^{3 / 4} \mathrm{~d} t\right)^{4 / 3} \\
& \leqslant c\left(x-\xi_{j}\right)^{2}\left(n\left|\Delta_{j}\right|\right)^{-4 / 3}
\end{aligned}
$$

Using this together with (5), we get

$$
\begin{align*}
|f(x)-R(x)| & \leqslant \sum_{j=1}^{2 n}\left|f(x)-P_{\xi_{j}}(x)\right|\left|R_{j}(x)\right| \\
& \leqslant 4 c \sum_{j=1}^{2 n}\left(x-\xi_{j}\right)^{2}\left(n\left|\Delta_{j}\right|\right)^{-4 / 3}\left(1+\left|\Delta_{j}\right|^{-2}\left(x-\xi_{j}\right)^{2}\right)^{-2}=4 c \sum_{\nu=0}^{\infty} s_{\nu}(x), \tag{6}
\end{align*}
$$

where $s_{v}(x)$ is the sum of those terms for intervals $\Delta_{j}$ which satisfy $2^{-v} n^{-1}<\left|\Delta_{j}\right| \leqslant 2^{-v+1} n^{-1}$.

We have

$$
\begin{equation*}
\left(x-\xi_{j}\right)^{2} \leqslant\left|\Delta_{j}\right|^{2}\left(1+\left|\Delta_{j}\right|^{-2}\left(x-\xi_{j}\right)^{2}\right) \tag{7}
\end{equation*}
$$

Using (7) and the definition of $s_{v}$ we get

$$
\begin{equation*}
s_{v}(x) \leqslant 4\left(2^{v}\right)^{4 / 3} 2^{-2 v} n^{-2} \sum_{\Delta_{j} \in A_{v}}\left(1+\left|\Delta_{j}\right|^{-2}\left(x-\xi_{j}\right)^{2}\right)^{-1} \tag{8}
\end{equation*}
$$

where $A_{v}$ is the set of those $\Delta_{j}$ which appear in $s_{v}$. Each $\Delta_{j} \in A_{v}$ has a length $\geqslant 2^{-v} n^{-1}$ and the $\Delta_{j}$ are disjoint. Therefore for any integer $k \geqslant 0$ there are four $\xi_{j}$ at most such that

$$
k \cdot 2^{-v} n^{-1}<\left|x-\xi_{j}\right| \leqslant(k+1) 2^{-v} n^{-1}
$$

Using this in (8) we obtain

$$
\begin{equation*}
s_{v}(x) \leqslant 16 n^{-2} 2^{-2 v / 3} \sum_{k=0}^{\infty}\left(1+(k / 2)^{2}\right)^{-1} \leqslant c^{\prime} n^{-2} \cdot 2^{-2 v / 3} \tag{9}
\end{equation*}
$$

where $c^{\prime}$ is an absolute constant.
From (6) and (9) we obtain

$$
|f(x)-R(x)| \leqslant 4 c c^{\prime} n^{-2} \sum_{v=0}^{\infty} 2^{-2 v / 3}=c^{\prime \prime} n^{-2}
$$

### 5.5 Convex functions

One of the interesting classes of functions for rational approximations is the class $\operatorname{Conv}_{M}[a, b]$ of all convex and continuous functions $f$ on the interval $[a, b]$ such that $\|f\|_{C[a, b]} \leqslant M$. A.P. Bulanov (1969) showed that there exists a universal order $\mathrm{O}\left(\ln ^{2} n / n\right)$ for the uniform rational approximation of the class $\operatorname{Conv}_{M}[a, b]$, while we have only $E_{n}(f)_{C[a, b]}=o(1)$ for $f \in \operatorname{Conv}_{M}[a, b]$. We shall prove first the exact order $\mathrm{O}\left(n^{-1}\right)$ obtained by V.A. Popov and P.P. Petrushev (1977). There are many results concerning the uniform rational approximation of convex functions with a given modulus of continuity (see the notes at the end of the chapter). We shall consider here only the class of convex functions with modulus of continuity of the type $\omega(f ; \delta)_{C}=\mathrm{O}\left(\delta^{\alpha}\right)$. The rational approximation in uniform and $L_{p}$-metric of some classes of piecewise convex functions and functions with piecewise convex derivatives will be investigated in chapter 7.

Theorem 5.11. Let $M>0$ and let $[a, b]$ be an arbitrary compact interval. Then

$$
\sup _{f \in \operatorname{Conv}_{M}[a, b]} R_{n}(f)_{C[a, b]} \leqslant c M n^{-1},
$$

where $c$ is an absolute constant.

Proof. Theorem 5.11 we shall prove applying another method for rational approximation. Note that this method was used for obtaining the final results for uniform rational approximation of the class $V_{r}$ (see also the notes at the end of the chapter).

Let us denote by $K[a, b]$ the set of all convex nondecreasing functions on the interval $[a, b]$, continuous at the point $b$, and by $K_{M}[a, b]$ the subset of $K[a, b]$ consisting of those functions $f \in K[a, b]$ for which $\|f\|_{C[a, b]} \leqslant M$, $f(x) \geqslant 0$ for $x \in[a, b]$.

Let us set

$$
\begin{gathered}
\phi_{n}=\sup \left\{R_{n}(f)_{C[0,1]}: f \in K_{1}[0,1]\right\}, \\
\phi_{n, A}=\sup _{f \in K_{1}[0,1]} \inf \left\{\|f-r\|_{C[0,1]}: r \in R_{n}, 0 \leqslant r(x) \leqslant A \text { for every } x\right\} .
\end{gathered}
$$

Lemma 5.12. We have the equality

$$
\sup \left\{R_{n}(f)_{C[a, b]}: f \in K_{M}[a, b]\right\}=M \phi_{n}
$$

Proof. Let $f \in K_{M}[a, b]$. Then $g(x)=M^{-1} f(a+(b-a) x)$ belongs to $K_{1}[a, b]$ and consequently there exists $r \in R_{n}$ such that $\|g-r\|_{C[0,1]} \leqslant \phi_{n}$, i.e.

$$
\phi_{n} \geqslant \max _{x \in[0,1]}\left|M^{-1} f(a+(b-a) x)-r(x)\right|=M^{-1} \max _{x \in[a, b]}\left|f(x)-M r\left(\frac{x-a}{b-a}\right)\right| .
$$

This shows that

$$
\sup \left\{R_{n}(f)_{C[a, b]}: f \in K_{M}[a, b]\right\} \leqslant M \phi_{n} .
$$

The converse is established similarly.
Lemma 5.13. We have the inequality

$$
\sup _{\substack{f \in K_{1}\left([a, b] \\ V_{a}^{b_{j}} \leqslant M\right.}} \inf _{\substack{r \in R_{n} \\ 0 \leqslant r(x) \leqslant A M+1}}\|f-r\|_{C[a, b]} \leqslant M \phi_{n, A} .
$$

Proof. Let $f \in K_{1}[a, b]$ and $V_{a}^{b} f \leqslant M, M>0$. Then the function $g(x)=$ $M^{-1}(f(a+(b-a) x)-f(a))$ belongs to $K_{i}[0,1]$. Let $r \in R_{n}$ be such that $0 \leqslant r(x) \leqslant A$ for every $x$ and $\|g-r\|_{C[0,1]} \leqslant \phi_{n, A}$, i.e.

$$
\phi_{n, A} \geqslant \max _{x \in[0,1]}|g(x)-r(x)|=M^{-1} \max _{x \in[a, b]}\left|f(x)-\left(f(a)+M r\left(\frac{x-a}{b-a}\right)\right)\right| .
$$

Since $0 \leqslant f(a)+M r((x-a) /(b-a)) \leqslant 1+M A$ and $f(a)+r((x-a) /(b-a)) \in$ $R_{n}$, the lemma follows.

Lemma 5.14. Let $x_{0} \in(0,1)$. Then for arbitrary $\delta, 0 \leqslant \delta \leqslant 1 / 3$, the fractionallinear function $\alpha\left(x_{0} ; x\right)=\left(x-x_{0}\right) /\left(1-x x_{0}\right)$ satisfies

$$
\begin{gathered}
\alpha\left(x_{0} ;-1\right)=-1, \quad \alpha\left(x_{0} ; 1\right)=1, \quad \alpha\left(x_{0} ; x_{0}-\varepsilon\right) \leqslant-\delta, \\
\alpha\left(x_{0} ; x_{0}+\varepsilon\right) \geqslant \delta, \quad \varepsilon=3 \delta\left(1-x_{0}\right) .
\end{gathered}
$$

Proof. In fact

$$
\begin{aligned}
& \alpha\left(x_{0} ; x_{0}-\varepsilon\right)=-3 \delta /\left(1+x_{0}+3 x_{0} \delta\right) \leqslant-\delta, \\
& \alpha\left(x_{0} ; x_{0}+\varepsilon\right)=3 \delta /\left(1+x_{0}-3 x_{0} \delta\right) \geqslant \delta
\end{aligned}
$$

Lemma 5.15. There exists an absolute constant $d>0$ such that for every $x_{0} \in(0,1)$ and every positive integer $n>1$ there is a rational function $\sigma_{n}\left(x_{0} ; x\right) \in$ $R_{N}, N \leqslant d \ln ^{2} n$, such that

$$
\begin{aligned}
\left|\sigma_{n}\left(x_{0} ; x\right)\right| \leqslant n^{-2}, & -1 \leqslant x \leqslant x_{0}-n^{-2}\left(1-x_{0}\right), \\
\left|1-\sigma_{n}\left(x_{0} ; x\right)\right| \leqslant n^{-2}, & x_{0}+n^{-2}\left(1-x_{0}\right) \leqslant x \leqslant 1,
\end{aligned}
$$

$0 \leqslant \sigma_{n}\left(x_{0} ; x\right) \leqslant 1$ for every $x$.
Proof. In view of lemma 5.1 (setting $\alpha=n^{-2} / 3, \beta=1, \gamma=n^{-2} / 2$ ) there exists a constant $d>0$ such that for every integer $n>1$ there is a rational function $\sigma_{n} \in R_{N}, N \leqslant d \ln ^{2} n$, such that

$$
\begin{aligned}
\left|\sigma_{n}(x)\right| \leqslant \frac{1}{2} n^{-2}, & -1 \leqslant x \leqslant-n^{-2} / 3, \\
\left|1-\sigma_{n}(x)\right| \leqslant \frac{1}{2} n^{-2}, & n^{-2} / 3 \leqslant x \leqslant 1,
\end{aligned}
$$

$0 \leqslant \sigma_{n}(x) \leqslant 1$ for every $x$.
Then the rational function $\sigma_{n}\left(x_{0} ; x\right)=\sigma_{n}\left(\alpha\left(x_{0} ; x\right)\right), \alpha\left(x_{0} ; x\right)$, the function from lemma 5.14 , satisfies the requirements of lemma 5.15.

Lemma 5.16. Let $f \in K_{1}[0,1]$. Then

$$
\omega(f, x ; \delta)=\max \{|f(x)-f(y)|:|x-y| \leqslant \delta\} \leqslant \delta(1-x)^{-1} .
$$

Proof. The lemma follows from the convexity and monotony of $f$ and the inequalities $0 \leqslant f(x) \leqslant f(1) \leqslant 1$.

Lemma 5.17 (Fundamental lemma). There is an integer $n_{0}$ such that if $n>n_{0}$ and if for $k=\left[\frac{1}{2}\left(n-d \ln ^{2} n\right)\right]$ ( $d$ the constant from lemma 5.15) we have $\phi_{k, 3} \leqslant \varphi(k) / k, \varphi(k) \geqslant 1$, then

$$
\phi_{n, 3} \leqslant\left(1+\frac{4 d \ln ^{2} n}{n}\right) \frac{\varphi(k)}{n} .
$$

Proof. Let $f \in K_{1}[0,1]$. Take a point $x_{0} \in(0,1)$ such that $V_{0}^{x_{0}} f=V_{x_{0}}^{1} f=$ $\frac{1}{2} V_{0}^{1} f \leqslant \frac{1}{2}$. The function $f$ is convex and nondecreasing, so $x_{0} \geqslant \frac{1}{2}$. Put $\varepsilon=n^{-2}\left(1-x_{0}\right), \Delta_{1}=\left[0, x_{0}+\varepsilon\right]$ and $\Delta_{2}=\left[x_{0}-\varepsilon, 1\right]$. By lemma 5.16 and the assumption $f \in K_{1}[0,1]$ we have

$$
\left.\begin{array}{l}
V_{0}^{x_{0}+\varepsilon} f=V_{0}^{x_{0}} f+V_{x_{0}}^{x_{0}+\varepsilon} f \leqslant \frac{1}{2}+\frac{\varepsilon}{1-x_{0}}=\frac{1}{2}+n^{-2},  \tag{1}\\
V_{x_{0}-\varepsilon}^{1} f=V_{x_{0}-\varepsilon}^{x_{0}} f+V_{x_{0}}^{1} f \leqslant \frac{\varepsilon}{1-x_{0}}+\frac{1}{2}=\frac{1}{2}+n^{-2}
\end{array}\right\}
$$

By (1) and lemma 5.13 there are rational functions $r_{i} \in R_{k}, i=1,2$, such that

$$
\left.\begin{array}{l}
\left\|f-r_{i}\right\|_{C_{\left[\Delta_{i}\right]}} \leqslant\left(1+2 n^{-2}\right) \phi_{k, 3} / 2  \tag{2}\\
0 \leqslant r_{i}(x) \leqslant 3\left(\frac{1}{2}+\frac{1}{n^{2}}\right)+1 \text { for every } x, i=1,2
\end{array}\right\}
$$

Let $\sigma_{n}\left(x_{0} ; x\right)$ be the rational function of degree $\leqslant d \ln ^{2} n$ from lemma 5.15, corresponding to the point $x_{0}$.

Consider the rational function

$$
Q(x)=r_{1}(x)+\sigma_{n}\left(x_{0} ; x\right)\left(r_{2}(x)-r_{1}(x)\right) .
$$

We have $Q \in R_{N}, N \leqslant 2 k+d \ln ^{2} n$.
Let $x \in[0,1]$. Using lemma 5.15 and (2) we obtain the following.
(a) If $0 \leqslant x \leqslant x_{0}-\varepsilon$, then

$$
\begin{align*}
|f(x)-Q(x)| & \leqslant\left|f(x)-r_{1}(x)\right|+\left|\sigma_{n}\left(x_{0} ; x\right)\right|\left|r_{2}(x)-r_{1}(x)\right| \\
& \leqslant\left(1+2 n^{-2}\right) \phi_{k, 3} / 2+n^{-2}\left(3\left(\frac{1}{2}+\frac{1}{n^{2}}\right)+1\right) \tag{3}
\end{align*}
$$

(b) If $x_{0}-\varepsilon \leqslant x \leqslant x_{0}+\varepsilon$, then

$$
\begin{align*}
|f(x)-Q(x)| & \leqslant\left(1-\sigma_{n}\left(x_{0} ; x\right)\right)\left|f(x)-r_{1}(x)\right|+\sigma_{n}\left(x_{0} ; x\right)\left|f(x)-r_{2}(x)\right| \\
& \leqslant\left(1+2 n^{-2}\right) \phi_{k, 3} / 2 \tag{4}
\end{align*}
$$

(c) If $x_{0}+\varepsilon \leqslant x \leqslant 1$, then

$$
\begin{align*}
|f(x)-Q(x)| & \leqslant\left|f(x)-r_{2}(x)\right|+\left|1-\sigma_{n}\left(x_{0} ; x\right)\right|\left|r_{1}(x)-r_{2}(x)\right| \\
& \leqslant\left(1+2 n^{-2}\right) \phi_{k, 3} / 2+n^{-2}\left(3\left(\frac{1}{2}+\frac{1}{n^{2}}\right)+1\right) \tag{5}
\end{align*}
$$

In addition from lemma 5.15 and (2) it follows that for every $x,-\infty<x<\infty$, we have

$$
|Q(x)| \leqslant\left(1-\sigma_{n}\left(x_{0} ; x\right)\right)\left|r_{1}(x)\right|+\sigma_{n}\left(x_{0} ; x\right)\left|r_{2}(x)\right| \leqslant 3\left(\frac{1}{2}+\frac{1}{n^{2}}\right)+1
$$

i.e.

$$
\begin{equation*}
\|Q(x)\|_{C(-\infty, \infty)} \leqslant 3\left(\frac{1}{2}+\frac{1}{n^{2}}\right)+1 \tag{6}
\end{equation*}
$$

Now let $n_{0}$ be so large that for $n>n_{0}$ we have
(i) $n>2$,
(ii) $\frac{1}{2}\left(n-d \ln ^{2} n\right) \geqslant 1, \quad d \ln ^{2} n>4$,
(iii) $\left(1+\frac{2}{n^{2}}\right) \frac{1}{2\left[\frac{1}{2}\left(n-d \ln ^{2} n\right)\right]}+\frac{6}{n^{2}} \leqslant\left(1+\frac{4 d \ln ^{2} n}{n}\right) n^{-1}$.

Then if $n>n_{0}, k=\left[\frac{1}{2}\left(n-d \ln ^{2} n\right)\right]$ and $\phi_{k, 3} \leqslant \varphi(k) / k, \varphi(k) \geqslant 1$, we find from
(3)-(6) that

$$
\begin{aligned}
\|f-Q\|_{C[0,1]} & \leqslant\left(1+\frac{4 d \ln ^{2} n}{n}\right) \frac{\varphi(k)}{n}, \quad\|Q\|_{C(-\infty, \infty)} \leqslant 3, \quad Q \in R_{N} \\
N & =2 k+d \ln ^{2} n \leqslant n
\end{aligned}
$$

This establishes the lemma.
Lemma 5.18. We have the equality

$$
\sup _{f \in \operatorname{Conv}_{M}[a, b]} R_{n}(f)_{C[a, b]}=M \sup _{f \in \operatorname{Conv}_{1}[0,1]} R_{n}(f)_{C[0,1]}
$$

The proof is like the proof of lemma 5.12 .
Now we shall prove a result a little bit stronger than theorem 5.11.

Theorem 5.12. There exists an absolute constant $c_{1}>0$ such that

$$
\phi_{n, 3} \leqslant c_{1} n^{-1}
$$

Proof. Let $N_{0}$ be such that
(a) $N_{0}>n_{0}$, where $n_{0}$ is the constant from lemma 5.17,
(b) the function $d \ln ^{2} x / x$ decreases in $\left(N_{0}, \infty\right)$
(here $d$ is the constant from lemma 5.15).
Then there is obviously a constant $c_{2} \geqslant 1$ such that for $n \leqslant N_{0}$ we have $\phi_{n, 3} \leqslant c_{2} n^{-1}$. Put

$$
y(x)=\left[\frac{1}{2}\left(x-d \ln ^{2} x\right)\right], \quad y^{s}(x)=y\left(y^{s-1}(x)\right), \quad y^{0}(x)=x
$$

Clearly $y(x) \leqslant x / 2$ for $x \geqslant N_{0}$. Then for each $n>N_{0}$ there exists an $s_{0}$ such that $y^{s_{0}}(n) \leqslant N_{0}$ and $y^{s_{0}-1}(n)>N_{0}$. Using lemma 5.17 we obtain successively

$$
\begin{aligned}
\phi_{y^{s_{0}-1}(n), 3} & \leqslant\left(1+\frac{4 d \ln ^{2}\left(y^{s_{0}-1}(n)\right)}{y^{s_{0}-1}(n)}\right) \frac{c_{2}}{y^{s_{0}-1}(n)}, \\
\phi_{y^{s_{0}-2}(n), 3} & \leqslant\left(1+\frac{4 d \ln ^{2}\left(y^{s_{0}-1}(n)\right)}{y^{s_{0}-1}(n)}\right)\left(1+\frac{4 d \ln ^{2}\left(y^{s_{0}-2}(n)\right)}{y^{s_{0}-2}(n)}\right) \frac{c_{2}}{y^{s_{0}-2}(n)}, \\
\phi_{n, 3} & =\phi_{y^{0}(n), 3} \leqslant \frac{c_{2}}{n} \prod_{i=0}^{s_{0}-1}\left(1+\frac{4 d \ln ^{2}\left(y^{i}(n)\right)}{y^{i}(n)}\right) .
\end{aligned}
$$

Using the inequality $y^{s_{0}-1}>N_{0}$, the choice of $N_{0}$ and the inequalities $y^{k}(n) \leqslant y^{k-1}(n) / 2, k \leqslant s_{0}-1$, we obtain

$$
\begin{aligned}
\prod_{i=0}^{s_{0}-1}\left(1+\frac{4 d \ln ^{2}\left(y^{i}(n)\right)}{y^{i}(n)}\right) & \leqslant \prod_{i=0}^{s_{0}-1}\left(1+\frac{4 d \ln ^{2}\left(2^{s_{0}-1-i} y^{s_{0}-1}(n)\right)}{2^{s_{0}-1-i} y^{s_{0}-1}(n)}\right) \\
& \leqslant \prod_{j=0}^{\infty}\left(1+\frac{4 d \ln ^{2}\left(2^{j} N_{0}\right)}{2^{j} N_{0}}\right)=c_{3}<\infty
\end{aligned}
$$

where $c_{3}$ is a constant, depending on $d$ and $N_{0}$, but not on $n$. Consequently $\phi_{n, 3} \leqslant c_{2} c_{3} n^{-1}$.

Proof of theorem 5.11. By lemma 5.18 it is enough to establish the existence of an absolute constant $c$ such that

$$
\sup _{f \in \operatorname{Conv}_{1}[0,1]} R_{n}(f)_{C[0,1]} \leqslant \frac{c}{n} .
$$

If we take into account that $f$ can be represented in the form $f(x)=$ $d+f_{1}(x)+f_{2}(1-x)$, where $f_{i} \in K_{2}[0,1], i=1,2$, then by lemma 5.12 theorem 5.11 will be established if we show that there is an absolute constant $c_{1}$ such that

$$
\phi_{n} \leqslant c_{1} n^{-1}
$$

But $\phi_{n} \leqslant \phi_{n, 3}$, so theorem 5.12 gives us the needed inequality.
Now we shall consider rational uniform approximation of convex functions with modulus of continuity $\omega(f ; \delta)_{C}=\mathrm{O}\left(\delta^{\alpha}\right), 0<\alpha \leqslant 1$.

We shall denote by $\operatorname{Conv}_{M}(\alpha,[a, b])$ the set of all convex functions on the interval $[a, b]$ for which

$$
\omega(f ; \delta)_{C[a, b]} \leqslant M \delta^{\alpha}, \quad \delta \geqslant 0 .
$$

Theorem 5.13. Let $0<\alpha \leqslant 1, M>0$ and let $[a, b]$ be an arbitrary compact interval. Then for $n \geqslant 1$ we have

$$
\sup _{f \in \operatorname{Conv}_{M^{(\alpha,[a, b])}}} R_{n}(f)_{C[a, b]} \leqslant c(\alpha) \frac{M(b-a)^{\alpha}}{n^{2}}
$$

where $c(\alpha)$ depends only on $\alpha$.
Proof. It is easy to see (compare with lemma 5.12) that for $M>0$ we have

$$
\sup _{f \in \operatorname{Conv}_{M}(\alpha,[a, b])} R_{n}(f)_{C[a, b]}=M(b-a)^{\alpha} \sup _{f \in \operatorname{Conv}_{1}(\alpha,[0,1])} R_{n}(f)_{C[0,1]} .
$$

Moreover every function $f \in \operatorname{Conv}_{1}(\alpha,[0,1])$ can be represented in the form $f(x)=d-f_{1}(x)-f_{2}(1-x)$, where $f_{i}, i=1,2$, is a nondecreasing and concave function on [0,1], $f_{i}(0)=0$ and $\omega\left(f_{i} ; \delta\right)_{C} \leqslant \delta^{\alpha}, \delta \geqslant 0, i=1,2$. Thus we shall suppose that $f$ is nondecreasing and concave on $[0,1], f(0)=0$ and $\omega(f ; \delta)_{C} \leqslant \delta^{\alpha}, \delta \geqslant 0,0<\alpha \leqslant 1$. Without loss of generality we shall suppose also that $f^{\prime} \in C[0,1]$.

To prove theorem 5.13 it is sufficient to prove that

$$
\begin{equation*}
R_{n}(f)_{C[0,1]} \leqslant \frac{c(\alpha)}{n^{2}}, \quad n \geqslant 1 . \tag{7}
\end{equation*}
$$

Next we shall prove by induction the following lemma, where $f$ is the function introduced above.

Lemma 5.19. Let $s \geqslant 1$. For each $v, 0 \leqslant v \leqslant s$, there is a rational function $r_{v}$ such that

$$
\begin{gather*}
\left\|f-r_{v}\right\|_{C\left[0,2^{-v}\right]} \leqslant \frac{4 c}{2^{s \alpha}}+\frac{s-v+1}{2^{2 s}}  \tag{8}\\
\left\|r_{v}\right\|_{C(-\infty, \infty)} \leqslant 2^{s}  \tag{9}\\
\operatorname{deg} r_{v} \leqslant 4 \sum_{i=v}^{s} 2^{(s-i) \alpha / 2}+8 B_{1}(s-v) s \tag{10}
\end{gather*}
$$

where $c=c(1)$ is the constant from theorem 5.1 and $D_{1}$ is the constant from lemma 5.3.

Proof. Putting $r_{s} \equiv 0$ we have

$$
\left\|f-r_{s}\right\|_{C\left[0,2^{-s}\right]} \leqslant \omega\left(f ; 2^{-s}\right)_{C} \leqslant 2^{-s \alpha}
$$

and therefore $r_{s}$ satisfies (8)-(10) for $v=s$.
Suppose that $1 \leqslant v \leqslant s$ and there is a rational function $r_{v}$ which satisfies (8)-(10). Now we shall find a rational function $r_{v-1}$ which satisfies (8)-(10) with $v$ replaced by $v-1$.

Denote $\Delta=\left[0,2^{-v+1}\right], \Delta_{1}=\left[0,2^{-v}\right], \Delta_{2}=\left[2^{-v-1}, 2^{-v+1}\right]$. We need to approximate $f$ on $\Delta_{2}$. Since $f$ is nondecreasing and concave on $[0,1], f(0)=0$ and $\omega(f ; \delta)_{C} \leqslant \delta^{\alpha}, \delta \geqslant 0$, then

$$
\begin{equation*}
V_{\Delta_{2}} f^{\prime} \leqslant f\left(2^{-v-1}\right) / 2^{-v-1} \leqslant 2^{v+1} \omega\left(f ; 2^{-v-1}\right) \leqslant 2^{(v+1)(1-\alpha)} \tag{11}
\end{equation*}
$$

Choose the integer $m$ so that

$$
\begin{equation*}
2^{(s-v+1) \alpha / 2} \leqslant m \leqslant 2 \cdot 2^{(s-v+1) \alpha / 2} \tag{12}
\end{equation*}
$$

It follows by theorem 5.1, (11) and (12) that there exists a rational function $q \in R_{m}$ such that

$$
\begin{equation*}
\|f-q\|_{C\left(\Delta_{2}\right)} \leqslant c \frac{V_{\Delta_{2}} f^{\prime}\left|\Delta_{2}\right|}{m^{2}} \leqslant c \frac{2^{(v+1)(1-\alpha)} \cdot 2^{-v+1}}{2^{(s-v+1) \alpha}}=\frac{4 c}{2^{s \alpha}} . \tag{13}
\end{equation*}
$$

Without loss of generality we shall suppose that

$$
\|q\|_{C\left(\Delta_{2}\right)} \leqslant 2\|f\|_{C_{[0,1]}} \leqslant 2 \omega(f ; 1) \leqslant 2
$$

Set $q_{2}=q /\left(1+\eta q^{2}\right), \eta=2^{-2 s-2}$. Clearly, we have

$$
\begin{gather*}
\left\|f-q_{2}\right\|_{C\left(\Delta_{2}\right)} \leqslant\|f-q\|_{C\left(\Delta_{2}\right)}+\eta\|f\|_{C\left(\Delta_{2}\right)}\|q\|_{C\left(\Delta_{2}\right)}^{2} \leqslant \frac{4 c}{2^{s \alpha}}+\frac{4}{2^{2 s+2}}=\frac{4 c}{2^{s \alpha}}+\frac{1}{2^{2 s}}, \\
\left\|q_{2}\right\|_{C(-\infty, \infty)} \leqslant \frac{1}{2 \sqrt{\eta}}=2^{s},  \tag{14}\\
\operatorname{deg} q_{2} \leqslant 2 m \leqslant 4 \cdot 2^{(s-v-1) \alpha / 2} . \tag{16}
\end{gather*}
$$

Now we apply lemma 5.3 to $f$ on $\Delta$ with $\Delta_{1}=\left[0,2^{-v}\right], \Delta_{2}=\left[2^{-v-1}, 2^{-v+1}\right]$, the rational functions $r_{v}$ and $q_{2}, \varepsilon_{1}=4 c \cdot 2^{-s \alpha}+(s-v+1) \cdot 2^{-2 s}$ and $A=2^{s}$. Note that by our assumption $r_{v}$ satisfies (8)-(10), $q_{2}$ satisfies (14)-(16). Putting $\varepsilon_{2}=2^{-2 s}$ we conclude that there is a rational function $r_{v-1}$ such that

$$
\begin{aligned}
\left\|f-r_{v-1}\right\|_{C\left[0,2^{1-v}\right]} & \leqslant \frac{4 c}{2^{s x}}+\frac{s-v+1}{2^{2 s}}+\frac{1}{2^{2 s}} \\
& =\frac{4 c}{2^{s \alpha}}+\frac{s-(v-1)+1}{2^{2 s}}, \quad\left\|r_{v-1}\right\|_{(-\infty, \infty)} \leqslant 2^{s}
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{deg} r_{v-1} & \leqslant \operatorname{deg} r_{v}+\operatorname{deg} q_{2}+B_{1} \ln \left(\mathrm{e}+\frac{|\Delta|}{\left|\Delta_{1} \cap \Delta_{2}\right|}\right) \ln \left(\mathrm{e}+\frac{A}{\varepsilon_{2}}\right) \\
& \leqslant 4 \sum_{i=v}^{s} 2^{(s-i) \alpha / 2}+4 \cdot 2^{(s-v-1) \alpha / 2}+B_{1} \ln \left(\mathrm{e}+\frac{2^{-v+1}}{2^{-v-1}}\right) \ln \left(\mathrm{e}+2^{3 s}\right) \\
& \leqslant 4 \sum_{i=v-1}^{s} 2^{(s-i) \alpha / 2}+8 B_{1}(s-v+1) s
\end{aligned}
$$

Consequently the rational function $r_{v-1}$ satisfies (8)-(10) with $v$ replaced by $v-1$.

Now we are in position to complete the proof of theorem 5.13. It follows by lemma 5.19 with $v=0$ that for each $s \geqslant 1$ there exists a rational function $r_{0}$ such that

$$
\left\|f-r_{0}\right\|_{C[0,1]} \leqslant \frac{4 c}{2^{s x}}+\frac{s+1}{2^{2 s}} \leqslant \frac{4 c+1}{2^{s \alpha}}
$$

and

$$
\operatorname{deg} r_{0} \leqslant 4 \sum_{i=0}^{s} 2^{(s-i) \alpha / 2}+8 B_{1} s^{2} \leqslant B_{1}(\alpha) 2^{s \alpha / 2}
$$

Clearly from these estimates (7) follows.

### 5.6 Functions with singularities

In this section we shall prove a theorem for rational approximation of functions continuous in the interval $[0,1]$ with bounded analytic continuation in the disk $\{z:|z-1|<1\}$. This result was obtained by A.A. Gonchar (1967a).

Theorem 5.14. Let $f$ be a continuous real function on the interval $[0,1]$ and let there exist a bounded analytic function in the disk $D=\{z:|z-1|<1\}$ which coincides with $f$ on $[0,1]$. Denote this function also by $f$. Then for $n \geqslant 1$ we have

$$
R_{n}(f)_{C[0,1]} \leqslant c_{1} \inf _{1 \leqslant t<\infty}\left\{M t \mathrm{e}^{-c_{2} n / t}+\omega\left(f ; \mathrm{e}^{-t}\right)_{C}\right\}
$$

where $M=\sup _{z \in D}|f(z)|$, and $\omega(f ; \delta)_{C}$ is the modulus of continuity of $f$ on $[0,1]$, $c_{1}, c_{2}$ are absolute constants.

As a consequence of this theorem we shall prove the following theorem for rational approximation of functions with singularities in the middle point of $[-1,1]$.

If we consider continuous functions of the type

$$
f_{\varphi}(x)=\left\{\begin{array}{ll}
0, & x \in[-1,0],  \tag{1}\\
\varphi(x), & x \in(0,1] .
\end{array}\right\}
$$

then we have the following.

Theorem 5.15. Let $f_{\varphi}$ be a continuous function of type (1) and let us assume that there exists a bounded analytic function in the disk $D=\{z:|z-1|<1\}$, which coincides with $\varphi$ on ( 0,1 ]. Denote this function also by $\varphi$. Then for $n \geqslant 1$ we have

$$
\begin{equation*}
R_{n}\left(f_{\varphi}\right)_{C[-1,1]} \leqslant c_{1} \inf _{1 \leqslant t \leqslant x}\left\{M t \mathrm{e}^{-c_{2} n / t}+\omega\left(f_{\varphi} ; \mathrm{e}^{-t}\right)_{C}\right\} \tag{2}
\end{equation*}
$$

where $M=\sup _{z \in D}|\varphi(z)|, \omega\left(f_{\varphi} ; \delta\right)_{C}$ is the modulus of continuity of $f_{\varphi}$ on the interval $[-1,1]$ and $c_{1}, c_{2}$ are absolute constants.

Corollary 5.2. (i) If $\varphi(x)=x^{\alpha}, \alpha>0$, then $R_{n}\left(f_{\varphi}\right)_{C[-1,1]} \leqslant \mathrm{e}^{-c(x), n}$.
(ii) If $\varphi(x)=\exp \left\{-\ln ^{\beta}(1 / x)\right\}, \quad 0<\beta<1, \quad$ then $\quad R_{n}\left(f_{\varphi}\right)_{C[-1,1]} \leqslant$ $\exp \left\{-c(\beta) n^{\beta(\beta+1)}\right\}$.
(iii) If $\varphi(x)=(\ln (1 / x))^{-\gamma}, \gamma>0$, then $R_{n}\left(f_{\varphi}\right)_{C-1,1]} \leqslant c(\gamma)(\ln n / n)^{\gamma}$.

Remark. Theorem 5.14 and theorem 5.15 , as corollary 5.2 shows, allow us to obtain order of approximation of the form $\exp \left\{-c n^{\lambda}\right\}$. However, they do not give always the exact order of approximation.

Proof of theorem 5.14. Let $0<h<\mathrm{e}^{-1}$. Define the functional-linear function $w(z)=(a z+b) /(z+d)$ by the conditions

$$
w(h / 2)=0, \quad w(1)=1, \quad w(3 / 2)=\infty
$$

We get $w(z)=(z-h / 2)(z-3 / 2)^{-1}(h-2)^{-1}$. Set

$$
\varepsilon(w(h))=\frac{h}{(2-h)(3-2 h)} .
$$

Obviously $h / 6<\varepsilon<h<\mathrm{e}^{-1}$.
Denote by $\Gamma$ the preimage of the imaginary axis $\operatorname{Re} w=0$ under the mapping
$w=w(z)$. It is readily seen that $\Gamma$ is a circle symmetric with respect to the real axis which intersects the real axis at the points $h / 2$ and $\frac{3}{2}$. Consequently $\Gamma \subset D$ and $f$ is holomorphic on the closed disk determined by $\Gamma$ and $\sup _{z \in \Gamma}|f(z)| \leqslant M$.

Let $S$ be the rational function from lemma 5.2 in section 5.1 with a given $n \geqslant 1$ and $\varepsilon=w(h)$. We have

$$
|S(w)| \leqslant c_{1} \exp \left\{-\frac{c_{2} n}{\ln (1 / \varepsilon)}\right\}, \quad w \in[\varepsilon, 1]
$$

and

$$
|S(w)|=1, \quad \operatorname{Re} w=0
$$

Set $Q(z)=S(w(z))$. From the above and the choice of $w(z)$ and $\varepsilon$ we obtain that $\operatorname{deg} Q=n$,

$$
\begin{equation*}
|Q(z)| \leqslant c_{1} \exp \left\{-\frac{c_{2} n}{\ln (\varepsilon / h)}\right\} \leqslant c_{1} \exp \left\{-\frac{c_{3} n}{\ln (1 / h)}\right\}, \quad z \in[h, 1] \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
|Q(z)|=1, \quad z \in \Gamma \tag{4}
\end{equation*}
$$

It follows by the definition of $S$ in lemma 5.2 in section 5.1 that $Q$ has only single zeros in the interval $[h, 1]$. Denote them by $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$. The poles of $Q$ are at the points $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$, which are symmetrical to the zeros $\alpha_{1}$, $\alpha_{2}, \ldots, \alpha_{n}$ with respect to $\Gamma$.

Let $r$ be the rational function of degree $n$ which interpolates $f$ at the points $\alpha_{1}, \ldots, \alpha_{n}, \alpha_{n+1}=1$ and has single poles at $\beta_{1}, \ldots, \beta_{n}$. This means that

$$
\begin{equation*}
r(z)=\frac{a_{0}+a_{1} z+\cdots+a_{n} z^{n}}{\left(z-\beta_{1}\right) \cdots\left(z-\beta_{n}\right)} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
r\left(\alpha_{i}\right)=f\left(\alpha_{i}\right), \quad i=1,2, \ldots, n+1 \tag{6}
\end{equation*}
$$

It is readily seen that there exists exactly one rational function $r$ of kind (5) which satisfies (6). Indeed, consider the conditions (6) as a system for obtaining $a_{0}, a_{1}, \ldots, a_{n}$. This system has exactly one solution since each rational function of the type (5) cannot vanish at $n+1$ different points $\alpha_{1}$, $\alpha_{2}, \ldots, \alpha_{n+1}$.

One easily verifies that for $z$ in the disk determined by $\Gamma$ we have

$$
r(z)=\frac{1}{2 \pi i} \int_{\Gamma}\left(1-\frac{\left(z-\alpha_{1}\right) \cdots\left(z-\alpha_{n+1}\right)\left(\xi-\beta_{1}\right) \cdots\left(\xi-\beta_{n}\right)}{\left(\xi-\alpha_{1}\right) \cdots\left(\xi-\alpha_{n+1}\right)\left(z-\beta_{1}\right) \cdots\left(z-\beta_{n}\right)}\right) \frac{f(\xi) \mathbf{d} \xi}{\xi-z}
$$

and

$$
\begin{aligned}
f(z)-r(z) & =\frac{1}{2 \pi i} \int_{\Gamma} \frac{\left(z-\alpha_{1}\right) \cdots\left(z-\alpha_{n}\right)(z-1)\left(\xi-\beta_{1}\right) \cdots\left(\xi-\beta_{n}\right) f(\xi) \mathrm{d} \xi}{\left(\xi-\alpha_{1}\right) \cdots\left(\xi-\alpha_{n}\right)(\xi-1)\left(z-\beta_{1}\right) \cdots\left(z-\beta_{n}\right)(\xi-z)} \\
& =\frac{1}{2 \pi i} \int_{\Gamma} \frac{Q(z)(z-1) f(\xi) \mathrm{d} \xi}{Q(\xi)(\xi-1)(\xi-z)}
\end{aligned}
$$

(for details see J.L. Walsh (1960)).
From the last identity, (3) and (4) we get for $z=[h, 1]$

$$
|f(z)-r(z)| \leqslant c M I \exp \left\{-\frac{c_{3} n}{\ln (1 / h)}\right\}
$$

where $I=\int_{\Gamma}|\xi-h|^{-1}|\mathrm{~d} \xi|$. Quick computation shows that $I \leqslant c \ln (1 / h), c$ a constant. Consequently

$$
\begin{equation*}
|f(z)-r(z)| \leqslant c_{1} M \ln (1 / h) \cdot \exp \left\{-\frac{c_{3} n}{\ln (1 / h)}\right\} \tag{7}
\end{equation*}
$$

for $z \in[h, 1]$.
Let $z(x)=(1-h) x+h$. Clearly, $z(x)$ linearly maps $[0,1]$ onto the interval $[h, 1]$ and $|z(x)-x| \leqslant h$ for $x \in[0,1]$. Then by (7) it follows that for $x \in[0,1]$ we have

$$
\begin{aligned}
|f(x)-r(z(x))| \leqslant & |f(x)-f(z(x))|+|f(z(x))-r(z(x))| \leqslant \omega(f ; h)_{C} \\
& +c_{1} M \ln (1 / h) \cdot \exp \left\{-\frac{c_{3} n}{\ln (1 / h)}\right\} .
\end{aligned}
$$

Set $t=t(h)=\ln (1 / h)$. Obviously $t(h)$ is a one-to-one mapping of $\left(0, \mathrm{e}^{-1}\right)$ onto $(1, \infty)$ and therefore for $n \geqslant 1$ we have

$$
R_{n}(f)_{C[0,1]} \leqslant c_{1} \inf _{1<t<\infty}\left\{M t \exp \left\{-\frac{c_{3} n}{t}\right\}+\omega\left(f ; \mathrm{e}^{-t}\right)_{c}\right\}
$$

which establishes theorem 5.14.

Remark. The proof of theorem 5.14 shows that if $f$ is a real valued function then the approximating rational function $r$ has real coefficients.

Proof of theorem 5.15. Let $n \geqslant 1$ and $\mathrm{e}^{-n-1}<h<\mathrm{e}^{-1}$. From the proof of theorem 5.14 it follows (see the estimate (7)) that there exists a rational function $r \in R_{n}$ such that

$$
\begin{equation*}
\left\|f_{\varphi}-r\right\|_{C[h, 1]} \leqslant c_{1} M \ln (1 / h) \cdot \exp \left\{-\frac{c_{3} n}{\ln (1 / h)}\right\} \tag{8}
\end{equation*}
$$

where $M=\sup _{z \in D}|\varphi(z)|, c_{1}, c_{3}$ are absolute constants.

Without loss of generality we shall suppose that $0<c_{3}<1, M>0$ and

$$
\begin{equation*}
\|r\|_{C[h, 1]} \leqslant 2 M . \tag{9}
\end{equation*}
$$

Let us set

$$
q=\frac{r}{1+\eta^{2} r^{2}}, \quad \eta=M^{-1} \exp \left\{-\frac{n}{\ln (1 / h)}\right\}
$$

Then by (8) and (9) we get

$$
\begin{aligned}
\left\|f_{\varphi}-q\right\|_{C[h, 1]} & \leqslant\left\|f_{\varphi}-r\right\|_{C[h, 1]}+\eta^{2}\left\|f_{\varphi}\right\|_{C[h, 1]}\|r\|_{C[h, 1]}^{2} \\
& \leqslant\left\|f_{\varphi}-r\right\|_{C[h, 1]}+4 \eta^{2} M^{3} \\
& \leqslant\left(c_{1}+4\right) M \ln (1 / h) \cdot \exp \left\{-\frac{c_{3} n}{\ln (1 / h)}\right\} .
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
\left\|f_{\varphi}-q\right\|_{[[h, 1]} \leqslant c M \ln (1 / h) \cdot \exp \left\{-\frac{c_{3} n}{\ln (1 / h)}\right\} . \tag{10}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
\|q\|_{C(-\infty, \infty)} \leqslant \frac{1}{2 \eta}<M \exp \left\{\frac{n}{\ln (1 / h)}\right\} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{deg} q \leqslant 2 n \tag{12}
\end{equation*}
$$

Set $\lambda(x)=(1-h)(x+h) /(1+h)+h$. Obviously the function $\lambda(x)$ linearly maps [ $-h, 1$ ] onto [ $h, 1$ ] and $|\lambda(x)-x| \leqslant 2 h$.

Consider the rational functions $q_{1} \equiv 0$ and $q_{2}(x)=q(\lambda(x))$. By (10) and the last arguments we get

$$
\begin{aligned}
\left\|f_{\varphi}-q_{2}\right\|_{C_{[-h, 1]}} & \leqslant\left\|f_{\varphi}-f_{\varphi}(\lambda)\right\|_{C[-h, 1]}+\left\|f_{\varphi}(\lambda)-q(\lambda)\right\|_{C[-h, 1]} \\
& \leqslant \omega\left(f_{\varphi} ; 2 h\right)_{C}+\left\|f_{\varphi}-q\right\|_{C[h, 1]}
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\left\|f_{\varphi}-q_{2}\right\|_{C_{[-h, 1]}} \leqslant 2 \omega\left(f_{\varphi} ; h\right)_{c}+c M \ln (1 / h) \exp \left\{-\frac{c_{3} n}{\ln (1 / h)}\right\} \tag{13}
\end{equation*}
$$

Clearly, by (11) and (12) we obtain

$$
\begin{gather*}
\left\|q_{2}\right\|_{C(-\infty, \infty)} \leqslant M \exp \left\{\frac{n}{\ln (1 / h)}\right\},  \tag{14}\\
\operatorname{deg} q_{2} \leqslant 2 n \tag{15}
\end{gather*}
$$

Now we are in a position to apply lemma 5.3 from section 5.1 for the
function $f_{\varphi}$ using the rational functions $q_{1}, q_{2}$ and the parameters $\varepsilon_{1}, A, k_{i}$, $i=1$, 2, determined by (13)-(15). Setting $\varepsilon_{2}=M \exp \{-n / \ln (1 / h)\}$ we conclude that there exists a rational function $r$ such that

$$
\left\|f_{\varphi}-r\right\|_{C[-1,1]} \leqslant c_{1}\left\{M \ln (1 / h) \exp \left\{-\frac{c_{2} n}{\ln (1 / h)}\right\}+\omega\left(f_{\varphi} ; h\right)_{C}\right\}
$$

and

$$
\operatorname{deg} r \leqslant 2 n+B_{1} \ln \left(\mathrm{e}+\frac{2}{h}\right) \ln \left(\mathrm{e}+\exp \left\{\frac{2 n}{\ln (1 / h)}\right\}\right) \leqslant c n
$$

Since $h$ is an arbitrary number in the interval $\left(0, \mathrm{e}^{-1}\right)$, from here follows the assertion of theorem 5.15.

Proof of corollary 5.2. The assertions (i), (ii) and (iii) of corollary 5.2 follow immediately setting successively: $\varphi(x)=x^{\alpha}, t=\sqrt{ } n ; \varphi(x)=\exp \left\{-\ln ^{\beta}(1 / x)\right\}$, $t=n^{1 /(1+\beta)} ;$ and $\varphi(x)=(\ln (1 / x))^{-\gamma}, t=c_{2} n /((\gamma+1) \ln n)$ in the estimate (2).

### 5.7 Notes

The idea of the basic lemma 5.1 is due to D. Newman (1964a). In a form similar to that given here lemma 5.1 was obtained by A.A. Gonchar (1967a, 1967b).

The result of P. Szüsz and P. Turan (1966) for best uniform approximation of the functions of the class $V_{1}$ (more exactly the convex functions of the class Lip1) was the following:

$$
\sup _{V_{a}^{b} f^{\prime} \leqslant 1} R_{n}(f)_{C[a, b]}=\mathrm{O}\left(\frac{\ln ^{4} n}{n^{2}}\right) .
$$

G. Freud (1966) obtained that

$$
\sup _{V_{0}^{1} f^{(r)} \leqslant 1} R_{n}(f)_{C[0,1]}=\mathrm{O}\left(\frac{\ln ^{2} n}{n^{r+1}}\right), \quad r \geqslant 1 .
$$

Before the final result-theorem 5.1 (Popov, 1976a), Popov (1974a) obtained that

$$
R_{n}(f)_{c[0,1]} \leqslant c(k, r) \overbrace{\frac{\ln \cdots \ln n}{n^{r+1}}}^{k} V_{0}^{1} f^{(r)} .
$$

The result of G. Freud (1966) and E.P. Dolženko, A.A. Abdulgaparov (the lecture of Dolženko at IMC, Moscow, 1966) for rational uniform approximation of the functions of the class $V\left(c \delta^{\alpha}\right), 0<\alpha<1$, is the following.

If $f \in V\left(c \delta^{\alpha}\right)$ then

$$
R_{n}(f)_{C}=\mathrm{O}\left(\frac{\ln ^{2} n}{n}\right)
$$

and also if $f \in V\left((\ln (1 / \delta))^{-1}\right)$ then

$$
R_{n}(f)_{C}=\mathrm{O}\left(n^{-1 / 3}\right)
$$

The result of Bulanov (1975b) is the following.
If $f \in V(M,[a, b], \omega)$ and $\omega(\delta)$ is strictly increasing in $[0, b-a]$, then

$$
\frac{R_{n}(f)_{C[a, b]}}{\left|\ln R_{n}(f)_{C[a, b]}\right| \ln \omega^{-1}\left(R_{n}(f)_{C[a, b]} \mid\right.} \leqslant \frac{c(M, b-a, \omega)}{n}
$$

where the constant $c(M, b-a, \omega)$ depends only on $M, b-a$ and $\omega$.
For application of the Hardy-Littlewood maximal function to multivariate rational uniform approximation see the work of R. DeVore and Xiang-ming Yu (1986).

For the best uniform rational approximation of convex functions we want to add also the following historical remarks.

For the class $\operatorname{Conv}_{M}(\alpha,[a, b]), 0<\alpha<1$, A.P. Bulanov (1969) obtained the following estimate

$$
\sup _{f \in \operatorname{Conv}_{M^{(\alpha,[a, b])}}} R_{n}(f)_{C[a, b]}=\mathrm{O}\left(\frac{\ln ^{6} n}{n^{2}}\right)
$$

After this A.A. Hatamov (1975a) obtained that

$$
\sup _{f \in \operatorname{Conv}_{M}(x,[a, b])} R_{n}(f)_{C[a, b]}=\mathrm{O}\left(\frac{\ln \ln \cdots \ln u}{n^{2}}\right)
$$

The final estimate (theorem 5.13) belongs to P. Petrushev (1976b).
For rational uniform approximation of a convex function with a given modulus of continuity $\omega(\omega(f ; \delta) \leqslant \omega(\delta), \delta \geqslant 0)$ there are the following results.
A.P. Bulanov and A.A. Hatamov (1978):

$$
R_{n}(f)_{C[a, b]} \leqslant c \frac{\ln ^{2} n}{n^{2}} \max _{\theta \in[\mathbf{e}-n, 1]}\{\omega(\theta) \ln (1 / \theta)\} .
$$

A.A. Pekarskii (1977):

$$
R_{n}(f)_{c} \leqslant c \inf _{\substack{1 \leqslant \lambda \leqslant n / \ln ^{2} n \\ 0<\delta \leqslant 1}}\left\{\frac{\omega(\delta)}{n}+\frac{\lambda}{n^{2}} \int_{\delta}^{1} \frac{\omega(y)}{y^{1+1 / \lambda}} \mathbf{d} y\right\}
$$

A.A. Pekarskii (1980a):

$$
R_{n}(f)_{C} \leqslant \frac{c}{n^{2}}\left(\int_{\mathrm{e}^{-n}}^{1} \frac{1}{x} \sqrt{\left.\left(\frac{\omega(x)}{|\ln x|}\right) \mathrm{d} x\right)^{2} . . . . . .}\right.
$$

Some other works which have contributed to rational approximation on the interval and on the whole real axis are G. Freud $(1967,1968,1970)$, G. Freud, J. Szabados (1967a, b, 1978), J. Szabados (1967a, b).
V.N. Russak $(1974,1977,1979,1984)$ introduced rational operators which are analogs of the operators of Fejer and Jackson. He obtained the exact order of rational approximation of classes of functions similar to $V_{r}$ by means of such Jackson-Russak operators.

There are many works on the approximation of analytic functions by means of rational functions, but we shall not consider such problems in this book. We only want to mention some papers which are near to the questions considered in this chapter: A.A. Gonchar (1972, 1974), G. Fichera (1970, 1974), J. Karlsson (1982), V.K. Dzjadik (1966), G. Somorjai (1976), J.E. Anderson (1980), T. Ganelius (1982).

## 6

## Converse theorems for rational approximation

In this chapter we shall consider some converse theorems for rational approximation. In Chapter 3 in the polynomial case we have shown how the converse theorems are connected with the direct theorems - they give full characterization of the best polynomial approximation in uniform or $L_{p}$-norm by means of the smoothness properties of the function, more precisely by means of the moduli of smoothness in $C$ or in $L_{p}$. Unfortunately till now we have not such a nice characterization of the best rational uniform approximation. Characterization of the best rational approximation in $L_{p}$ will be given on the basis of the connection between best rational and best spline approximation in $L_{p}, 1<p<\infty$, in Chapter 8 . This characterization use the converse results given in section 6.3.

First we consider some classical converse results. In section 6.1 we give the classical results of Gonchar and Dolženko. The Bernstein type inequality of Dolženko (theorem 6.1) gives an estimate of $\omega(f ; \delta)_{L}$ by means of the best uniform rational approximations. In section 6.2 we give Russak's inequality, which is a Bernstein type inequality for the function $f$ and the conjugate function $\tilde{f}$ of $f$. In section 6.3 we give Pekarskii's inequality for the norm of $r^{(s)}$ in $L_{\sigma}(-1,1)$, by means of the norm of $r$ in $L_{p}(-1,1), 1<p \leqslant \infty$, $1 / \sigma=s+1 / p$. On the basis of this inequality an estimate for the modulus of variation in $L_{p}$ of the function $f$ by means of the best approximation to $f$ in $L_{p}$ by rational functions is given. Using this estimate the connection between best spline approximation with free knots and best rational approximations in $L_{p}, 1<p \leqslant \infty$, will be given in section 8.2. The chapter ends with notes.

### 6.1 Gonchar's and Dolženko's results

It is well known that it is impossible to estimate the value of the derivative of the rational function $r \in R_{n}$ in the interval $[a, b]$ by means of the Chebyshev
norm of $r$ in $[a, b]$. This is the great difference from the polynomial case, where we have the inequalities of Markov and Bernstein (see theorems 3.12 and 3.9).

But, as A.A. Gonchar was the first to note, if we omit a suitable subset with a small measure, this type of estimates becomes possible. The first results of Gonchar $(1955,1959)$ were of the following type.

If $R_{n}(f)_{C[a, b]} \leqslant c n^{-1-\delta}, \delta>0$, then the function $f$ is differentiable almost everywhere on the interval $[a, b]$.
Let $r \in R_{n}$. For every $\delta>0$ there exists a set $E \subset[a, b]$, mes $E=|E|<\delta$, such that for every $x \in[a, b] \backslash E$ we have

$$
\left|\boldsymbol{r}^{\prime}(x)\right| \leqslant 2 \frac{n \ln n}{\delta}\|\boldsymbol{r}\|_{\mathrm{C} a, b]}
$$

(see also the notes at the end of the chapter).
We shall prove here some later results of Dolženko (1962, 1963), which improve this theorem.
Theorem 6.1. Let $r \in R_{n}$. Then
(a)

$$
\left\|r^{\prime}\right\|_{L_{i}(a, b)} \leqslant 2 n\|r\|_{C[a, b]},
$$

(b) for every interval $[a, b]$ and every $\delta>0$ there exists a subset $E=E(\delta, r)$ such that $|E| \leqslant \delta$ and for every $x \in[a, b] \backslash E$ we have

$$
\left|r^{\prime}(x)\right| \leqslant 2 n \delta^{-1}\|r\|_{[\{a, b]} .
$$

Proof. Since the function $r-\alpha$ has at most $n$ zeros for every $\alpha \in\left[-\|r\|_{c},\|r\|_{c}\right]$ and has no zeros for $\alpha \notin\left[-\|r\|_{c},\|r\|_{c}\right]$, we have

$$
V_{a}^{b} r \leqslant 2 n\|r\|_{C[a, b]} .
$$

But we have

$$
V_{a}^{b} r=\int_{a}^{b}\left|r^{\prime}(x)\right| \mathrm{d} x=\left\|r^{\prime}\right\|_{L_{1}(a, b)}
$$

which proves (a).
Let $E$ be the set of the points in the interval $[a, b]$ such that $\left|r^{\prime}(x)\right|>$ $2 n \delta^{-1}\|r\|_{C}$ for $x \in E$. Since

$$
\int_{a}^{b}\left|r^{\prime}(x)\right| \mathrm{d} x \leqslant 2 n\|r\|_{C[a, b]}
$$

we have

$$
2 n\|r\|_{C[a, b]} \geqslant \int_{a}^{b}\left|r^{\prime}(x)\right| \mathrm{d} x \geqslant 2 n \delta^{-1}\|r\|_{C[a, b]}|E|,
$$

i.e. $|E| \leqslant \delta$.

It is evident from the proof that in this theorem only the property of piecewise monotony of the rational function is used. Nevertheless it is impossible to improve this theorem: there exist rational functions $r \in R_{n}$ such that $\left\|r^{\prime}\right\|_{L_{1}} \geqslant c^{\prime} n\|r\|_{c}, c^{\prime}$ an absolute constant.

Theorem 6.2 (Dolženko (1962, 1966a)).
(a) Let us have for the function $f$

$$
\sum_{n=0}^{\infty} R_{n}(f)_{C[a, b]}<\infty .
$$

Then $f$ is absolutely continuous on $[a, b]$ and almost everywhere on $[a, b]$ we have $f^{\prime}(x)=\lim _{k \rightarrow \infty} r_{2 k}^{\prime}(x)$,

$$
\left\|f-r_{2^{k}}\right\|_{c_{[a, b]}}=R_{2^{k}}(f)_{[[a, b]} .
$$

(b) We have

$$
\omega\left(f ; n^{-1}\right)_{L_{1}[a, b]} \leqslant \frac{c}{n} \sum_{m=0}^{n} R_{m}(f)_{C[a, b]},
$$

where $c$ is an absolute constant.
Proof. We have

$$
f(x)=\sum_{k=0}^{\infty}\left(r_{2^{k}}(x)-r_{2^{k-1}}(x)\right), \quad r_{-1 / 2} \equiv 0,
$$

where the series converges uniformly in $C[a, b]$, since

$$
\left\|r_{2^{k}}-r_{2^{k-1}}\right\|_{C l a, b]} \leqslant\left\|r_{2^{k}}-f\right\|_{\|_{[a, b]}}+\left\|r_{2^{k-1}}-f\right\|_{[a, b]} \leqslant 2 R_{2^{k-1}}(f)_{\mathcal{C}[a, b]}
$$

and $\sum_{k=0}^{\infty} R_{2^{k}}(f)_{C}<\infty$.
Since $r_{2^{k}}-r_{2^{k-1}} \in R_{2^{k+1}}$, using theorem 6.1(a) we obtain

$$
\sum_{k=0}^{\infty}\left\|r_{2^{k}}^{\prime}-r_{2^{k-1}}^{\prime}\right\|_{L_{1}(a, b)} \leqslant \sum_{k=0}^{\infty} 2 \cdot 2^{k+1}\left\|r_{2^{k}}-r_{2^{k-1}}\right\|_{C} \leqslant 32 \sum_{n=0}^{\infty} R_{n}(f)_{C[a, b]}<\infty,
$$

i.e. $\sum_{k=0}^{\infty}\left(r_{2^{k}}^{\prime}-r_{2^{k-1}}^{\prime}\right)$ is convergent in $L_{1}(a, b)$, therefore almost everywhere

$$
f^{\prime}(x)=\sum_{k=0}^{\infty}\left(r_{2^{\prime}}^{\prime}(x)-r_{2^{k-1}}^{\prime}(x)\right)
$$

and $f$ is absolutely continuous, which proves (a).
To prove (b) we consider the $K$-functionals between $L_{1}(a, b)$ and $W_{1}^{1}(a, b)$ and between $C(a, b)$ and $W_{1}^{1}(a, b)^{\dagger}$ (see Chapter 3). By theorem 3.15 we have:

$$
\begin{equation*}
\omega\left(f ; \frac{1}{n}\right)_{L(a, b)} \leqslant c K\left(f, n^{-1} ; L_{1}, W_{1}^{1}\right) \leqslant c^{\prime} K\left(f, n^{-1} ; C, W_{1}^{1}\right), \tag{1}
\end{equation*}
$$

[^6]where $\quad c$ is an absolute constant; evidently $K\left(f, t ; L_{1}, W_{1}^{1}\right) \leqslant$ $\max \{1,(b-a)\} K\left(f, t ; C, W_{1}^{1}\right)$.

By theorem 3.16 and the Bernstein type inequality from theorem 6.1(a) we have

$$
\begin{equation*}
K\left(f, n^{-1} ; C, W_{1}^{1}\right) \leqslant \frac{c^{\prime}}{n} \sum_{m=0}^{n} R_{m}(f)_{C[a, b]} . \tag{2}
\end{equation*}
$$

Then (b) follows from (1) and (2).
Remark. The inequality (2) is stronger than statement (b) of the theorem.

### 6.2 Estimates for $L_{1}$-norms for the derivatives of rational functions and their Hilbert transforms

Here we shall give the method and results of V.N. Russak (1979) for obtaining estimates for $L_{1}(-\infty, \infty)$ norm of the derivative of a rational function and the derivative of its Hilbert transform.

Definition 6.1. We define the Hilbert transform $H f$ of the function $f \in L_{1}(-\infty, \infty)$ as follows:

$$
\begin{align*}
(H f)(x) & =-\frac{1}{\pi} \int_{0}^{\infty} \frac{f(x+t)-f(x-t)}{t} \mathrm{~d} t \\
& =\lim _{\varepsilon \rightarrow+0}-\frac{1}{\pi} \int_{t>\varepsilon} \frac{f(x+t)-f(x-t)}{t} \mathrm{~d} t \tag{1}
\end{align*}
$$

if the limit exists.
Very often Hf is denoted $\tilde{f}$ and is called the conjugate function to $f$.
The following facts are well known (see for example Zygmund (1959)).
If $f \in L_{1}(-\infty, \infty)$, then $(H f)(x)$ exists almost everywhere.
If $f \in L_{p}(-\infty, \infty), p>1$, then

$$
f(x)=\frac{1}{\pi} \int_{0}^{\infty} \frac{\tilde{f}(x+t)-\tilde{f}(x-t)}{t} \mathrm{~d} t,
$$

i.e. $H^{-1}=-H$.

We give these results without proofs because we shall not use them in this book.

The most essential corollary of Russak's result is the following theorem.
Theorem 6.3 (Russak (1973)). Let $r_{2 n} \in R_{2 n}$ and all poles of $r_{2 n}$ be a complex and conjugate. ${ }^{+}$Then

$$
\begin{equation*}
\left\|r_{2 n}^{\prime}\right\|_{L_{1}(-\infty, \infty)} \leqslant 2 \pi n\left\|r_{2 n}\right\|_{\left.C_{(-\infty}-\infty\right)}, \tag{2}
\end{equation*}
$$

[^7]\[

$$
\begin{equation*}
\left\|H r_{2 n}^{\prime}\right\|_{L_{1}(-\infty, \infty)} \leqslant 2 \pi n\left\|r_{2 n}\right\|_{C(-\infty, \infty)} . \tag{3}
\end{equation*}
$$

\]

Remark. The inequality (2) follows from theorem 6.1 (a) of Dolženko, but with another constant on the right-hand side. We give it here for completeness.

We want also to formulate this theorem in another equivalent way.

Definition 6.2. We shall say that the function $f$ belongs to the Hardy space $H_{1}(-\infty, \infty)$ if $f \in L_{1}(-\infty, \infty)$ and $\tilde{f} \in L_{1}(-\infty, \infty)\left(H f \in L_{1}(-\infty, \infty)\right)$.

One of the facts of analysis is that the Hardy space $H_{1}(-\infty, \infty)$ is a Banach space with a norm

$$
\|f\|_{H_{1}}=\|f\|_{L_{1}(-\infty, \infty)}+\|\tilde{f}\|_{L_{1}(-\infty, \infty)} .
$$

Now we can reformulate theorem 6.3 as follows.
Theorem 6.3'. Let $r_{2 n} \in R_{2 n}$ and all poles of $r_{2 n}$ be complex and conjugate. Then

$$
\left\|r_{2 n}^{\prime}\right\|_{H_{1}} \leqslant 4 \pi n\left\|r_{2 n}\right\|_{C_{(-\infty, \infty)}}
$$

We shall need some notations and lemmas for the proof of theorem 6.3.
Let us denote $\mathscr{H}=\{\operatorname{Im} z>0\}$ and let $z_{k}, k=1, \ldots, n, z_{k}=\alpha_{k}+\mathrm{i} \beta_{k} \in \mathscr{H}$, $k=1, \ldots, n$, i.e. $\beta_{k}>0$ for $k=1, \ldots, n$.

Let us consider the Blaschke product

$$
B(z)=\prod_{k=1}^{\pi} \frac{z-z_{k}}{z-\bar{z}_{k}} .
$$

Obviously $|B(x)|=1$ for $x \in \mathbb{R}=(-\infty, \infty), B(z)$ is analytic in $\mathscr{H}$ and continuous in $\overline{\mathscr{H}}=\mathscr{H} \cup \mathbb{R}$.

On the other hand we have for the logarithmic derivative of $B$ (multiplied by $1 / \mathrm{i}$ ):

$$
\begin{aligned}
\frac{B^{\prime}(x)}{\mathrm{i} B(x)} & =\frac{1}{\mathrm{i}} \sum_{k=1}^{n}\left(\frac{1}{x-z_{k}}-\frac{1}{x-\bar{z}_{k}}\right)=\frac{1}{\mathrm{i}} \sum_{k=1}^{n} \frac{z_{k}-\bar{z}_{k}}{\left|x-z_{k}\right|^{2}} \\
& =2 \sum_{k=1}^{n} \frac{\beta_{k}}{\left(x-\alpha_{k}\right)^{2}+\beta_{k}^{2}}=\left|B^{\prime}(x)\right|>0 .
\end{aligned}
$$

Let us define

$$
\phi(x)=\sum_{k=1}^{n}\left(\arg \left(z_{k}-x\right)-\arg \left(\bar{z}_{k}-x\right)\right) .
$$

It is evident that for $x \in(-\infty, \infty)$

$$
\left.\begin{array}{ll}
B(x)=\mathrm{e}^{\mathrm{i} \phi(x)}, & \phi^{\prime}(x)=\frac{B^{\prime}(x)}{\mathrm{i} B(x)}=\left|B^{\prime}(x)\right|>0  \tag{4}\\
\phi(x) \underset{x \rightarrow-\infty}{\longrightarrow} 0, & \phi(x) \underset{x \rightarrow+\infty}{\longrightarrow} 2 \pi n .
\end{array}\right\}
$$

Let us define also

$$
F_{\varphi p}(x)=\operatorname{Re}\left(\mathrm{e}^{\mathrm{j} \varphi} B(x)\right) .
$$

The following properties of $F_{\varphi}$ follow immediately from the definition and (4):

$$
\begin{equation*}
\left|F_{\varphi}(x)\right| \leqslant 1 \tag{i}
\end{equation*}
$$

$$
\left.\begin{array}{r}
F_{\varphi+\pi / 2}(x)=-\operatorname{Im}\left(\mathrm{e}^{\mathrm{i} \varphi} B(x)\right)  \tag{ii}\\
F_{\varphi}(x)-\mathrm{i} F_{\varphi+\pi / 2}(x)=\mathrm{e}^{\mathrm{i} \varphi} B(x) .
\end{array}\right\}
$$

For every $\alpha$ we have

$$
\begin{equation*}
F_{\varphi}(x) \cos \alpha+F_{\varphi+\pi / 2}(x) \sin \alpha=F_{\varphi+\alpha}(x) \tag{iv}
\end{equation*}
$$

$$
\begin{equation*}
F_{\varphi}^{\prime}(x)=F_{\varphi+\pi / 2}(x)\left|B^{\prime}(x)\right| . \tag{7}
\end{equation*}
$$

(vi) The function

$$
\begin{equation*}
F_{\varphi}(x)=\operatorname{Re}\left(\mathrm{e}^{\mathrm{i} \varphi} B(x)\right)=\operatorname{Re}\left(\mathrm{e}^{\mathrm{i}(\varphi+\phi(x))}\right) . \tag{9}
\end{equation*}
$$

for $\varphi \neq \pi / 2+k \pi$ has exactly $2 n$ real zeros $x_{1}<x_{2}<\cdots<x_{2 n}$.
The last fact follows from $F_{\varphi}(x)=\cos (\varphi+\phi(x))$ and (4)

$$
\phi(x) \underset{x \rightarrow-\infty}{\longrightarrow} 0, \quad \phi(x) \underset{x \rightarrow+\infty}{\longrightarrow} 2 \pi n .
$$

From property (vi) we obtain that for $\varphi \neq \pi / 2+k \pi$ we have

$$
\begin{equation*}
F_{\varphi}(x)=\cos \varphi \cdot \frac{\left(x-x_{1}\right) \cdots\left(x-x_{2 n}\right)}{\prod_{k=1}^{n}\left|x-z_{k}\right|^{2}} \tag{10}
\end{equation*}
$$

Let now $r$ be an arbitrary (complex-valued) rational function without poles on $\mathbb{R}$. Let there exist $z_{k}, k=1, \ldots, n, z_{k} \in \mathscr{H}, k=1, \ldots, n$, such that

$$
r(x)=\frac{p_{2 n}(x)}{\prod_{i=1}^{n}\left(\left(x-\alpha_{i}\right)^{2}+\beta_{i}^{2}\right)}=\frac{p_{2 n}(x)}{\prod_{k=1}^{n}\left|x-z_{k}\right|^{2}}
$$

where the algebraic polynomial $p_{2 n}$ has degree $2 n$ at most.
Lemma 6.1. Let $x_{k}, k=1, \ldots, 2 n, x_{1}<x_{2} \cdots<x_{2 n}$, be the zeros of $F_{\varphi}(x)$. The following equality holds.

$$
\begin{equation*}
r(x)=F_{\varphi}(x)\left\{\sum_{k=1}^{2 n} r\left(x_{k}\right) \frac{1}{\left(x-x_{k}\right) F_{\varphi}^{\prime}\left(x_{k}\right)}+c_{1}\right\}, \tag{11}
\end{equation*}
$$

where $c_{1}$ is a constant.
Proof. Let us set

$$
r^{*}(x)=F_{\varphi}(x) \sum_{k=1}^{2 n} r\left(x_{k}\right) \frac{1}{\left(x-x_{k}\right) F_{\varphi}^{\prime}\left(x_{k}\right)} .
$$

It follows from (10) that $r^{*}\left(x_{k}\right)=r\left(x_{k}\right), k=1, \ldots, 2 n$. Hence $r(x)-r^{*}(x)=$ $c_{1} F_{\varphi}(x)$, since the denominators are the same and the numerators are algebraic polynomials of degree $\leqslant 2 n$.

Lemma 6.2. Let $r$ be a rational function with poles only in $\mathbb{C} \backslash \overline{\mathscr{H}}=\{\operatorname{Im} z<0\}$. Then for the Hilbert transform Hr we have

$$
\left.\begin{array}{l}
(H(\operatorname{Re} r))(x)=\operatorname{Im} r(x)+c_{2}  \tag{12}\\
(H(\operatorname{Im} r))(x)=-\operatorname{Re} r(x)+c_{3},
\end{array}\right\}
$$

where $c_{2}$ and $c_{3}$ are constants.
Proof. The direct calculation gives us

$$
\begin{equation*}
H c=0, H\left(\frac{1}{x-(\alpha-\mathrm{i} \beta)}\right)=H\left(\frac{1}{x-\bar{z}}\right)=-\frac{\mathrm{i}}{x-\bar{z}}, \quad \beta>0 \tag{13}
\end{equation*}
$$

From (13), since $H$ is a linear operator, the lemma follows in view of

$$
\begin{align*}
& \operatorname{Re} \frac{1}{x-(\alpha-\bar{i} \beta)}=\frac{x-\alpha}{|x-\bar{z}|^{2}}, \quad \operatorname{Im} \frac{1}{x-\bar{z}}=\frac{-\beta}{|x-\bar{z}|^{2}} \\
& \operatorname{Re}\left(-\frac{i}{x-\bar{z}}\right)=\frac{-\beta}{|x-\bar{z}|^{2}}, \quad \operatorname{Im}\left(-\frac{i}{x-\bar{z}}\right)=-\frac{x-\alpha}{|x-\bar{z}|^{2}}, \quad \bar{z}=\alpha-\mathrm{i} \beta
\end{align*}
$$

Lemma 6.3. With the same notation as in lemma 6.2 we have

$$
\begin{equation*}
(H r)(x) \equiv \tilde{r}(x)=-c_{1} F_{\varphi+\pi / 2}(x)-\sum_{k=1}^{2 n} r\left(x_{k}\right) \frac{F_{\varphi+\pi / 2}(x)-F_{\varphi+\pi / 2}\left(x_{k}\right)}{\left(x-x_{k}\right) F_{\varphi}^{\prime}\left(x_{k}\right)}+c_{4} \tag{14}
\end{equation*}
$$

$c_{4}$ is a constant.
Proof. If we apply lemma 6.2 to $\mathrm{e}^{\mathrm{i} \varphi} \mathrm{B}(\mathrm{x})$ we obtain, using (6),

$$
\begin{equation*}
\left(H F_{\varphi}\right)(x)=\operatorname{Im}\left(\mathrm{e}^{\mathrm{i} \varphi} B(x)\right)+c_{5}=-F_{\varphi+\pi / 2}(x)+c_{5} \tag{15}
\end{equation*}
$$

$c_{5}$ a constant.
Again from lemma 6.2 , applied to $\mathrm{e}^{\mathrm{i} \varphi}\left(B(x)-B\left(x_{k}\right)\right) /\left(x-x_{k}\right)$, it follows that

$$
\begin{align*}
H\left(\frac{F_{\varphi}(x)}{x-x_{k}}\right) & =\operatorname{Im}\left(\mathrm{e}^{\mathrm{i} \varphi} \frac{B(x)-B\left(x_{k}\right)}{x-x_{k}}\right)+c_{6} \\
& =-\frac{F_{\varphi+\pi / 2}(x)-F_{\varphi+\pi / 2}\left(x_{k}\right)}{x-x_{k}}+c_{6} \tag{16}
\end{align*}
$$

since $\operatorname{Re}\left(\mathrm{e}^{\mathrm{i} \varphi} B\left(x_{k}\right)\right)=0$ in view of $(10)$ and $\operatorname{Im}\left(\mathrm{e}^{\mathrm{i} \varphi} B(x)\right)=-F_{\varphi+\pi / 2}(x)$ in view of (6).

Now (14) follows from lemma 6.1, (11), if we apply the Hilbert transform and use the linearity of $H,(15)$ and (16).

Let $\varphi \neq \pi / 2+k \pi$ be given and let us choose $\alpha, \alpha \neq \pi / 2+k \pi$,
$\alpha \neq \pi / 2+k \pi-\varphi$. Let us set

$$
r^{*}(x)=r(x) \cos \alpha-\tilde{r}(x) \sin \alpha
$$

From (7), lemma 6.1 and lemma 6.2 we obtain

$$
\begin{equation*}
r^{*}(x)=c_{1} F_{\varphi+\alpha}(x)+\sum_{k=1}^{2 n} \frac{r\left(x_{k}\right)}{F_{\varphi}^{\prime}\left(x_{k}\right)} \frac{F_{\varphi+\alpha}(x)-F_{\varphi+\pi / 2}\left(x_{k}\right) \sin \alpha}{x-x_{k}}-c_{4} \sin \alpha \tag{17}
\end{equation*}
$$

Let $y_{i}, i=1, \ldots, 2 n$, be the zeros of $F_{\varphi+\alpha+\pi / 2}$, i.e. $F_{\alpha+\varphi}^{\prime}\left(y_{i}\right)=0(\operatorname{see}(8),(9))$. We have from (17) and (8),

$$
\begin{equation*}
r^{*^{\prime}}\left(y_{i}\right)=-\sum_{k=1}^{2 n} \frac{r\left(x_{k}\right)}{F_{\varphi}^{\prime}\left(x_{k}\right)} \frac{F_{\varphi+\alpha}\left(y_{i}\right)-F_{\varphi+\pi / 2}\left(x_{k}\right) \sin \alpha}{\left(y_{i}-x_{k}\right)^{2}}=\sum_{k=1}^{2 n} r\left(x_{k}\right) \gamma_{k i} . \tag{18}
\end{equation*}
$$

If we choose the function $F_{\varphi+\pi / 2}$ for $r$ (we can do this in view of (10)), we obtain from (18), (8) and the definition of $r^{*}$

$$
\begin{align*}
\bar{r}^{*}(x) & =F_{\varphi+\pi / 2}(x) \cos \alpha-\tilde{F}_{\varphi+\pi / 2}(x) \sin \alpha, \\
\bar{r}^{*}(x) & =F_{\varphi+\alpha+\pi / 2}(x)-c_{4} \sin \alpha, \\
\tilde{r}^{*}\left(y_{i}\right) & =-F_{\varphi+\alpha}\left(y_{i}\right)\left|B^{\prime}\left(y_{i}\right)\right| \\
& =-\sum_{k=1}^{2 n} \frac{F_{\varphi+\pi / 2}\left(x_{k}\right)}{F_{\varphi}^{\prime}\left(x_{k}\right)} \frac{F_{\varphi+\alpha}\left(y_{i}\right)-F_{\varphi+\pi / 2}\left(x_{k}\right) \sin \alpha}{\left(y_{i}-x_{k}\right)^{2}} \\
& =-\sum_{k=1}^{2 n} \frac{F_{\varphi+\alpha}\left(y_{i}\right)}{\left|B^{\prime}\left(x_{k}\right)\right|} \frac{1-F_{\varphi+\pi / 2}\left(x_{k}\right) F_{\varphi+\alpha}\left(y_{i}\right) \sin \alpha}{\left(y_{i}-x_{k}\right)^{2}} \tag{19}
\end{align*}
$$

since $F_{\varphi+\alpha}^{2}\left(y_{i}\right)=1$ (from (6) it follows that $\left|F_{\varphi+\alpha}\left(y_{i}\right)\right|=\left|B\left(y_{i}\right)\right|=1$ ).
From (19) we obtain that

$$
\begin{equation*}
\left|B^{\prime}\left(y_{i}\right)\right|=\sum_{k=1}^{2 n} \frac{1}{\left|B^{\prime}\left(x_{k}\right)\right|} \frac{1-F_{\varphi+\pi / 2}\left(x_{k}\right) F_{\varphi+\alpha}\left(y_{i}\right) \sin \alpha}{\left(y_{i}-x_{k}\right)^{2}} . \tag{20}
\end{equation*}
$$

Since $\left|F_{\varphi+\pi / 2}\left(x_{k}\right)\right| \leqslant 1,\left|F_{\varphi+\alpha}\left(y_{i}\right)\right| \leqslant 1$ (see (5)), we have

$$
1-F_{\varphi+\pi / 2}\left(x_{k}\right) F_{\varphi+\alpha}\left(y_{i}\right) \sin \alpha \geqslant 0
$$

therefore (20) and (18) give us

$$
\begin{gather*}
\left|B^{\prime}\left(y_{i}\right)\right|=\sum_{k=1}^{2 n}\left|\gamma_{k i}\right|, \\
\left|r^{*^{\prime}}\left(y_{i}\right)\right|=\left|r^{\prime}\left(y_{i}\right) \cos \alpha-\tilde{r}^{\prime}\left(y_{i}\right) \sin \alpha\right| \\
\leqslant \sum_{k=1}^{2 n}\left|\gamma_{k i}\right|_{i=1, \ldots, 2 n}\left|r\left(x_{k}\right)\right| \leqslant\left|B^{\prime}\left(y_{i}\right)\right|\|r\|_{C(-\infty, \infty)} . \tag{21}
\end{gather*}
$$

The inequality (21) is proved for $\varphi \neq \pi / 2+k \pi, \alpha \neq \pi / 2+k \pi, \alpha \neq \pi / 2+$ $k \pi-\varphi$, but since the two sides of (21) are continuous functions of $\alpha$ (obviously
$y_{i}$ depends continuously on $\alpha$ ), (21) remains valid for all $\alpha$. Let $x$ be such that $\phi(x) \neq-\alpha$. If we choose $\varphi=-\alpha-\phi(x)-\pi / 2$ then $x=y_{i}$ for some $i$, $1 \leqslant i \leqslant 2 n$. From (21) we now obtain the following.

Theorem 6.4. Let

$$
r(x)=p(x) / \prod_{k=1}^{n}\left|x-z_{k}\right|^{2}, \quad p \in P_{2 n}, \quad z_{k} \in \mathscr{H} .
$$

Then for every $x$ and $\alpha$ we have

$$
\begin{equation*}
\left|r^{\prime}(x) \cos \alpha-\tilde{r}^{\prime}(x) \sin \alpha\right| \leqslant\left|B^{\prime}(x)\right|\|r\|_{C(-\infty, \infty)} \tag{22}
\end{equation*}
$$

where $B$ is the Blaschke product

$$
\begin{equation*}
B(z)=\prod_{k=1}^{n} \frac{z-z_{k}}{z-\bar{z}_{k}} \tag{23}
\end{equation*}
$$

Proof. For $\phi(x) \neq \alpha$ this was proved. Since (22) is continuous with respect to $\alpha$, (22) follows for all $\alpha$.

From theorem 6.4 follows immediately, since $\alpha$ is arbitrary, corollary 6.1.
Corollary 6.1. Let $r \in R_{2 n}$ be such that all poles of $r$ are complex and conjugate. Then

$$
\left\{\left(r^{\prime}(x)\right)^{2}+\left(\tilde{r}^{\prime}(x)\right)^{2}\right\}^{1 / 2} \leqslant\left|B^{\prime}(x)\right|\|r\|_{C(-\infty, \infty)},
$$

where B is the Blaschke product (23) corresponding to the poles of $r$.
From (4) it follows that

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|B^{\prime}(x)\right| \mathrm{d} x=2 \pi n \tag{24}
\end{equation*}
$$

Therefore from corollary 6.1 and (24) follows theorem 6.3.
Let us remark, that if $r \in R_{n}$ and has real coefficients, then the condition $\|r\|_{C(-\infty, \infty)}<\infty$ gives us that $r$ has only complex and conjugate poles. Theorefore we obtain from theorem 6.4 and (24) the following.

Corollary 6.2. Let $r \in R_{n}$ have real coefficients. Then

$$
\begin{aligned}
& \left\|r^{\prime}\right\|_{L_{1}(-\infty, \infty)} \leqslant \pi n\|r\|_{C(-\infty, \infty)} \\
& \left\|\tilde{r}^{\prime}\right\|_{L_{1}(-\infty, \infty)} \leqslant \pi n\|r\|_{(-\infty, \infty)} \\
& \left\|r^{\prime}\right\|_{H_{1}(-\infty, \infty)} \leqslant 2 \pi n\|r\|_{\left.C_{(-\infty}-\infty\right)}
\end{aligned}
$$

### 6.3 Estimation for higher derivatives of rational functions and its applications

In this section we shall obtain an estimate for $r^{(s)}, s \geqslant 1, s$ a natural number, $r \in R_{n}$, in the metric $L_{\sigma}(-1,1), \sigma=(s+1 / p)^{-1}$, by means of $\|r\|_{p}=\|r\|_{L_{p(-1,1)}}$,
$1<p \leqslant \infty$. From this estimation will follow a connection between the best spline approximations with free knots and the best rational approximations. This connection for $s=1, p=\infty$, was given by Popov (1974b), for $s>1$, $p=\infty$, by Pekarskii (1980b), and for $s \geqslant 1, p>1$, by Pekarskii (1986).

Theorem 6.5 ( A.A. Pekarskii, 1986). Let $r \in R_{n}, n \geqslant 1$, and $r$ have no poles on the interval $[-1,1]$. For $1<p \leqslant \infty, 1 / \sigma=s+1 / p$, we have

$$
\left\|r^{(s)}\right\|_{\sigma} \leqslant c(s, p) n^{s}\|r\|_{p}
$$

where the constant $c(s, p)$ depends only on $s$ and $p$.
Following Pekarskii $(1984,1986)$ for the proof of theorem 6.5 we shall need some lemmas. We shall use the following notations: $D_{+}=\{z: z \in \mathbb{C},|z|<1\}$, $D_{-}=\{z: z \in \mathbb{C},|z|>1\}, T=\{z: z \in \mathbb{C},|z|=1\}, T_{ \pm}=\{z: z \in T, \pm \operatorname{Im} z>0\}$, where $\mathbb{C}$ is the complex plane; if $a_{1}, \ldots, a_{n}$ belong to $D_{+}$, we set

$$
\begin{aligned}
B(z) & =\prod_{k=0}^{n} \frac{z-a_{k}}{1-\bar{a}_{k} z}, \quad a_{0}=0 \\
Q_{\alpha}(z, \xi) & =\left|\frac{B(z)-B(\xi)}{z-\xi}\right|^{\alpha}, \quad Q(z, \xi)=\frac{B(z)-B(\xi)}{z-\xi} \\
\lambda(z, \beta) & =\sum_{k=0}^{n}\left(\frac{1-\left|a_{k}\right|}{\left|z-a_{k}\right|}\right)^{\beta} \frac{1}{\left|z-a_{k}\right|}, \quad \beta>0 .
\end{aligned}
$$

If $S$ is a rectifiable curve in the complex plane we set

$$
\|f\|_{p, S}=\left\{\int_{S}|f(z)|^{p}|\mathrm{~d} z|\right\}^{1 / p}
$$

Lemma 6.4. Let $z \in T$ and let $l$ be a natural number $>0$. Then

$$
\int_{T} Q_{2 l}(z, \xi)|\mathrm{d} \xi|=\frac{2 \pi}{(2 l-1)!} z^{l} \sum_{j=1}^{l}\binom{2 l}{l-j}(-1)^{l-j} B^{-j}(z)\left(B^{j}(z) z^{j-1}\right)^{(2 l-1)} .
$$

Proof. If $z \in T$ and $\xi \in T$, we have $|\mathrm{d} \xi|=\mathrm{d} \xi / i \xi$ and

$$
Q_{2}(z, \xi)=Q(z, \xi) \overline{Q(z, \xi)}=\frac{\xi z}{B(\xi) B(z)} Q^{2}(z, \xi)
$$

since for $a, b \in T$ we have $(a-b)(\overline{a-b})=-(a-b)^{2} / a b$. Consequently

$$
\begin{equation*}
\int_{T} Q_{2 l}(z, \xi)|\mathrm{d} \xi|=z^{l} B^{-l}(z) I_{l}(z) \tag{1}
\end{equation*}
$$

where

$$
I_{l}(z)=\frac{1}{\mathrm{i}} \int_{T} Q^{2 l}(z, \xi) B^{-l}(\xi) \xi^{l-1} \mathrm{~d} \xi .
$$

Since $I_{l}(z)$ is continuous in $D_{+} \cup T$, it is sufficient to calculate $I_{l}(z)$ only for
$z \in D_{+}$. We obtain for $z \in D_{+}$

$$
\begin{equation*}
I_{l}(z)=\sum_{j=-1}^{l}\binom{2 l}{l-j}(-B(z))^{l-j} I_{l, j}(z) \tag{2}
\end{equation*}
$$

where

$$
I_{l, j}(z)=\frac{1}{\mathrm{i}} \int_{T} \frac{B^{j}(\xi) \xi^{l-1}}{(\xi-z)^{2 l}} \mathrm{~d} \xi .
$$

Using the Cauchy formula we obtain

$$
\begin{equation*}
I_{l, j}(z)=\frac{2 \pi}{(2 l-1)!}\left(B^{j}(z) z^{l-j}\right)^{(2 l-1)} \tag{3}
\end{equation*}
$$

for $j=1, \ldots, l$. For $-l \leqslant j \leqslant 0$ the point $\xi=\infty$ is a zero of order at least 2 for the function $B^{j}(\xi) \xi^{l-1}(\xi-z)^{-2 l}$; therefore we have $I_{l, j}=0$ for $j=-l, \ldots, 0$. From equalities (1)-(3) we obtain the statement of the lemma.

Lemma 6.5. Let $z \in T$ and $s$ be a natural number $>0$. Then

$$
\left|B^{(s)}(z)\right| \leqslant 2^{s} \cdot s!\lambda^{s}(z, 1 / s) .
$$

Proof. Setting $b_{k}(z)=\left(z-a_{k}\right)\left(1-\bar{a}_{k} z\right)^{-1}$ we obtain

$$
\begin{equation*}
B^{(s)}(z)=\sum \frac{s!}{j_{0}!j_{1}!\cdots j_{n}!} b_{0}^{\left(j_{0}\right)}(z) b_{1}^{\left(j_{1}\right)}(z) \cdots b_{n}^{\left(j_{n}\right)}(z) \tag{4}
\end{equation*}
$$

where the summation is over all collections $j_{0}, j_{1}, \ldots, j_{n}$ of nonnegative numbers satisfying $j_{0}+j_{1}+\cdots+j_{n}=s$. For $z \in T, 0 \leqslant k \leqslant n$, we have

$$
b_{k}^{(j)}(z)=\frac{j!\left(1-\left|a_{k}\right|^{2}\right) \bar{a}_{k}^{j-1}}{\left(1-\bar{a}_{k} z\right)^{j+1}}, \quad j>0 .
$$

For $a_{k} \in D_{+}, z \in T$, we have $\left|1-\left|a_{k}\right|\right| \leqslant\left|z-a_{k}\right|,\left|1-\bar{a}_{k} z\right|=\left|z-a_{k}\right|$. Therefore for $1 \leqslant j \leqslant s$ we obtain that

$$
\begin{equation*}
\left|b_{k}^{(j)}(z)\right| \leqslant 2 j!\left(\left(\frac{1-\left|a_{k}\right|}{\left|z-a_{k}\right|}\right)^{1 / s} \frac{1}{\left|z-a_{k}\right|}\right)^{j} \tag{5}
\end{equation*}
$$

The lemma follows from (4) and (5).
Lemma 6.6. If $z \in T$ and $\alpha>0$ then

$$
\|Q(\cdot, z)\|_{1+\alpha, T} \leqslant c(\alpha) \lambda^{\alpha /(\alpha+1)}(z, 1 /(\alpha+2)) .
$$

Proof. Since $\lambda^{s_{1}}\left(z, 1 / s_{1}\right) \leqslant \lambda^{s_{2}}\left(z, 1 / s_{2}\right)$ for $s_{2} \geqslant s_{1}$, from lemmas 6.4 and 6.5 it follows that for $z \in T, l>0, l$ a natural number, we have

$$
\begin{equation*}
\int_{T}|Q(\xi, z)|^{2 l}|\mathrm{~d} \xi| \leqslant c(l) \lambda^{2 l-1}(z, 1 /(2 l-1)) \tag{6}
\end{equation*}
$$

Let $m$ be the smallest odd number such that $m>\alpha$. Let us set

$$
\begin{aligned}
p & =(m+1)(\alpha+1)^{-1}, \quad q=(m+1)(m-\alpha)^{-1}, \\
S(z) & =\left\{\xi: \xi \in T,|\arg \xi-\arg z| \leqslant \lambda^{-1}\left(z, m^{-1}\right)\right\} .
\end{aligned}
$$

Using Hölder's inequality we obtain from (6), since $1 / p+1 / q=1$,

$$
\begin{align*}
\int_{S(z)}|Q(\xi, z)|^{\alpha+1}|\mathrm{~d} \xi| & \leqslant\|\mathbf{1}\|_{q, S(z)}\left\|Q_{\alpha+1}(\cdot, z)\right\|_{p, S(z)} \\
& \leqslant c_{1}(m) \lambda^{-1 / q}\left(z, \frac{1}{m}\right)\left\|Q_{m+1}(\cdot, z)\right\|_{1, T}^{1 / p} \leqslant c_{2}(m) \lambda^{\alpha}\left(z, \frac{1}{m}\right) \tag{7}
\end{align*}
$$

On the other hand we have, using the choice of $S(z)$,

$$
\begin{align*}
\int_{T \backslash S(z)}|Q(\xi, z)|^{\alpha+1}|\mathrm{~d} \xi| & \leqslant 2^{1+\alpha} \int_{T \backslash S(z)}|\xi-z|^{-1-\alpha}|\mathrm{d} \xi| \\
& \leqslant c_{3}(\alpha) \lambda^{\alpha}\left(z, \frac{1}{m}\right) \tag{8}
\end{align*}
$$

Since $\lambda(z, \beta)$ does not increase in $\beta$ for fixed $z \in T$, we have $\lambda(z, 1 / m) \leqslant$ $\lambda(z, 1 /(\alpha+2))$ and the lemma follows from (7) and (8).

Lemma 6.7. For $z \in T \backslash\{ \pm 1\}$ and $\alpha>0$ we have

$$
\begin{aligned}
\int_{T} Q_{\alpha+1}(\xi, z) Q_{\alpha+1}(\xi, \bar{z})\left|1-\xi^{2}\right||\mathrm{d} \xi| \leqslant & c(\alpha)\left|1-z^{2}\right|^{-\alpha}\left(\lambda^{\alpha}\left(z, \frac{1}{\alpha+2}\right)\right. \\
& \left.+\lambda^{\alpha}\left(\bar{z}, \frac{1}{\alpha+2}\right)\right)
\end{aligned}
$$

Proof. We shall show first that for every $z, \xi \in T_{+}$we have

$$
\begin{equation*}
\frac{\left|1-\xi^{2}\right|}{|\xi-\bar{z}|^{\alpha+1}} \leqslant 2^{\alpha+1}\left|1-z^{2}\right|^{-\alpha} \tag{9}
\end{equation*}
$$

In fact, if we consider the quadrilateral with vertices at the points $z, \bar{z}, \xi$ and $\bar{\xi}$, we obtain that $\left|1-z^{2}\right|=|z-\bar{z}|,\left|1-\xi^{2}\right|=|\xi-\bar{\xi}|$ are its bases, and $|\xi-\bar{z}|$ is its diagonal, therefore

$$
|\xi-\bar{z}| \geqslant\left|1-z^{2}\right| / 2, \quad|\xi-\bar{z}| \geqslant\left|1-\xi^{2}\right| / 2
$$

from which (9) follows.
We can suppose that $z \in T_{+}$. Using lemma 6.6 and (9) we obtain

$$
\begin{align*}
\int_{T_{+}} Q_{\alpha+1}(\xi, z) Q_{\alpha+1}(\xi, \bar{z})\left|1-\xi^{2}\right||\mathrm{d} \xi| & \leqslant 2^{2 \alpha+2}\left|1-z^{2}\right|^{-\alpha} \int_{T_{+}} Q_{\alpha+1}(\xi, z)|\mathrm{d} \xi| \\
& \leqslant c(\alpha)|1-z|^{-\alpha} \lambda^{\alpha}\left(z, \frac{1}{\alpha+2}\right) \tag{10}
\end{align*}
$$

since $Q_{\alpha+1}(\xi, \bar{z}) \leqslant 2^{\alpha+1}|\xi-\bar{z}|^{-\alpha-1}$ for $z, \xi \in T$.
Analogously

$$
\begin{equation*}
\int_{T_{-}} Q_{\alpha+1}(\xi, z) Q_{\alpha+1}(\xi, \bar{z})\left|1-\xi^{2}\right||\mathrm{d} \xi| \leqslant c(\alpha)\left|1-z^{2}\right|^{-\alpha} \lambda^{\alpha}\left(\bar{z}, \frac{1}{\alpha+1}\right) \tag{11}
\end{equation*}
$$

From (10) and (11) the lemma follows.
Let $G$ be the exterior of the interval $[-1,1](G=\mathbb{C} \backslash[-1,1])$ and let $\Gamma$ be the boundary of $G . \Gamma$ consists of two intervals $[-1,1]$, one upper, the other lower. Let

$$
\varphi(\eta)=\eta+\sqrt{ }\left(\eta^{2}-1\right)
$$

be the function which maps $G$ into $D_{-}$conformally. If $r \in R_{n}$ is a rational function with poles $\eta_{k}, k=1, \ldots, n, \eta_{k} \in G, k=1, \ldots, n$, we set $a_{k}=1 / \overline{\varphi\left(\eta_{k}\right)}$. We shall consider again the Blaschke product

$$
B(\varphi(\eta))=\prod_{k=0}^{n} \frac{\varphi(\eta)-a_{k}}{1-\bar{a}_{k} \varphi(\eta)}, \quad \eta \in \Gamma .
$$

Let us set

$$
K_{\alpha}(\eta, x)=\frac{|B(\varphi(\eta))-B(\varphi(x))|^{\alpha+1}|B(\varphi(\eta))-B(\overline{\varphi(x)})|^{\alpha+1}}{|\eta-x|^{\alpha+1}}, \quad \eta, x \in \Gamma, \alpha>0
$$

Lemma 6.8. We have

$$
\begin{equation*}
\int_{\Gamma}\left(\int_{\Gamma} K_{\alpha}(\eta, x)|\mathrm{d} \eta|\right)^{1 / \alpha}|\mathrm{d} x| \leqslant c(\alpha) n . \tag{12}
\end{equation*}
$$

Proof. If we make in the integral in (12) the transform

$$
\begin{aligned}
& x=\frac{1}{2}\left(z+\frac{1}{z}\right), \\
& \eta=\frac{1}{2}\left(\xi+\frac{1}{\xi}\right),
\end{aligned}
$$

where $z, \xi \in T$, we obtain that we must estimate the integral

$$
A=\int_{T}\left(\int_{T} Q_{\alpha+1}(\xi, z) Q_{\alpha+1}(\xi, \bar{z})\left|1-\xi^{2} \| \mathrm{d} \xi\right|\right)^{1 / \alpha}\left|1-z^{2}\right||\mathrm{d} z| .
$$

Using lemma 6.7 we obtain that

$$
A \leqslant c_{1}(\alpha)\left(\int_{T} \lambda\left(z, \frac{1}{\alpha+2}\right)|\mathrm{d} z|+\int_{T} \lambda\left(\bar{z}, \frac{1}{\alpha+2}\right)|\mathrm{d} z|\right)
$$

But it is easy to see that

$$
\int_{T}\left(\frac{1-\left|a_{k}\right|}{\left|z-a_{k}\right|}\right)^{\beta} \frac{|\mathrm{d} z|}{\left|z-a_{k}\right|}=\left(1-\left|a_{k}\right|\right)^{\beta} \int_{T} \frac{|\mathrm{~d} z|}{\left|z-a_{k}\right|^{1+\beta}} \leqslant c(\beta)
$$

where the constant $c(\beta)$ depends only on $\beta$. Therefore

$$
\int_{T} \lambda\left(z, \frac{1}{\alpha+2}\right)|\mathrm{d} z|=\int_{T} \lambda\left(\bar{z}, \frac{1}{\alpha+2}\right)|\mathrm{d} z| \leqslant c^{\prime}(\alpha) n
$$

and we obtain the statement of the lemma.
Lemma 6.9. Let $\alpha>0,1<p \leqslant \infty, \sigma=(\alpha+1 / p)^{-1}, f \in L_{p}$. If

$$
g(x)=\int_{\Gamma} f(\eta) K_{\alpha}(\eta, x)|\mathrm{d} \eta|
$$

then

$$
\|g\|_{\sigma, \Gamma} \leqslant c(\alpha, p) n^{\alpha}\|f\|_{p, \Gamma} .
$$

Proof. If $p=\infty$, using lemma 6.8 we obtain

$$
\begin{equation*}
\|g\|_{1 / \alpha, \Gamma} \leqslant\left(\int_{\Gamma}\left(\int_{\Gamma}|f(\eta)| K_{\alpha}(\eta, x)|\mathrm{d} \eta|\right)^{1 / \alpha}|\mathrm{d} x|\right)^{\alpha} \leqslant c(\alpha) \eta^{\alpha}\|f\|_{\infty, \Gamma} \tag{13}
\end{equation*}
$$

Let $p \in(1, \infty)$ and $\alpha=1-p^{-1}$. Then $\sigma=1$ and using again lemma 6.8, Hölder's inequality and (13) we obtain

$$
\begin{aligned}
\|g\|_{1, \Gamma} & \leqslant \int_{\Gamma}\left\|K_{\alpha}(\eta, \cdot)\right\|_{1, \Gamma}|f(\eta)| \mathrm{d} \eta \\
& \leqslant\left(\int_{\Gamma}\left\|K_{\alpha}(\eta, \cdot)\right\|_{1}^{1 / \alpha}|\mathrm{d} \eta|\right)^{\alpha}\left(\int_{\Gamma}|f(\eta)|^{p}|\mathrm{~d} \eta|\right)^{1 / p} \leqslant c(\alpha) n^{\alpha}\|f\|_{p, \Gamma}
\end{aligned}
$$

since $1 / p+\alpha=1,1 / \alpha>1$.
Now let $\alpha$ be arbitrary. Choose positive numbers $\gamma, \tau, l, s$ satisfying the conditions $l \in(1, p), l^{-1}+s^{-1}=1, \gamma+\tau=\alpha, l \tau=1-l / p$. Then, using Hölder's inequality we obtain for every $x \in \Gamma$

$$
\begin{equation*}
|g(x)| \leqslant\left\|K_{s y}(\cdot, x)\right\|_{1, \Gamma}^{1 / s}\left\|K_{l \tau}(\cdot, x)|f(\cdot)|^{l}\right\|_{1, \Gamma}^{1 / l}=\varphi(x) \psi(x) \tag{14}
\end{equation*}
$$

From lemma 6.8 and (13) we obtain

$$
\begin{equation*}
\|\varphi\|_{1 / \gamma, \Gamma} \leqslant c(s, \gamma) n^{\gamma} \tag{15}
\end{equation*}
$$

Using the fact that the lemma has already been proved for $\alpha=1-p^{-1}$ $\left(l \tau=1-(p / l)^{-1}\right)$, we obtain

$$
\begin{equation*}
\|\psi\|_{l, \Gamma} \leqslant c(l, p) n^{1 / l-1 / p}\|f\|_{p, \Gamma} \tag{16}
\end{equation*}
$$

Therefore we obtain the statement of the lemma in the case $p \in(1, \infty), \alpha>0$, from the inequalities (14)-(16) and Hölder's inequality.

Proof of theorem 6.5. We shall use the notations of the previous lemmas. Let $r \in R_{n}$ have no poles in the interval $[-1,1]$. Let $\rho>0$ be such that all poles of $r$ are in the exterior of the ellipse $\Gamma_{\rho}=\{\eta:|\varphi(\eta)|=\rho\}$, where
$\varphi(\eta)=\eta+\sqrt{ }\left(\eta^{2}-1\right)$. From Cauchy's formula we obtain

$$
\begin{equation*}
r^{(s)}(x)=\frac{s!}{2 \pi \mathrm{i}} \int_{\Gamma_{\rho}} \frac{r(\eta) \mathrm{d} \eta}{(\eta-x)^{s+1}}, \quad x \in \Gamma \tag{17}
\end{equation*}
$$

Let $\eta_{1}, \ldots, \eta_{n}$ be the poles of $r$ (every pole written so many times as its multiplicity). Then the function $g(\eta)=r(\eta) / B(\varphi(\eta))$ is analytic in $G$ and $\infty$ is a zero for $g$ at least of order $2\left(a_{0}=0\right)$. Therefore

$$
\begin{equation*}
\frac{s!}{2 \pi \mathrm{i}} \int_{\Gamma_{\rho}} \frac{r(\eta)}{(\eta-x)^{s+1}}\left(1-\left(1-\frac{B(\varphi(x))}{B(\varphi(\eta))}\right)^{s+1}\left(1-\frac{B(\overline{\varphi(x))}}{B(\varphi(\eta))}\right)^{s+1}\right) \mathrm{d} \eta=0 \tag{18}
\end{equation*}
$$

Letting $\rho$ tend to +0 , from (17) and (18) we obtain

$$
\left|r^{(s)}(x)\right| \leqslant \frac{s!}{2 \pi} \int_{\Gamma}|r(\eta)| K_{s}(\eta, x)|\mathrm{d} \eta|, \quad x \in \Gamma .
$$

From here and lemma 6.9 the theorem follows.
Now we shall use the Bernstein type inequality from theorem 6.5 to obtain some inverse results for rational approximation and to obtain a connection between best rational approximation and best spline approximation with free knots in $L_{p}$.

Let $I$ be a finite interval and $f \in L_{p}(I)$. Let $E_{s-1}(f)_{p, I}$ be the best approximation in $L_{p}(I)$ of $f$ by means of algebraic polynomials of degree $s-1$.

Definition 6.3. Let $f \in L_{p}(-1,1)$ and let $s>0$ be a natural number and $1 / \sigma=s+1 / p$. Modulus of variation of $f$ of order $\sin L_{p}$ is the following function of $n$ :

$$
\kappa_{s, p}(f ; n)=\sup \left\{\sum_{k=1}^{n}\left(E_{s-1}(f)_{p, I_{k}}\right)^{\sigma}\right\}^{1 / \sigma},
$$

where the sup is taken over all subdivisions of the interval $[-1,1]$ into $n$ intervals $I_{k}=\left[x_{k-1}, x_{k}\right], k=1, \ldots, n,-1=x_{0}<x_{1}<\cdots<x_{n}=1$.

Lemma 6.10. We have

$$
\kappa_{s, p}(f ; n) \leqslant n^{s}\|f\|_{p}
$$

Proof. Since $E_{s-1}(f)_{p, I} \leqslant\|f\|_{p, I}$, the lemma follows from Hölder's inequality:

$$
\begin{aligned}
\left\{\sum_{k=1}^{n}\left(E_{s-1}(f)_{p, I_{k}}\right)^{\sigma}\right\}^{1 / \sigma} & \leqslant\left\{\sum_{k=1}^{n}\|f\|_{p, I_{k}}^{\sigma}\right\}^{1 / \sigma} \\
& \leqslant\left\{\left(\sum_{k=1}^{n} 1\right)^{1-\sigma / p}\left(\sum_{k=1}^{n}\|f\|_{p, I_{k}}^{p}\right)^{\sigma / p}\right\}^{1 / \sigma}=n^{s}\|f\|_{p} .
\end{aligned}
$$

The following lemma connects $\kappa_{s, p}(f ; n)$ with the rational functions.
Lemma 6.11. Let $r \in R_{m}$ be such that all poles of $r$ are outside of the interval
$[-1,1]$. Then for $1<p \leqslant \infty, 1 / \sigma=s+1 / p$, we have

$$
\kappa_{s, p}(r ; n) \leqslant c(s, p) m^{s}\|r\|_{p}
$$

where the constant $c(s, p)$ depends only on $s$ and $p$.
Proof. Let $\left\{I_{k}\right\}_{1}^{n}, I_{k}=\left[x_{k-1}, x_{k}\right],-1=x_{0}<\cdots<x_{n}=1$, be an arbitrary partition of the interval $[-1,1]$ into $n$ subintervals. We shall separate the intervals $I_{k}, k=1, \ldots, n$, into two classes: $M_{1}$ and $M_{2}$. If $r^{(s)}(x)$ is a monotone function in the interval $I_{k}$, we set $I_{k} \in M_{1}$, otherwise we set $I_{k} \in M_{2}$. Obviously $M_{2}$ contains no more than $m(s+1)$ intervals. Therefore, using Hölder's inequality for $p^{\prime}=p / \sigma, q^{\prime}=\left(1-1 / p^{\prime}\right)^{-1}$, we obtain

$$
\begin{align*}
\left\{\sum_{I_{k} \in \mathcal{M}_{2}}\left(E_{s-1}(r)_{p, I_{k}}\right)^{\sigma}\right\}^{1 / \sigma} & \leqslant\left\{\sum_{I_{k} \in \mathcal{M}_{2}}\|r\|_{p, I_{k}}^{\sigma}\right\}^{1 / \sigma} \\
& \leqslant\left\{\left(\sum_{I_{k} \in \mathcal{M}_{2}} 1\right)^{1-\sigma / p}\left(\sum_{I_{k} \in M_{2}}\|r\|_{p, I_{k}}^{p}\right)^{\sigma / p}\right\}^{1 / \sigma} \leqslant c(s) m^{s}\|r\|_{p} \tag{19}
\end{align*}
$$

If $I_{k} \in M_{1}$, then in view of the fact that $r^{(s)}$ is monotone in $I_{k}$, we can apply theorem 6.7 from the end of this chapter and we obtain that there exists algebraic polynomials $q_{k}$ of degree $\leqslant s-1$ such that

$$
\left\|r-q_{k}\right\|_{L_{p}\left(I_{k}\right)} \leqslant c(s)\left\|r^{(s)}\right\|_{\sigma, I_{k}}
$$

or

$$
\begin{equation*}
E_{s-1}(r)_{p, I_{k}} \leqslant c(s)\left\|r^{(s)}\right\|_{\sigma, I_{k}} . \tag{20}
\end{equation*}
$$

From (20), applying theorem 6.5, we obtain

$$
\begin{align*}
\left\{\sum_{I_{k} \in M_{1}}\left(E_{s-1}(r)_{p, I_{k}}\right)^{\sigma}\right\}^{1 / \sigma} & \leqslant c(s)\left\{\sum_{I_{k} \in \mathcal{M}_{1}}\left\|r^{(s)}\right\|_{\sigma, I_{k}}^{\sigma}\right\}^{1 / \sigma} \\
& \leqslant c(s)\left\|r^{(s)}\right\|_{\sigma} \leqslant c^{\prime}(s, p) m^{s}\|r\|_{p} \tag{21}
\end{align*}
$$

The lemma follows from (19) and (21).
In what follows in this section we shall denote the best rational approximation $R_{n}(f)_{L_{p}[-1,1]}$ by $R_{n}(f)_{p}$.
Theorem 6.6. Let $f \in L_{p}[-1,1], p>1$. For all natural numbers $n>0$ and $s>0$ we have

$$
\begin{equation*}
\kappa_{s, p}(f ; m) \leqslant c(s, p)\left\{\sum_{k=0}^{n}\left(2^{k s} R_{2^{k}}(f)_{p}\right)^{\sigma}\right\}^{1 / \sigma} \tag{22}
\end{equation*}
$$

where $2^{n} \leqslant m<2^{n+1}, c(s, p)$ depends only on $s$ and $p$ and $1 / \sigma=s+1 / p$.
Proof. We shall apply Bernstein's method from Chapter 3. Let $r_{k}$ be the
rational function of order $k$ of best $L_{p}[-1,1]$ approximation to $f$, i.e. $\left\|f-r_{k}\right\|_{p}=R_{k}(f)_{p}, k=0,1, \ldots$. If we set $q_{k}=r_{2^{k}}-r_{2^{k-1}}, r_{2^{-1}}=r_{0}$, we have

$$
f-r_{0}=f-r_{2^{n}}+\sum_{k=0}^{n} q_{k}
$$

Since $s \geqslant 1$, we have $\sigma \leqslant 1$ and therefore

$$
\begin{align*}
\kappa_{s, p}^{\sigma}(f ; m) & =\kappa_{s, p}^{\sigma}\left(f-r_{0} ; m\right) \leqslant \kappa_{s, p}^{\sigma}\left(f-r_{2^{n}} ; m\right)+\sum_{k=0}^{n} \kappa_{s, p}^{\sigma}\left(q_{k} ; m\right) \\
\left(\left(\sum a_{k}\right)^{\sigma}\right. & \left.\leqslant \sum\left|a_{k}\right|^{\sigma} \quad \text { for } \sigma \leqslant 1\right) \tag{23}
\end{align*}
$$

From lemma 6.10 we obtain

$$
\begin{equation*}
\kappa_{s, p}^{\sigma}\left(f-r_{2^{n} ;} ; m\right) \leqslant\left(m^{s}\left\|f-r_{2^{n}}\right\|_{p}\right)^{\sigma}=m^{s \sigma} R_{2^{n}}^{\sigma}(f)_{p} \tag{24}
\end{equation*}
$$

Since $q_{k} \in R_{2^{k+1}}$ and $\left\|q_{k}\right\|_{p} \leqslant 2\left\|f-r_{2^{k-1}}\right\|_{p}=2 R_{2^{k-1}}(f)_{p}$, using lemma 6.11 we obtain

$$
\begin{equation*}
\kappa_{s, p}^{\sigma}\left(q_{k} ; m\right) \leqslant\left(c(s, p)-2^{(k+1) s} \cdot 2 R_{2^{k-1}}(f)_{p}\right)^{\sigma} . \tag{25}
\end{equation*}
$$

The inequalities (23)-(25) give us (22).
Using the standard technique (see Chapter 3), we obtain from theorem 6.6 the following.

Corollary 6.3. Let $f \in L_{p}[-1,1], 1<p \leqslant \infty, s>0$ and $n>0$ be natural numbers and $1 / \sigma=s+1 / p$. Then

$$
\kappa_{s, p}(f ; n) \leqslant c(s, p)\left\{\sum_{k=0}^{n} \frac{1}{k+1}\left((k+1)^{s} R_{k}(f)_{p}\right)^{\sigma}\right\}^{1 / \sigma}
$$

Theorem 6.7. Let $f \in L_{p}(a, b)$ and let $f^{(k)}$ be a monotone function in the interval ( $a, b$ ) and let $f^{(k)} \in L_{\sigma}(a, b)$ for $\sigma=(k+1 / p)^{-1}$. Then there exists an algebraic polynomial $q_{k-1}$ of degree $k-1$ such that

$$
\begin{equation*}
\left\|f-q_{k-1}\right\|_{p}:=\left\|f-q_{k-1}\right\|_{L_{p}(a, b)} \leqslant\left\|f^{(k)}\right\|_{L_{\sigma}(a, b)} \tag{26}
\end{equation*}
$$

Proof. Obviously we can suppose that $f^{(k)}$ is a monotone increasing function in $(a, b)$. Let $c \in(a, b)$ be such that $f^{(k)}(x) \leqslant 0$ for $x<c, f^{(k)}(x) \geqslant 0$ for $x \geqslant c$ (if such a $c$ does not exist, we set $c=a$ ). By Taylor's formula there exists an algebraic polynomial $q_{k-1}$ of degree $k-1$ such that

$$
\begin{array}{ll}
f(x)=q_{k-1}(x)+\frac{1}{(k-1)!} \int_{c}^{x} f^{(k)}(t)(t-c)^{k-1} \mathrm{~d} t, & x \in(c, b), \\
f(x)=q_{k-1}(x)+\frac{1}{(k-1)!} \int_{x}^{c} f^{(k)}(t)(t-c)^{k-1} \mathrm{~d} t, & x \in(a, c)
\end{array}
$$

and therefore

$$
\begin{align*}
\left\|f-q_{k-1}\right\|_{p}^{p}= & \frac{1}{((k-1)!)^{p}}\left\{\int_{c}^{b}\left|\int_{c}^{x} f^{(k)}(t)(t-c)^{k-1} \mathrm{~d} t\right|^{p} \mathrm{~d} x\right. \\
& \left.+\int_{a}^{c}\left|\int_{x}^{c} f^{(k)}(t)(t-c)^{k-1} \mathrm{~d} t\right|^{p} \mathrm{~d} x\right\}=\frac{1}{((k-1)!)^{p}}\left(I_{1}+I_{2}\right) . \tag{27}
\end{align*}
$$

We shall prove that

$$
\begin{equation*}
I_{1} \leqslant((k-1)!)^{p}\left\|f^{(k)}\right\|_{L_{\sigma}(c, b)}^{p}, \quad I_{2} \leqslant((k-1)!)^{p}\left\|f^{(k)}\right\|_{L_{q}(a, c)}^{p} \tag{28}
\end{equation*}
$$

Obviously from (27) and (28) the theorem follows. ${ }^{\dagger}$
It is sufficient to estimate $I_{1}$, since $I_{2}$ can be estimated in a similar way.
We shall prove the inequality (28) for $I_{1}$ by induction with respect to $k$. Let first $k=1$. Then we have $\sigma_{1}=(1+1 / p)^{-1}$. For $0<p<\infty$, since $f^{\prime}$ is monotone nondecreasing and nonnegative in $(c, b)$, we get:

$$
\begin{aligned}
I_{1} & =\int_{c}^{b}\left|\int_{c}^{x} f^{\prime}(t) \mathrm{d} t\right|^{p} \mathrm{~d} x=\int_{c}^{b}\left(\int_{c}^{x}\left(f^{\prime}(t)\right)^{p /(p+1)}\left(f^{\prime}(t)\right)^{1 /(p+1)} \mathrm{d} t\right)^{p} \mathrm{~d} x \\
& \leqslant \int_{c}^{b}\left(\int_{c}^{b}\left(f^{\prime}(t)\right)^{p /(p+1)} \mathrm{d} t\right)^{p}\left(f^{\prime}(x)\right)^{p /(p+1)} \mathrm{d} x \\
& =\left(\int_{c}^{b}\left(f^{\prime}(x)\right)^{p /(p+1)} \mathrm{d} x\right)^{p+1}=\left\|f^{\prime}\right\|_{L_{\sigma},(c, b)}^{p}
\end{aligned}
$$

The case $p=\infty$ is trivial. Thus we have

$$
\begin{equation*}
\left\|\left(\int_{c}^{x} f^{\prime}(t) \mathrm{d} t\right)^{p}\right\|_{L_{p}(c, b)} \leqslant\left\|f^{\prime}\right\|_{{\sigma_{\sigma}}_{1}(c, b)}, \quad 0<p \leqslant \infty, \quad \sigma_{1}=(1+1 / p)^{-1} \tag{29}
\end{equation*}
$$

Let us set

$$
\begin{aligned}
\varphi^{(0)}(x) & =\int_{c}^{x} f^{(k)}(t)(t-c)^{k-1} \mathrm{~d} t \\
\varphi^{(v)}(x) & =\int_{c}^{x} \varphi^{(v+1)}(t) \mathrm{d} t, \quad v=0,1, \ldots, k-1, \\
x & \in(c, b)
\end{aligned}
$$

We have $\varphi^{(k)}(x)=(k-1)!f^{(k)}(x)$ a.e. on $(c, b)$. Since evidently $\varphi^{(v)}$ is nonnegative and nondecreasing in ( $c, b$ ), we can apply (29) for each derivative $\varphi^{(v)}, v=0, \ldots, k-1$. We obtain consequently, using (29),

$$
\begin{aligned}
I_{1}^{1 / p} & =\left\|\varphi^{(0)}\right\|_{L_{p}(c, b)} \leqslant\left\|\varphi^{(1)}\right\|_{L_{\sigma_{1}}(c, b)} \leqslant\left\|\varphi^{(2)}\right\|_{L_{\sigma 2}(c, b)} \\
& \leqslant \cdots \leqslant\left\|\varphi^{(k)}\right\|_{L_{\sigma_{k}}(c, b)}=(k-1)!\left\|f^{(k)}\right\|_{L_{\sigma_{k}}(c, b)}
\end{aligned}
$$

$$
\dagger\left(|a|^{p / \sigma}+|b|^{p / \sigma}\right)^{1 / p} \leqslant(|a|+|b|)^{1 / \sigma}, \quad p / \sigma \geqslant 1 .
$$

where

$$
\begin{aligned}
& \sigma_{1}=(1+1 / p)^{-1} \\
& \sigma_{2}=\left(1+1 / \sigma_{1}\right)^{-1}, \ldots, \sigma_{k}=\left(1+1 / \sigma_{k-1}\right)^{-1}=(k+1 / p)^{-1}=\sigma .
\end{aligned}
$$

Thus the estimate (28) is proved and the theorem follows.

### 6.4 Notes

We shall give first some interesting results of Dolženko and Sevastijanov concerning the connection between rational approximations and the convergence of Fourier series.

Let $f$ be an integrable $2 \pi$-periodic function and let us consider the Fourier series for $f$,

$$
S(f ; x) \sim \frac{a_{0}}{2}+\sum_{k=1}^{\infty}\left(a_{k} \cos k x+b_{k} \sin k x\right)
$$

where the Fourier coefficients are given by

$$
\begin{equation*}
a_{k}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(t) \cos k t \mathrm{~d} t, \quad b_{k}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(t) \sin k t \mathrm{~d} t \tag{1}
\end{equation*}
$$

Let $S_{n}(f ; x)$ be the $n$th partial sum of the Fourier series for $f$ :

$$
S_{n}(f ; x)=\frac{a_{0}}{2}+\sum_{k=1}^{n}\left(a_{k} \cos k x+b_{k} \sin k x\right)
$$

We shall need also two more definitions.
Let $\phi$ be an increasing function, continuous and concave on $[0, \infty), \phi(0)=0$. We said that the function $f$ has a bounded $\phi$-variation if

$$
V_{\phi}(f)=\sup \sum_{k=1}^{n} \phi\left(\left|f\left(x_{k}\right)-f\left(x_{k-1}\right)\right|\right)<\infty
$$

where the sup is taken over all partitions $0=x_{0}<\cdots<x_{n}=2 \pi$ of the interval [ $0,2 \pi]$ into $n$ parts.

Let $f$ be a bounded function on $[0,2 \pi]$. Let $M_{n}$ be the set of all bounded functions on $[0,2 \pi]$ which are $n$ times piecewise monotone on $[0,2 \pi]$, i.e. $\varphi \in M_{n}$ if there exist $n+1$ points $y_{i}, i=0, \ldots, n, 0=y_{0}<\cdots<y_{n}=2 \pi$ such that in every interval $\left[y_{i-1}, y_{i}\right], i=1, \ldots, n, \varphi$ is a monotone function.

Following Dolženko and Sevastijanov (1976a), we consider the best uniform approximation to $f$ by means of elements of $M_{n}$ :

$$
M_{n}(f)_{C[0,2 \pi]}=\inf \left\{\|f-\varphi\|_{C[0,2 \pi]}: \varphi \in M_{n}\right\}
$$

The following theorem was proved by E.A. Sevastijanov (1974a):

$$
V_{0}^{2 \pi} f=2 \sum_{n=0}^{\infty} M_{n}(f)_{C[0,2 \pi]} .
$$

E.P. Dolženko (1966b) gives the following result: if

$$
\sum_{n=0}^{\infty} R_{n}(f)_{C[0,2 \pi]}\left(n \phi^{-1}(1 / n)\right)^{-1}<\infty
$$

then the function $f$ has a bounded $\phi$-variation, i.e. $V_{\phi}(f)<\infty$.
This result was improved by Sevastijanov (1974a, 1975) in the following way.
Let $V_{\phi}$ denote the class of all functions for which $V_{\phi}(f)<\infty$. The necessary and sufficient condition for every function f for which $R_{n}(f)_{C[0,2 \pi]} \leqslant a_{n}$ to belong to $V_{\phi}$ is

$$
\sum_{n=0}^{\infty} \phi\left(2 a_{n}\right)<\infty, \quad a_{0} \geqslant a_{1} \geqslant \cdots \geqslant a_{n} \geqslant \cdots .
$$

The first result for connection between rational uniform approximation of a function and the convergence for its Fourier series is due to Dolženko (1966b).

If

$$
\sum_{n=1}^{\infty} \frac{1}{n} R_{n}^{2}(f)_{C[0,2 \pi]}<\infty
$$

then $S_{n}(f)$ converges to $f$ almost everywhere on $[0,2 \pi]$.
If

$$
\sum_{n=1}^{\infty} \frac{1}{n} \sqrt{ } R_{n}(f)_{C[0,2 \pi]}<\infty
$$

then $S_{n}(f)$ converges to $f$ uniformly on $[0,2 \pi]$.
E.A. Sevastijanov (1974a, 1975) improved the last result in the following way. If

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n} M_{n}(f)_{C[0,2 \pi]}<\infty \tag{2}
\end{equation*}
$$

then $S_{n}(f)$ converges uniformly to $f$ on $[0,2 \pi]$.
Consequently if

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n} R_{n}(f)_{C[0,2 \pi]}<\infty \tag{3}
\end{equation*}
$$

then $S_{n}(f)$ converges uniformly to $f$ on $[0,2 \pi]$.
It is not possible to improve this result in the following sense.
Let $\left\{\alpha_{n}\right\}_{1}^{\infty}$ be a nonincreasing sequence of positive numbers such that

$$
\sum_{n=1}^{\infty} \frac{1}{n} \alpha_{n}=\infty
$$

Then there exists a continuous $2 \pi$-periodic function ffor which $R_{n}(f)_{C[0,2 \pi]} \leqslant \alpha_{n}$ for all $n \geqslant 1$ and the Fourier series for $f$ diverges at $x=0$.

A very interesting result concerning absolute convergence of Fourier series
was obtained by Sevastijanov (1978). Let $R_{n}^{\mathrm{T}}$ denote the set of all rational trigonometrical functions of order $n$, i.e. $t \in R_{n}^{\top}$ if

$$
t=t_{1} / t_{2}, \quad t_{i} \in T_{n}, \quad i=1,2 .
$$

Let $R_{n}^{\mathrm{T}}(f)_{\text {co } 0,2 \pi]}$ be the best uniform approximation of the $2 \pi$-periodic function $f$ by means of trigonometric rational functions of order $n$ :

$$
R_{n}^{\mathrm{T}}(f)_{\mathcal{C l 0}, 2 \pi]}=\inf \left\{\|f-t\|_{[[0,2 \pi]}: t \in R_{n}^{\mathrm{T}}\right\} .
$$

Sevastijanov obtained the following estimate:

$$
\sum_{n=1}^{\infty}\left(\left|a_{n}\right|+\left|b_{n}\right|\right)<36 \sum_{n=0}^{\infty} R_{n}^{\mathrm{T}}(f)_{C[0,2 \pi]},
$$

where $a_{n}, b_{n}$ are the Fourier coefficients of the function $f$, given by (1).
This fact that the condition $\sum_{n=0}^{\infty} R_{n}^{\mathrm{T}}(f)_{C}<\infty$ is a sufficient condition for absolute convergence of the Fourier series for $f$ seems to be really connected with the rational approximation, as opposed to condition (3) for uniform convergence of the Fourier series, which is connected with piecewise monotone approximation (see (2)). The proof uses Russak's results from section 6.3 .

Sevastijanov also gives the following inequalities for Fourier coefficients of rational trigonometric functions.

Let us set

$$
\hat{t}(n)=\frac{1}{2 \pi} \int_{0}^{2 \pi} t(u) \mathrm{e}^{-\mathrm{i} n u} \mathrm{~d} u, \quad n=0, \pm 1, \ldots
$$

If $t \in R_{n}^{\mathrm{T}}$, then

$$
\sum_{k=1}^{\infty}|\hat{t}(k)| \leqslant \frac{\pi n}{2}\|t\|_{[00,2 \pi]} .
$$

If $r$ is a rational complex function of nth degree without poles on $\Gamma=$ $\{z:|z|=1\}$, then

$$
\sum_{k=-\infty}^{\infty}\left|c_{k}(r)\right| \leqslant\{2 \pi n+1\}\|\boldsymbol{r}\|_{\mathcal{C}()},
$$

where $c_{k}(r)=\hat{t}(k), t(u)=r\left(\mathrm{e}^{\mathrm{i} i}\right)$.
The following results are given by Sevastijanov (1973).
(a) Let $0<p \leqslant \infty, \alpha$ a positive integer, $0<q<1 /(\alpha+1 / p)$. Then there exists a constant $c(p, q, \alpha)$ such that if $r \in R_{n}$ then

$$
\begin{equation*}
\left\|r^{(\alpha)}\right\|_{q} \leqslant c(p, q, \alpha) n^{\alpha}\|r\|_{p} . \tag{4}
\end{equation*}
$$

(b) Let $r \in R_{n}$. For every $\delta>0$ there exists a set $E(\delta)$, mes $E(\delta)<\delta$, such that
for every $x \in[0,1] \backslash E(\delta), x+h \in[0,1]$, we have

$$
\left(\frac{1}{h} \int_{x}^{x+h}\left|r(t)-\sum_{i=0}^{[\lambda]} \frac{(t-x)^{i}}{i!} r^{(i)}(x)\right|^{p} \mathrm{~d} t\right)^{1 / p} \leqslant c(\lambda, p) n^{\lambda} \delta^{-\lambda-1 / p}|h|^{\hat{\lambda}}\|r\|_{p} .
$$

(c) Let $R_{n}(f)_{L_{p}[0.1]}=\mathrm{O}\left(n^{-i-\varepsilon}\right)$. Then there exists a set $G$ such that mes $G=0$ and for every $x \in[0,1] \backslash G$ the function $f$ has a local p-differential of order $\lambda$. (We say that the function $f$ has at the point $x_{0}$ a local $p$-differential of order $\lambda$ if there exists a polynomial $p \in P_{[\lambda]}$ such that

$$
\|f-p\|_{L_{p}\left(x_{0}-h . x_{0}+h\right)}=\mathrm{o}\left(h^{i}\right), \quad h>0 .
$$

See also Sevastijanov (1974a, 1980), Dolženko (1978)).
These results are generalized for the many-dimensional case by E.P. Dolženko and V.I. Danchenko (1977).

The situation is better if we consider complex rational approximation on the unit disk. A.A. Pekarskii (1984) obtained Bernstein type inequalities for the derivatives of rational functions on the unit disk, by means of which it is possible to get an exact converse theorem for rational approximation on the unit disk. We shall give here some of the results of Pekarskii (compare with section 6.3).

Let $\mathbb{C}$ be the complex plane, $D_{+}=\{z:|z|<1\}, D_{-}=\{z:|z|>1\}, \Gamma=$ $\{z:|z|=1\}$.

We shall use the notation $\|f\|_{p}$ for

$$
\|f\|_{p}=\left(\int_{\Gamma}|f(z)|^{p}|\mathrm{~d} z|\right)^{1 / p}, \quad 0<p<\infty, \quad\|f\|_{\infty}=\underset{z \in \Gamma}{\operatorname{ess} \sup }|f(z)|, \quad p=\infty .
$$

The Hardy space $H_{p}, 0<p \leqslant \infty$, is the set of all functions $f$, analytic in $D_{+}$for which

$$
\|f\|_{H_{p}}=\lim _{\rho \rightarrow 1-0}\|f(\cdot \rho)\|_{p}=\lim _{\rho \rightarrow 1-0}\left\{\int_{\Gamma}\left|f\left(\rho \mathrm{e}^{\mathrm{i} \varphi}\right)\right|^{p} \mathrm{~d} \varphi\right\}^{1 / p}<a
$$

We shall consider fractional derivatives of $f$. The $\alpha$-derivative in the sense of Weil for the function $f$ analytic in $D_{+}$is given by

$$
\mathfrak{J}^{\alpha} f(z)=\sum_{k=0}^{\infty}(k+1)^{\alpha} \hat{f}(k) z^{k},
$$

where $f(z)=\sum_{k=0}^{\infty} \hat{f}(k) z^{k}$ for $|z|<1$.
By $H_{p}^{\alpha}$ we shall denote the Hardy-Sobolev space of all functions $f$ for which $\mathfrak{J}^{\alpha} f \in H_{p}$. We set the seminorm in $H_{p}^{\alpha}$,

$$
\|f\|_{H_{p}^{\alpha}}=\left\|\mathfrak{I}^{\mathrm{x}} f\right\|_{p} .
$$

The Besov space $B_{p q}^{\alpha}, \alpha \in(-\infty, \infty), 0<p \leqslant \infty, 0<q \leqslant \infty$, is the set of all
functions $f$ analytic in $D_{+}$for which the quasinorm

$$
\begin{aligned}
& \|f\|_{B_{p q}^{x}}=\left\{\int_{0}^{1}(1-\rho)^{q-1}\left\|\mathfrak{J}^{\alpha+1} f(\cdot \rho)\right\|_{p}^{q} \mathrm{~d} \rho\right\}^{1 / q}, \quad 0<q<\infty, \\
& \|f\|_{p_{p \infty}^{x}}=\sup _{0<\rho<1}(1-\rho)\left\|\mathfrak{I}^{\alpha+1} f(\cdot \rho)\right\|_{p}, \quad q=\infty,
\end{aligned}
$$

is finite.
We shall consider also the space BMOA (analytic functions with bounded mean oscillation): $f \in \mathrm{BMOA}$ if there exists $g \in L_{\infty}(\Gamma)$ such that

$$
\begin{equation*}
f(z)=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \frac{g(t) \mathrm{d} t}{t-z}, \quad z \in D_{+} . \tag{5}
\end{equation*}
$$

The norm in BMOA is given by

$$
\|f\|_{\mathrm{BMOA}}=\inf \|g\|_{\infty},
$$

where the inf is taken over all $g \in L_{\infty}(\Gamma)$ for which we have the representation (5).

Now we can formulate the Bernstein type inequalities of A.A. Pekarskii (1984).

Let $r$ be a (complex) rational function of nth degree with poles only in $D_{-}$. Let $\alpha>0, p \in[1, \infty], \sigma=\left(\alpha+p^{-1}\right)^{-1}$. Then the following inequalities hold:

$$
\begin{gathered}
\|r\|_{H_{\sigma}^{\alpha}} \leqslant c_{1}(\alpha, p) n^{\alpha}\|r\|_{p}, \\
\|r\|_{B_{\sigma \sigma}^{z}} \leqslant c_{2}(\alpha, p) n^{\alpha}\|r\|_{p}, \\
\|r\|_{H_{1 / 2}^{\alpha}} \leqslant c_{3}(\alpha) n^{\alpha}\|r\|_{\text {BOA }}, \\
\|r\|_{B_{1 / 2 / 2)(1 / \alpha)}^{*}} \leqslant c_{4}(\alpha) n^{\alpha}\|r\|_{\text {BMOA }} .
\end{gathered}
$$

The history of inequalities of this type is connected with the names of Gonchar (1966), Russak (1973), Sevastijanov (1973), Danchenko (1977), Peller (1980), Pekarskii (1980b) (see the paper of Pekarskii (1984)).

Using these inequalities it is possible to obtain converse theorems for the best rational approximation in Hardy spaces $H_{p}$ and in BMOA.

We shall denote by $R_{n}(f)_{H_{p}}$ the best rational approximation in $H_{p}$ of the function $f \in H_{p}$ by means of (complex) rational functions of $n$th degree, and by $R_{n}(f)_{\text {BMоА }}$ the best approximation in BMOA of $f \in$ BMOA by means of rational functions of $n$th degree. Let us set

$$
\begin{aligned}
& \|f\|_{R_{p q}^{x}}=\|f\|_{H_{p}}+\left\{\sum_{k=0}^{\infty}\left(2^{k x} R_{2^{k}}(f)_{H_{p}}\right)^{q}\right\}^{1 / q}, \\
& \|f\|_{R_{p \infty}^{*}}=\|f\|_{H_{p}}+\sup _{k=0,1,2, \ldots} 2^{k x} R_{2^{k}}(f)_{H^{p}},
\end{aligned}
$$

$$
\begin{aligned}
& \|f\|_{R_{* q}^{x}}=\|f\|_{\mathrm{BMOA}}+\left\{\sum_{k=0}^{\infty}\left(2^{k \alpha} R_{2^{k}}(f)_{\mathrm{BMOA}}\right)^{q}\right\}^{1 / q}, \\
& \|f\|_{R_{* \infty}^{x}}=\|f\|_{\mathrm{BMOA}}+\sup _{k=0,1,2, \ldots} 2^{k \alpha} R_{2^{k}}(f)_{\mathrm{BMOA}} .
\end{aligned}
$$

Let $\alpha>0,1<p \leqslant \infty, \sigma=\left(\alpha+p^{-1}\right)^{-1}$. The following inequalities hold (Pekarskii, 1984):

$$
\begin{aligned}
& \|f\|_{B_{\sigma \sigma}^{\alpha}} \leqslant c_{1}(\alpha, p)\|f\|_{R_{p o}^{\alpha}}, \\
& \|f\|_{H_{\sigma}^{\alpha}} \leqslant c_{2}(\alpha, p)\|f\|_{R_{p \min (2, \sigma)}}, \\
& \|f\|_{B_{[1 / 2)(1 / 2)}^{x}} \leqslant c_{3}(\alpha)\|f\|_{R_{* * 1 / 2)}^{s}}, \\
& \|f\|_{H_{1 / \star}^{\alpha}} \leqslant c_{4}(\alpha)\|f\|_{R_{* \min (2,1 / \alpha)}} .
\end{aligned}
$$

These inequalities are exact.
For the history of inequalities of this type see the paper of Pekarskii.
Let $\omega_{k}(f ; \delta)_{p}$ be the $k$ th modulus of smoothness of the function $f \in L_{p}(\Gamma)$ :

$$
\omega_{k}(f ; \delta)_{p}=\sup _{|l| l \delta \delta}\left\|\sum_{v=0}^{k}(-1)^{k+v}\left(\frac{k}{v}\right) f\left(\mathrm{e}^{\mathrm{i}(+v h)}\right)\right\|_{L_{\mathrm{p}}} .
$$

Pekarskii (1984) obtained the following results.
Let $\alpha>0, p \in(1, \infty], \sigma=\left(\alpha+p^{-1}\right)^{-1}$ and let $k$ be the smallest natural number such that $k>\alpha$. Then
(a) If $f \in H_{p}$ then

$$
\sum_{m=0}^{n}\left(2^{m \alpha} \omega_{k}\left(f ; 2^{-m}\right)_{\sigma}\right)^{\sigma} \leqslant c(\alpha, p) \sum_{m=0}^{n}\left(2^{m \alpha} R_{2^{m}}(f)_{H_{p}}\right)^{\sigma},
$$

(b) If $f \in$ BMOA then

$$
\sum_{m=0}^{n}\left(2^{m \alpha} \omega_{k}\left(f ; 2^{-m}\right)_{1 / \alpha}\right)^{1 / \alpha} \leqslant c(\alpha) \sum_{m=0}^{n}\left(2^{m \alpha} R_{2 m}(f)_{\mathrm{BMOA}}\right)^{1 / \alpha}
$$

(compare with theorem 6.2 and (4)).
See also Y.A. Brudnyi (1979).
The first characterization of $R_{n}(f)_{\text {вМОА }}$ was given by Peller (1980):

$$
\sum_{n=0}^{\infty}\left(R_{n}(f)_{\text {ВМОА }}\right)^{p}<\infty \text { if and only if } f \in B_{p p}^{1 / p}
$$

(see also Peller (1983), Semmes (1982), J. Peetre (1983)).
The modulus of variation $k_{s, \infty}(f ; n)$ for $s=1$ was considered by René Lagrange (1965), Z.A. Chanturia (1974), V.A. Popov (1974b).

## Spline approximation and Besov spaces

Besov spaces appear in a natural way in rational and spline approximations. In this chapter we shall use Besov spaces to obtain complete direct and converse theorems for spline approximation in the spaces $L_{p}, C$ and BMO. In this direction we shall follow the plan from section 3.5 to find pairs of adjusted inequalities of Jackson and Bernstein type and then to characterize the spline approximation by the Peetre $K$-functional generated by the corresponding spaces. An essential fact here is the appearance of Besov spaces $B_{\sigma, \sigma}^{\alpha}$ with index $\sigma<1$. This is the reason to begin in section 7.1 with some facts concerning the spaces $L_{p}(0<p<1)$. In section 7.2 we define Besov spaces and give some necessary equivalent quasi-norms. In section 7.3 are established direct and converse theorems for spline approximation in $L_{p}, C$ and BMO.

The results proved in this chapter will be applied in Chapter 8 for the rational approximation.

## 7.1 $L_{p}(\mathbf{0}<p<1)$ spaces

The spaces $L_{p}(0<p<1)$ appear in a natural way in the theory of rational and spline approximations in $L_{p}(1 \leqslant p \leqslant \infty)$ metric.

By definition $L_{p}[a, b], 0<p<1$ consists of all measurable functions $f$ defined on $[a, b]$ such that $\int_{a}^{b}|f(x)|^{p} \mathrm{~d} x<\infty$. The space $L_{p}(0<p<1)$ equipped with the distance

$$
d(f, g)=\int_{a}^{b}|f(x)-g(x)|^{p} \mathrm{~d} x
$$

is a complete metric space. The completeness of $L_{p}[a, b]$ when $0<p<1$ can be proved exactly as in the case $p \geqslant 1$.

We shall denote

$$
\|f\|_{p}=\|f\|_{L_{p}[a, b]}=\left(\int_{a}^{b}|f(x)|^{p} \mathrm{~d} x\right)^{1 / p}
$$

which is a quasi-norm in $L_{p}(0<p<1)$ :

$$
\|f+g\|_{p} \leqslant C(p)\left(\|f\|_{p}+\|g\|_{p}\right), \quad C(p)=2^{(1-p) / p}
$$

We shall frequently make use of the inequality

$$
\begin{equation*}
\left\|\sum_{i} f_{i}\right\|_{p}^{p} \leqslant \sum_{i}\left\|f_{i}\right\|_{p}^{p} \tag{1}
\end{equation*}
$$

which replaces the Minkovski inequality. The inequality (1) follows immediately from the semiadditivity of the function $x^{p}(0<p<1)$ :

$$
\begin{equation*}
\left(\sum_{i}\left|x_{i}\right|\right)^{p} \leqslant \sum_{i}\left|x_{i}\right|^{p} \tag{2}
\end{equation*}
$$

The spaces $L_{p}(0<p<1)$ have some exotic properties which make them unpleasant as function spaces. For instance, there is no nontrivial convex open set in $L_{p}$. Consequently, there is no linear continuous functional in $L_{p}$ except the zero functional. However, for the purposes of approximation theory there is no substantial difference between the spaces $L_{p}(0<p<1)$ and $L_{p}$ $(1 \leqslant p \leqslant \infty)$.

Next we give some well-known inequalities that will be useful later and will be used frequently even without any indication. Of course we shall use the Minkovski inequality in $L_{p}$ and $l_{p}(1 \leqslant p \leqslant \infty)$, the inequalities (1) and (2), and Hölder's inequality for functions and sequences. Also, we shall use the following well-known inequality:

$$
\begin{equation*}
\left(\sum_{i}\left|x_{i}\right|^{p}\right)^{1 / p} \leqslant\left(\sum_{i}\left|x_{i}\right|^{q}\right)^{1 / q}, \quad 0<q \leqslant p \leqslant \infty \tag{3}
\end{equation*}
$$

The well-known inequalities of Hardy will be of great importance for us: if $f$ is measurable and $f(x) \geqslant 0$ for $x \in(0, \infty), \alpha>0$ and $p \geqslant 1$, then

$$
\begin{align*}
& \left(\int_{0}^{\infty}\left(t^{-\alpha} \int_{0}^{t} f(u) \frac{\mathrm{d} u}{u}\right)^{p} \frac{\mathrm{~d} t}{t}\right)^{1 / p} \leqslant \frac{1}{\alpha}\left(\int_{0}^{\infty}\left(t^{-\alpha} f(t)\right)^{p} \frac{\mathrm{~d} t}{t}\right)^{1 / p}  \tag{4}\\
& \left(\int_{0}^{\infty}\left(t^{+\alpha} \int_{t}^{\infty} f(u) \frac{\mathrm{d} u}{u}\right)^{p} \frac{\mathrm{~d} t}{t}\right)^{1 / p} \leqslant \frac{1}{\alpha}\left(\int_{0}^{\infty}\left(t^{\alpha} f(t)\right)^{p} \frac{\mathrm{~d} t}{t}\right)^{1 / p} \tag{5}
\end{align*}
$$

In order to prove the inequality (4) we first substitute $u=t x$ in the left-hand-side integral, then apply the Minkovski inequality and finally
substitute $t=v / x$. We get

$$
\begin{aligned}
\left(\int_{0}^{\infty}\left(t^{-\alpha} \int_{0}^{t} f(u) \frac{\mathrm{d} u}{u}\right)^{p} \frac{\mathrm{~d} t}{t}\right)^{1 / p} & =\left(\int_{0}^{\infty}\left(\int_{0}^{1} t^{-\alpha} f(t x) \frac{\mathrm{d} x}{x}\right)^{p} \frac{\mathrm{~d} t}{t}\right)^{1 / p} \\
& \leqslant \int_{0}^{1}\left(\int_{0}^{\infty}\left(t^{-\alpha} f(t x)\right)^{p} \frac{\mathrm{~d} t}{t}\right)^{1 / p} \frac{\mathrm{~d} x}{x} \\
& =\int_{0}^{1} x^{\alpha} \frac{\mathrm{d} x}{x} \cdot\left(\int_{0}^{\infty}\left(v^{-\alpha} f(v)\right)^{p} \frac{\mathrm{~d} v}{v}\right)^{1 / p}
\end{aligned}
$$

which implies (4). The inequality (5) can be proved in the same manner.
The modulus of smoothness $\omega_{k}(f ; \delta)_{p}$ in $L_{p}[a, b](0<p<1)$ is defined exactly as in the case $1 \leqslant p \leqslant \infty$ :

$$
\omega_{k}(f ; \delta)_{p}=\sup _{0 \leqslant h \leqslant \delta}\left(\int_{a}^{b-k h}\left|\Delta_{h}^{k} f(x)\right|^{p} \mathrm{~d} x\right)^{1 / p}
$$

Now, we get some properties of moduli of smoothness $\omega_{k}(f ; \delta)_{p}$ for $f \in L_{p}[a, b], 0<p<1, k \geqslant 1$ (compare with section 3.1 ):
(i) $\lim _{\delta \rightarrow 0} \omega_{k}(f ; \delta)_{p}=0$,
(ii) $\omega_{k}(f ; \delta)_{p}$ is a nondecreasing function on $[0, \infty)$,
(iii) $\omega_{k}(\alpha f+\beta g ; \delta)_{p}^{p} \leqslant|\alpha|^{p} \omega_{k}(f ; \delta)_{p}^{p}+|\beta|^{p} \omega_{k}(g ; \delta)_{p}^{p}$,
(iv) $\omega_{k}(f ; n \delta)_{p} \leqslant C(k, p) n^{k-1+1 / p} \omega_{k}(f ; \delta)_{p} \quad$ and therefore $\omega_{k}(f ; \lambda \delta)_{p} \leqslant$ $C(k, p)(\lambda+1)^{k-1+1 / p} \omega_{k}(f ; \delta)_{p}, \hat{\lambda} \geqslant 0$,
(v) If $f \in L_{p}[a, b]$ and $\omega_{k}(f ; \delta)_{p}=\mathrm{o}\left(\delta^{k-1+1 / p}\right)$, then $f$ is a polynomial of degree $k-1$ for almost all $x \in(a, b)$.

Property (i) can be proved just as the same property is proved in the case $p \geqslant 1$; see A. Zygmund (1959) or A. Timan (1960). Properties (ii) and (iii) are trivial. In order to prove property (iv) we shall use the following equality (see (5) in section 3.1):

$$
\Delta_{n h}^{k} f(x)=\sum_{v_{1}=0}^{n-1} \sum_{v_{2}=0}^{n-1} \cdots \sum_{v_{k}=0}^{n-1} \Delta_{h}^{k} f\left(x+v_{1} h+v_{2} h+\cdots+v_{k} h\right) .
$$

Hence

$$
\begin{equation*}
\Delta_{n h}^{k} f(x)=\sum_{v=0}^{(n-1) k} A_{v}^{(k)} \Delta_{h}^{k} f(x+v h) \tag{6}
\end{equation*}
$$

where $A_{v}^{(k)}, v=0,1, \ldots,(n-1) k$ are given by the identity

$$
\left(1+t+t^{2}+\cdots+t^{n-1}\right)^{k}=\sum_{v=0}^{(n-1) k} A_{v}^{(k)} t^{v}
$$

Obviously $A_{v}^{(k)}>0$. Now, we shall prove by induction that

$$
\begin{equation*}
A_{v}^{(k)} \leqslant n^{k-1}, \quad v=0,1, \ldots,(n-1) k . \tag{7}
\end{equation*}
$$

Clearly $A_{v}^{(1)}=1, v=0,1, \ldots, n-1$. Suppose that $A_{v}^{(k)} \leqslant n^{k-1}, v=0,1, \ldots,(n-1) k$. Then by the equalities

$$
\begin{aligned}
\left(1+t+t^{2}+\cdots+t^{n-1}\right)^{k+1} & =\left(\sum_{v=0}^{(n-1) k} A_{v}^{(k)} t^{v}\right)\left(1+t+t^{2}+\cdots+t^{n-1}\right) \\
& =\sum_{v=0}^{(n-1)(k+1)} A_{v}^{(k+1)} t^{v}
\end{aligned}
$$

we conclude that

$$
A_{v}^{(k+1)} \leqslant n \max _{v} A_{v}^{(k)} \leqslant n^{k}, \quad v=0,1, \ldots,(n-1)(k+1)
$$

Estimates (7) are proved.
Now by (6) and (7) in view of inequality (2) we get

$$
\begin{aligned}
\int_{a}^{b-k n h}\left|\Delta_{n h}^{k} f(x)\right|^{p} \mathrm{~d} x & \leqslant \sum_{v=0}^{(n-1) k}\left(A_{v}^{(k)}\right)^{p} \int_{a}^{b-k h}\left|\Delta_{h}^{k} f(x)\right|^{p} \mathrm{~d} x \\
& \leqslant C(k, p) n^{(k-1) p+1} \omega_{k}(f, \delta)_{p}^{p}, \quad 0 \leqslant h \leqslant \delta,
\end{aligned}
$$

which implies property (iv).
From property (iv) there follows immediately the following estimate:

$$
\omega_{k}\left(f ; \delta_{2}\right)_{p} / \delta_{2}^{k-1+1 / p} \leqslant C(k, p) \omega_{k}\left(f ; \delta_{1}\right)_{p} / \delta_{1}^{k-1+1 / p}, \quad 0<\delta_{1}<\delta_{2} .
$$

Then, if $\omega_{k}(f ; \delta)_{p}=\mathrm{o}\left(\delta^{k-1+1 / p}\right)$, then $\omega_{k}(f ; \delta)_{p}=0, \delta>0$, and according to lemma 7.8, which will be proved later on, we conclude that $f$ coincides with a polynomial of degree $k-1$ a.e. in $(a, b)$.

Note that we have for

$$
f(x)= \begin{cases}0, & x \in(-1,0) \\ x^{k-1}, & x \in(0,1)\end{cases}
$$

the estimate $\omega_{k}(f ; \delta)_{p}=\mathbf{O}\left(\delta^{k-1+1 / p}\right)$.
We remark that there is no upper estimate of $\omega_{k}(f ; \delta)_{p}$ by $\omega_{k-1}\left(f^{\prime} ; \delta\right)_{p}$ or $\left\|f^{(k)}\right\|_{p}$ when $f^{\prime} \in L_{p}$ or $f^{(k)} \in L_{p}$, respectively, in the case $0<p<1$. Indeed, consider the function

$$
\varphi_{\varepsilon}(x)= \begin{cases}0 & x \in[-1,0] \\ \varepsilon^{-1} x, & x \in(0, \varepsilon] \\ 1, & x \in(\varepsilon, 1]\end{cases}
$$

where $\varepsilon>0$ is sufficiently small. It is readily seen that $\omega_{k}\left(\varphi_{\varepsilon} ; \delta\right)_{p}>C(\delta)>0$ and $\left\|\varphi_{\varepsilon}^{\prime}\right\|_{p}=\varepsilon^{1 / p-1} \rightarrow 0$ as $\varepsilon \rightarrow 0$. This fact is of central importance and will influence fundamentally our further discussion.

Next, we prove some more complicated properties of moduli of smoothness.
Lemma 7.1. Let $f \in L_{p}[0,1], 0<p \leqslant \infty, k \geqslant 1$ and $0 \leqslant \delta \leqslant 1 /(k+1)$. Then we
have:
(i) If $0<p<1$, then

$$
\begin{equation*}
\omega_{k}(f ; \delta)_{p}^{p} \leqslant C \delta^{k p}\left\{\int_{\delta}^{1 /(k+1)} t^{-k p} \omega_{k+1}(f ; t)_{p}^{p} \frac{\mathrm{~d} t}{t}+\|f\|_{p}^{p}\right\} \tag{8}
\end{equation*}
$$

(ii) If $1 \leqslant p \leqslant \infty$, then

$$
\begin{equation*}
\omega_{k}(f ; \delta)_{p} \leqslant C \delta^{k}\left(\int_{\delta}^{1 /(k+1)} t^{-k} \omega_{k+1}(f ; t)_{p} \frac{\mathrm{~d} t}{t}+\|f\|_{p}\right) \tag{9}
\end{equation*}
$$

In (8) and (9) C=C(k,p).
Proof. We shall prove only the estimate (8). The estimate (9) can be proved similarly.

We shall use the following identity:

$$
\begin{equation*}
\Delta_{h}^{k} f(x)=2^{-k}\left(\Delta_{2 h}^{k} f(x)-\sum_{i=0}^{k-1} \sum_{j=i+1}^{k}\binom{k}{j} \Delta_{h}^{k+1} f(x+i h)\right) \tag{10}
\end{equation*}
$$

Indeed, by induction it is readily seen that (see (5) in section 3.1 )

$$
\Delta_{n h}^{k} f(x)=\sum_{v_{1}=0}^{n-1} \sum_{v_{2}=0}^{n-1} \cdots \sum_{v_{k}=0}^{n-1} \Delta_{h}^{k} f\left(x+v_{1} h+v_{2} h+\cdots+v_{k} h\right) .
$$

Hence

$$
\begin{align*}
\Delta_{2 h}^{k} f(x) & =\sum_{v_{1}=0}^{1} \cdots \sum_{v_{k}=0}^{1} \Delta_{h}^{k} f\left(x+v_{1} h+\cdots+v_{k} h\right) \\
& =\Delta_{h}^{k} f(x)+\binom{k}{1} \Delta_{h}^{k} f(x+h)+\cdots+\binom{k}{k} \Delta_{h}^{k} f(x+k h) \tag{11}
\end{align*}
$$

Obviously

$$
\Delta_{h}^{k} f(x+j h)=\Delta_{h}^{k} f(x)+\sum_{i=0}^{j-1} \Delta_{h}^{k+1} f(x+i h)
$$

Then by (11) we get

$$
\begin{aligned}
\Delta_{2 h}^{k} f(x) & =\sum_{j=0}^{k}\binom{k}{j} \Delta_{h}^{k} f(x+j h) \\
& =2^{k} \Delta_{h}^{k} f(x)+\sum_{j=1}^{k}\binom{k}{j} \sum_{i=0}^{j-1} \Delta_{h}^{k+1} f(x+i h) \\
& =2^{k} \Delta_{h}^{k} f(x)+\sum_{i=0}^{k-1} \sum_{j=i+1}^{k}\binom{k}{j} \Delta_{h}^{k+1} f(x+i h)
\end{aligned}
$$

which implies (10).

Suppose $0<p<1$ and denote briefly

$$
\Omega_{k}(\delta)=\sup _{0<h \leqslant \delta}\left(\int_{0}^{1 / 2}\left|\Delta_{h}^{k} f(x)\right|^{p} \mathrm{~d} x\right)^{1 / p}
$$

Let $0<h \leqslant 1 / 4 k$. By (10) and semiadditivity of $x^{p}(0<p<1)$ (see inequality (2)), we get

$$
\left|\Delta_{h}^{k} f(x)\right|^{p} \leqslant 2^{-k p}\left(\left|\Delta_{2 h}^{k} f(x)\right|^{p}+\sum_{i=0}^{k-1} \sum_{j=i+1}^{k}\binom{k}{j}^{p}\left|\Delta_{h}^{k+1} f(x+i h)\right|^{p}\right)
$$

Now we integrate over $\left[0, \frac{1}{2}\right]$ and take supremum. We obtain for $0<\delta \leqslant 1 / 4 k$

$$
\begin{equation*}
\Omega_{k}(\delta)_{p}^{p} \leqslant 2^{-k p} \Omega_{k}(2 \delta)+C \omega_{k+1}(f ; \delta)_{p}^{p}, \quad C=C(p, k) . \tag{12}
\end{equation*}
$$

Let $r \geqslant 1$ and $0<\delta \leqslant 1 / 2^{r+1} k$. Then by (12) we have for $i=0,1, \ldots, r-1$

$$
2^{-k p i} \Omega_{k}\left(2^{i} \delta\right)_{p}^{p} \leqslant 2^{-k p(i+1)} \Omega_{k}\left(2^{i+1} \delta\right)_{p}^{p}+C 2^{-k p i} \omega_{k+1}\left(f, 2^{i} \delta\right)_{p}^{p}
$$

Summing these inequalities over $i=0,1, \ldots, r-1$ we get

$$
\begin{aligned}
\Omega_{k}(\delta)_{p}^{p} & \leqslant 2^{-k p r} \Omega_{k}\left(2^{r} \delta\right)_{p}^{p}+C \sum_{i=0}^{r-1} 2^{-k p i} \omega_{k+1}\left(f ; 2^{i} \delta\right)_{p}^{p} \\
& \leqslant 2^{-k p(r-1)}\|f\|_{p}^{p}+C C_{1} \delta^{k p} \sum_{i=0}^{r-1} \int_{2^{i} \delta}^{2^{i+1} \delta} t^{-k p} \omega_{k+1}(f ; t)_{p}^{p} \frac{\mathrm{~d} t}{t} .
\end{aligned}
$$

Consequently, for $0<\delta \leqslant 1 / 2^{r+1} k$,

$$
\Omega_{k}(\delta)_{p}^{p} \leqslant 2^{-k_{p}(r-1)}\|f\|_{p}^{p}+C_{1} \delta^{k p} \int_{\delta}^{2^{r} \delta} t^{-k p} \omega_{k+1}(f ; t)_{p}^{p} \frac{\mathrm{~d} t}{t} .
$$

Clearly, from this estimate it follows that for $0<\delta \leqslant 1 / 2^{r+1} k$

$$
\begin{equation*}
\omega_{k}(f ; \delta)_{p}^{p} \leqslant 2 \cdot 2^{-k p(r-1)}\|f\|_{p}^{p}+2 C_{1} \delta^{k p} \int_{\delta}^{2^{r \delta}} t^{-k p} \omega_{k+1}(f ; t)_{p}^{p} \frac{\mathrm{~d} t}{t} \tag{13}
\end{equation*}
$$

Let $0<\delta \leqslant 1 / 4 k$. Choose $r \geqslant 1$ such that $1 / 2^{r+2} k<\delta \leqslant 1 / 2^{r+1} k$. Then by (13) we obtain

$$
\omega_{k}(f ; \delta)_{p}^{p} \leqslant C \delta^{k p}\left\{\int_{\delta}^{1 / 4 k} t^{-k p} \omega_{k+1}(f ; t)_{p}^{p} \frac{\mathrm{~d} t}{t}+\|f\|_{p}^{p}\right\}
$$

which implies (8).
Corollary 7.1. Let $f \in L_{p}[0,1], 0<p \leqslant \infty, m>k \geqslant 1$ and $0<\delta \leqslant 1$. Then we have
(i) If $0<p<1$, then

$$
\begin{equation*}
\omega_{k}(f ; \delta)_{p}^{p} \leqslant C \delta^{k p}\left\{\int_{\delta}^{1} t^{-k p} \omega_{m}(f ; t)_{p}^{p} \frac{\mathrm{~d} t}{t}+\|f\|_{p}^{p}\right\} \tag{14}
\end{equation*}
$$

(ii) If $1 \leqslant p \leqslant \infty$, then

$$
\begin{equation*}
\omega_{k}(f ; \delta)_{p} \leqslant C \delta^{k}\left\{\int_{\delta}^{1} t^{-k} \omega_{k+1}(f ; t) \frac{\mathrm{d} t}{t}+\|f\|_{p}\right\} \tag{15}
\end{equation*}
$$

In (4) and (5) $C=C(k, p, m)$.
Proof. We shall only prove the inequality (14) by induction with respect to $m$. The inequality (14) holds with $m=k+1$ by lemma 7.1.

Suppose that (14) holds for some $m \geqslant k+1$. Then by lemma 7.1 with $k=m$ and the Hardy inequality (5) we get

$$
\begin{aligned}
\omega_{k}(f ; \delta)_{p}^{p} \leqslant & C \delta^{k p}\left\{\int_{\delta}^{1}\left(t^{m p-k p-1} \int_{t}^{1} u^{-m p-1} \omega_{k+1}(f ; u)_{p}^{p} \mathrm{~d} u\right) \mathrm{d} t\right. \\
& \left.+\int_{\delta}^{1} t^{m p-k p}\|f\|_{p}^{p} \mathrm{~d} t+\|f\|_{p}^{p}\right\} \\
\leqslant & C_{1} \delta^{k p}\left\{\int_{\delta}^{1} t^{-k p} \omega_{m+1}(f ; t)_{p}^{p} \frac{\mathrm{~d} t}{t}+\|f\|_{p}^{p}\right\} .
\end{aligned}
$$

Lemma 7.2. Let $f \in L_{p}[a, b], 0<p \leqslant \infty, k \geqslant 1$ and $0<\delta \leqslant(b-a) / k$. Then we have:
(i) If $0<p<1$, then

$$
\begin{align*}
\omega_{k}(f ; \delta)_{p} & \leqslant c\left(\frac{1}{\delta} \int_{0}^{\delta} \int_{a}^{b-k t}\left|\Delta_{t}^{k} f(x)\right|^{p} \mathrm{~d} x \mathrm{~d} t\right)^{1 / p} \\
& \leqslant \frac{c}{\delta} \int_{0}^{\delta}\left(\int_{a}^{b-k t}\left|\Delta_{t}^{k} f(x)\right|^{p} \mathrm{~d} x\right)^{1 / p} \mathrm{~d} t \tag{16}
\end{align*}
$$

(ii) If $1 \leqslant p<\infty$, then

$$
\begin{align*}
\omega_{k}(f ; \delta)_{p} & \leqslant \frac{c}{\delta} \int_{0}^{\delta}\left(\int_{a}^{b-k t}\left|\Delta_{t}^{k} f(x)\right|^{p} \mathrm{~d} x\right)^{1 / p} \mathrm{~d} t \\
& \leqslant c\left(\frac{1}{\delta} \int_{0}^{\delta} \int_{a}^{b-k t}\left|\Delta_{t}^{k} f(x)\right|^{p} \mathrm{~d} x \mathrm{~d} t\right)^{1 / p} \tag{17}
\end{align*}
$$

(iii) If $p=\infty$, then

$$
\begin{equation*}
\omega_{k}(f ; \delta)_{\infty} \leqslant \frac{c}{\delta} \int_{0}^{\delta} \sup _{x \in[a, b-k t]}\left|\Delta_{t}^{k} f(x)\right| \mathrm{d} t \tag{18}
\end{equation*}
$$

In the estimates (16)-(18) $c$ is a constant depending only on $p$ and $k: c=c(p, k)$.

Proof. We shall prove only the estimate (16). Estimates (17) and (18) can be established similarly. The estimate (16) follows immediately from the following estimate:

If $s \geqslant 0$ and $a+s+2 k \delta \leqslant b$, then

$$
\begin{equation*}
\sup _{0 \leqslant h \leqslant \delta} \int_{a}^{a+s}\left|\Delta_{h}^{k} f(x)\right|^{p} \mathrm{~d} x \leqslant \frac{c}{\delta} \int_{0}^{\delta} \int_{a}^{a+s+k \delta}\left|\Delta_{h}^{k} f(x)\right|^{p} \mathrm{~d} x \mathrm{~d} h, \quad 0<p<1 \tag{19}
\end{equation*}
$$

where $c=c(p, k)$.
In order to prove the estimate (19) we shall use the following identity:

$$
\begin{equation*}
\Delta_{h}^{k} f(x)=\sum_{i=1}^{k}(-1)^{i}\binom{k}{i}\left\{\Delta_{i(t-h) / k}^{k} f(x+i h)-\Delta_{h+i(t-h) / k}^{k} f(x)\right\} \tag{20}
\end{equation*}
$$

We have:

$$
\begin{aligned}
& \sum_{v=0}^{k}(-1)^{k-v}\binom{k}{v} \Delta_{h+v(t-h) / k}^{k} f(x) \\
&=\sum_{v=0}^{k}(-1)^{k-v}\binom{k}{v} \sum_{i=0}^{k}(-1)^{k-i}\binom{k}{i} f\left(x+i\left(h+\frac{v(t-h)}{k}\right)\right) \\
&=\sum_{i=0}^{k}(-1)^{k-i}\binom{k}{i} \sum_{v=0}^{k}(-1)^{k-v}\binom{k}{v} f\left(x+i h+\frac{v i(t-h)}{k}\right) \\
& \quad=\sum_{i=1}^{k}(-1)^{k-i}\binom{k}{i} \Delta_{i(t-h) / k}^{k} f(x+i h)
\end{aligned}
$$

which implies (20).
By (20) it follows that

$$
\left|\Delta_{h}^{k} f(x)\right|^{p} \leqslant c(p, k) \sum_{i=1}^{k}\left(\left|\Delta_{i(t-h) / k}^{k} f(x+i h)\right|^{p}+\left|\Delta_{h+i(t-h) / k}^{k} f(x)\right|^{p}\right) .
$$

Integrating with respect to $t \in[0, \delta]$ and dividing by $\delta$ we get

$$
\begin{aligned}
\left|\Delta_{h}^{k} f(x)\right|^{p} \leqslant & \frac{c(k, p)}{\delta} \sum_{i=1}^{k}\left\{\int_{0}^{\delta}\left|\Delta_{i(t-h) / k}^{k} f(x+i h)\right|^{p} \mathrm{~d} t\right. \\
& \left.+\int_{0}^{\delta}\left|\Delta_{h+i(t-h) / k}^{k} f(x)\right|^{p} \mathrm{~d} t\right\}, \quad x \in[a, a+s], \quad h \in[0, \delta] .
\end{aligned}
$$

Now we integrate with respect to $x \in[a, a+s]$ and we obtain for $h \in[0, \delta]$

$$
\begin{align*}
\int_{a}^{a+s}\left|\Delta_{h}^{k} f(x)\right|^{p} \mathrm{~d} x \leqslant & \frac{c(k, p)}{\delta} \sum_{i=1}^{k}\left\{\int_{0}^{\delta} \int_{a}^{a+s}\left|\Delta_{i(t-h) / k}^{k} f(x+i h)\right|^{p} \mathrm{~d} x \mathrm{~d} t\right. \\
& \left.+\int_{0}^{\delta} \int_{a}^{a+s}\left|\Delta_{h+i(t-h) / k}^{k} f(x)\right|^{p} \mathrm{~d} x \mathrm{~d} t\right\} \tag{21}
\end{align*}
$$

Next we shall estimate each term in the sum on the right side of (21).
Substituting $x+i h=u$ and $i(t-h) / k=v$ we obtain

$$
I_{i}=\int_{0}^{\delta} \int_{a}^{a+s}\left|\Delta_{i(t-h) / k}^{k} f(x+i h)\right|^{p} \mathrm{~d} x \mathrm{~d} t=\int_{-i h / k}^{i(i \delta-h) / k} \int_{a+i h}^{a+s+i h}\left|\Delta_{v}^{k} f(u)\right|^{p} \mathrm{~d} u \mathrm{~d} v .
$$

Using the fact that

$$
\Delta_{v}^{k} f(u)=(-1)^{k} \Delta_{-v}^{k}(u+k v)
$$

and the substitution $u-k v=x$ we get

$$
\begin{aligned}
\int_{-i h / k}^{0} \int_{a+i h}^{a+s+i h}\left|\Delta_{v}^{k} f(u)\right|^{p} \mathrm{~d} u \mathrm{~d} v & =\int_{0}^{i h / k} \int_{a+i h}^{a+s+i h}\left|\Delta_{v}^{k} f(u-k v)\right|^{p} \mathrm{~d} u \mathrm{~d} v \\
& =\int_{0}^{i h / k} \int_{a+i h-k v}^{a+s+i h-k v}\left|\Delta_{v}^{k} f(x)\right|^{p} \mathrm{~d} x \mathrm{~d} v \\
& \leqslant \int_{0}^{\delta} \int_{a}^{a+s+k \delta}\left|\Delta_{t}^{k} f(x)\right|^{p} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

Consequently

$$
I_{i} \leqslant 2 \int_{0}^{\delta} \int_{a}^{a+s+k \delta}\left|\Delta_{t}^{k} f(x)\right|^{p} \mathrm{~d} x \mathrm{~d} t
$$

The other integrals in (21) are estimated similarly. Thus the estimate (19) is proved.

If $0 \leqslant \delta \leqslant(b-a) / 4 k$, then by (19) we obtain

$$
\begin{aligned}
\sup _{0 \leqslant h \leqslant \delta} \int_{a}^{(a+b) / 2}\left|\Delta_{h}^{k} f(x)\right|^{p} \mathrm{~d} x & \leqslant \frac{c}{\delta} \int_{0}^{\delta} \int_{a}^{(a+b) / 2+k \delta}\left|\Delta_{t}^{k} f(x)\right|^{p} \mathrm{~d} x \mathrm{~d} t \\
& \leqslant \frac{c}{\delta} \int_{0}^{\delta} \int_{a}^{b-k t}\left|\Delta_{t}^{k} f(x)\right|^{p} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

By symmetry we have

$$
\begin{aligned}
\sup _{0 \leqslant h \leqslant \delta} \int_{(a+b) / 2-k h}^{b-k h}\left|\Delta_{h}^{k} f(x)\right|^{p} \mathrm{~d} x & =\sup _{0 \leqslant h \leqslant \delta} \int_{(a+b) / 2}^{b}\left|\Delta_{-h}^{k} f(x)\right|^{p} \mathrm{~d} x \\
& \leqslant \frac{c}{\delta} \int_{0}^{\delta} \int_{a}^{b-k t}\left|\Delta_{t}^{k} f(x)\right|^{p} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

Consequently estimate (16) holds true when $0 \leqslant \delta \leqslant(b-a) / 4 k$.
In the case $(b-a) / 4 k<\delta \leqslant(b-a) / k$ estimate (16) follows from the case $\delta=(b-a) / 4 k$.

Now we shall prove some technical inequalities for the polynomials.
Lemma 7.3. Let $k \geqslant 0,0<q \leqslant p \leqslant \infty$. Then for every polynomial $Q \in P_{k}$ and every finite interval $\Delta$ we have

$$
\left(\frac{1}{|\Delta|} \int_{\Delta}|Q(x)|^{q} \mathrm{~d} x\right)^{1 / q} \leqslant\left(\frac{1}{|\Delta|} \int_{\Delta}|Q(x)|^{p} \mathrm{~d} x\right)^{1 / p} \leqslant c\left(\frac{1}{|\Delta|} \int_{\Delta}|Q(x)|^{q} \mathrm{~d} x\right)^{1 / q}
$$

where $c=c(q, k)$ and when $q=\infty$ or $p=\infty$ the corresponding expression is replaced by $\|Q\|_{L_{\infty}(\Delta)},|\Delta|$ the length of $\Delta$.

Proof. The left hand inequality is an immediate consequence of Hölder's inequality. It is enough to prove the right hand inequality for $p=\infty$. To this end choose a point $x_{0} \in \Delta$ such that $\left|Q\left(x_{0}\right)\right|=\|Q\|_{L_{*}(\Delta)}$. Using Markov's inequality

$$
\left\|Q^{\prime}\right\|_{L_{x}(\Delta)} \leqslant \frac{2 k^{2}\|Q\|_{L_{x}(\Delta)}}{|\Delta|}
$$

(see theorem 3.12), we obtain that there exists a constant $c_{0}=c_{0}(k)>0$ such that for $x \in \Delta$ we have

$$
\left|Q(x)-Q\left(x_{0}\right)\right| \leqslant\left|x-x_{0}\right|\left\|Q^{\prime}\right\|_{L_{x}(\Delta)} \leqslant c_{0}\|Q\|_{L_{x}(\Delta)} \frac{\left|x-x_{0}\right|}{|\Delta|}
$$

Thus if we set $\Delta_{1}=\left\{x: x \in \Delta,\left|x-x_{0}\right| \leqslant|\Delta| / 2 c_{0}\right\}$, then $\left|\Delta_{1}\right| \geqslant|\Delta| / 2 c_{0}$ and for $x \in \Delta_{1}$ we have

$$
|Q(x)| \geqslant\left|Q\left(x_{0}\right)\right|-\left|Q(x)-Q\left(x_{0}\right)\right| \geqslant \frac{1}{2}\|Q\|_{L_{\infty}(\Delta)}
$$

Integrating we find

$$
\|Q\|_{L_{x}(\Delta)} \leqslant 2\left(\frac{1}{\left|\Delta_{1}\right|} \int_{\Delta_{1}}|Q(x)|^{p} \mathrm{~d} x\right)^{1 / p} \leqslant c\left(\frac{1}{|\Delta|} \int_{\Delta}|Q(x)|^{p} \mathrm{~d} x\right)^{1 / p}
$$

The next lemma estimates the coefficients of a polynomial.
Lemma 7.4. Let $k \geqslant 0, p>0$, and let $\Delta$ be an arbitrary finite interval. Then for every polynomial

$$
Q(x)=\sum_{v=0}^{k} a_{v}\left(x-x_{0}\right)^{v}, \quad x_{0} \in \Delta
$$

we have

$$
\begin{equation*}
\sum_{v=0}^{k}\left|a_{v}\right||\Delta|^{v} \leqslant c\left(\frac{1}{|\Delta|} \int_{\Delta}|Q(x)|^{p} \mathrm{~d} x\right)^{1 / p} \tag{22}
\end{equation*}
$$

where $c=c(p, k)$.
Proof. By translating the interval we can assume that $x_{0}=0$ and $\Delta=[0, b]$. In view of lemma 7.3 we need to prove (22) for $p=\infty$. The case $\Delta=[0, b]$ and $p=\infty$ follows from the case $\Delta=[0,1], p=\infty$, by a simple change of variables. Finally, the case $\Delta=[0,1], p=\infty$, follows from the fact that any two norms in $(k+1)$ th dimensional space $P_{k}$ are equivalent.
Lemma 7.5. Let $k \geqslant 0$ and $0<p, q \leqslant \infty$. Then for every polynomial $Q \in P_{k}$ and for every finite interval $\Delta$ the following inequality holds true:

$$
\left\|Q^{\prime}\right\|_{L_{q}(\Delta)} \leqslant c|\Delta|^{1 / q-1 / p-1}\|Q\|_{L_{p}(\Delta)}
$$

where $c=c(k, p)$.

Proof. By lemma 7.3 and Markov's inequality

$$
\left\|Q^{\prime}\right\|_{L_{x}(\Delta)} \leqslant 2 k^{2}|\Delta|^{-1}\|Q\|_{L_{x}(\Delta)}
$$

we get

$$
\begin{aligned}
\left\|Q^{\prime}\right\|_{L_{q}(\Delta)} & \leqslant|\Delta|^{1 / q}\left\|Q^{\prime}\right\|_{L_{x}(\Delta)} \leqslant 2 k^{2}|\Delta|^{1 / q-1}\|Q\|_{L_{\alpha x}(\Delta)} \\
& \leqslant c(k, p)|\Delta|^{1 / q-1 / p-1}\|Q\|_{L_{p}(\Delta)} .
\end{aligned}
$$

Theorem 7.1 (Whitney, 1957, $p=\infty$ ). Let $0<p \leqslant \infty, f \in L_{p}[a, b]$ and $k \geqslant 1$. Then there exists a polynomial $Q \in P_{k-1}$ such that

$$
\begin{equation*}
\|f-Q\|_{L_{p}[a, b]} \leqslant c \omega_{k}\left(f ; \frac{b-a}{k}\right)_{p} \tag{23}
\end{equation*}
$$

where $c=c(k, p)$.
Proof of theorem 7.1 in the case $p=\infty$. Clearly it is enough to prove the theorem in the case $[a, b]=[0,1]$ since the general case follows from this case by a simple change of variables. Thus we shall assume that $f \in L_{\infty}(0,1)$. Next we shall use the following modified Steklov function as an intermediate approximation (compare with theorem 3.5):

$$
\begin{align*}
f_{k, h}(x)= & \frac{(-1)^{k-1}}{h^{k}} \int_{0}^{h} \int_{0}^{h} \cdots \int_{0}^{h}\left\{f(x+k \theta)-\binom{k}{1} f(x+(k-1) \theta)+\cdots\right. \\
& \left.+(-1)^{k-1}\binom{k}{k-1} f(x+\theta)\right\} \mathrm{d} t_{1} \mathrm{~d} t_{2} \cdots \mathrm{~d} t_{k} \tag{24}
\end{align*}
$$

where

$$
\theta=\theta(x)=\frac{t_{1}+t_{2}+\cdots+t_{k}}{k}-h x, \quad 0<h \leqslant 1 / k
$$

Clearly if $0 \leqslant x \leqslant 1$ and $0 \leqslant t_{i} \leqslant h, i=1,2, \ldots, k$, then $0 \leqslant x+i \theta \leqslant 1$, $i=1,2, \ldots, k$, and therefore $f_{k, h}(x)$ is defined correctly for each $x \in[0,1]$. For every $x \in[0,1]$ we have

$$
f(x)-f_{k, h}(x)=\frac{(-1)^{k}}{h^{k}} \int_{0}^{h} \int_{0}^{h} \cdots \int_{0}^{h} \Delta_{\theta}^{k} f(x) \mathrm{d} t_{1} \mathrm{~d} t_{2} \cdots \mathrm{~d} t_{k}
$$

and for almost all $x \in[0,1]$ we have

$$
\begin{aligned}
f_{k, h}^{(k)}(x)=\frac{(-1)^{k-1}}{h^{k}}\{ & (1-k h)^{k} \Delta_{h}^{k} f(x-k h x) \\
& -\binom{k}{1}\left(\frac{k}{k-1}\right)^{k}(1-(k-1) h)^{k} \Delta_{(k-1) h / k}^{k} f(x-(k-1) h x) \\
& \left.+\cdots+(-1)^{k} k^{k}(1-h)^{k} \Delta_{h / k}^{k} f(x-h x)\right\}
\end{aligned}
$$

## Consequently

$$
\begin{align*}
\left\|f-f_{k, h}\right\|_{L_{\infty}[0,1]} & \leqslant \omega_{k}(f ; h)_{\infty}  \tag{25}\\
\left\|f f_{k, h}^{(k)}\right\|_{L_{\infty}[0,1]} & \leqslant c(k) h^{-k} \omega_{k}(f ; h)_{\infty} \tag{26}
\end{align*}
$$

Let $x_{0} \in[0,1]$ and let us set

$$
Q(x)=\sum_{v=0}^{k-1} f_{k, h}^{(v)}\left(x_{0}\right) \frac{\left(x-x_{0}\right)^{v}}{v!}
$$

Obviously $Q \in P_{k-1}$ and

$$
\left\|f_{k, h}-Q\right\|_{L_{\infty}[0,1]} \leqslant\left\|f_{k, \boldsymbol{h}}^{(k)}\right\|_{L_{\infty}[0,1]} .
$$

From this estimate, (25) and (26), setting $h=1 / k$ we get

$$
\|f-Q\|_{\infty} \leqslant\left\|f-f_{k, h}\right\|_{\infty}+\left\|f_{k, h}-Q\right\|_{\infty} \leqslant \omega_{k}\left(f ; \frac{1}{k}\right)_{\infty}+\left\|f_{k, h}^{(k)}\right\|_{\infty} \leqslant c(k) \omega_{k}\left(f, \frac{1}{k}\right)_{\infty} .
$$

Thus theorem 7.1 is proved in the case $p=\infty$.
Next, we shall prove theorem 7.1 in the case $0<p<1$. The case $1 \leqslant p<\infty$ is well known and can be proved similarly.

The following lemma proves theorem 7.1 in the case $k=1$, $0<p<\infty$.

Lemma 7.6. Let $f \in L_{p}[a, b], 0<p<\infty$. Then there exists a constant $c$ such that

$$
\begin{align*}
\|f-c\|_{L_{p}[a, b]}^{p} & \leqslant \frac{1}{b-a} \int_{a}^{b} \int_{a}^{b}|f(x)-f(y)|^{p} \mathrm{~d} x \mathrm{~d} y \\
& =\frac{2}{b-a} \int_{0}^{b-a} \int_{a}^{b-t}|f(x+t)-f(x)|^{p} \mathrm{~d} x \mathrm{~d} t \leqslant 2 \omega_{1}(f ; b-a)_{p}^{p} \tag{27}
\end{align*}
$$

where the constant $c$ can be taken as $c=(b-a)^{-1} \int_{a}^{b} f(t) \mathrm{d} t$ when $p=1$.

Proof. Consider the function

$$
\phi(y)=\int_{a}^{b}|f(x)-f(y)|^{p} \mathrm{~d} x, \quad y \in[a, b] .
$$

Clearly, there exists $y_{0} \in[a, b]$ such that

$$
\phi\left(y_{0}\right) \leqslant \frac{1}{b-a} \int_{a}^{b} \phi(y) \mathrm{d} y
$$

and therefore setting $c=f\left(y_{0}\right)$ we obtain

$$
\begin{equation*}
\int_{a}^{b}|f(x)-c|^{p} \mathrm{~d} x \leqslant \frac{1}{b-a} \int_{a}^{b} \int_{a}^{b}|f(x)-f(y)|^{p} \mathrm{~d} x \mathrm{~d} y . \tag{28}
\end{equation*}
$$

Also, we have

$$
\begin{aligned}
I= & \int_{a}^{b} \int_{a}^{b}|f(x)-f(y)|^{p} \mathrm{~d} x \mathrm{~d} y=\int_{a}^{b} \int_{x}^{b}|f(x)-f(y)|^{p} \mathrm{~d} y \mathrm{~d} x \\
& +\int_{a}^{b} \int_{a}^{x}|f(x)-f(y)|^{p} \mathrm{~d} y \mathrm{~d} x
\end{aligned}
$$

Substituting $y=x+t$ and $y=x-t$ respectively in the last two integrals and changing the order of integration we get

$$
\begin{aligned}
I & =\int_{a}^{b} \int_{0}^{b-x}|f(x)-f(x+t)|^{p} \mathrm{~d} t \mathrm{~d} x+\int_{a}^{b} \int_{0}^{x-a}|f(x)-f(x-t)|^{p} \mathrm{~d} t \mathrm{~d} x \\
& =\int_{0}^{b-a} \int_{a}^{b-t}|f(x)-f(x+t)|^{p} \mathrm{~d} x \mathrm{~d} t+\int_{0}^{b-a} \int_{a+t}^{b}|f(x)-f(x-t)|^{p} \mathrm{~d} t \mathrm{~d} x \\
& =2 \int_{0}^{b-a} \int_{a}^{b-t}|f(x+t)-f(x)|^{p} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

This equality together with (28) implies (27).
Lemma 7.7. Let $f \in L_{p}[0,1], 0<p \leqslant 1$. Then for every natural number $n \geqslant 1$ there exists a step-function $\varphi_{n}$ with jumps at the points $i / n=x_{i}, i=1, \ldots, n-1$, such that

$$
\left\|f-\varphi_{n}\right\|_{L_{p}(0,1)}^{p} \leqslant 2 n \int_{0}^{1 / n} \int_{0}^{1-t}|f(x+t)-f(x)|^{p} \mathrm{~d} x \mathrm{~d} t \leqslant 2 \omega_{1}\left(f ; n^{-1}\right)_{p}^{p}
$$

Proof. By lemma 7.6 there exist constants $c_{i}, i=1, \ldots, n$, such that

$$
\int_{x_{i-1}}^{x_{i}}|f(x)-c|^{p} \mathrm{~d} x \leqslant 2 n \int_{0}^{1 / n} \int_{x_{i-1}}^{x_{i}-t}|f(x+t)-f(x)|^{p} \mathrm{~d} x \mathrm{~d} t, \quad i=1, \ldots, n .
$$

Then the step function $\varphi_{n}(x)=c_{i}$ for $x \in\left(x_{i-1}, x_{i}\right), i=1, \ldots, n$, satisfies the assertions of lemma 7.7.

Proof of theorem 7.1 in the case $0<p \leqslant 1$. A simple change of variables shows that we can consider only the case $[a, b]=[0,1]$.

Suppose that theorem 7.1 does not hold true. Then there exists a sequence of functions $\left\{f_{m}\right\}_{m=1}^{\infty}, f_{m} \in L_{p}(0,1)$, such that

$$
\inf _{Q \in P_{k-1}}\left\|f_{m}-Q\right\|_{L_{p}(0,1)}^{p}>m \omega_{k}\left(f_{m} ; \frac{1}{k}\right)_{p}^{p}, \quad m=1,2, \ldots
$$

Since the set of all polynomials $Q \in P_{k-1}$ such that $\|Q\|_{L_{p}(0,1)} \leqslant 1$ is a compact set in $L_{p}(0,1)$, then for each $m$ there exists a polynomial $Q_{m} \in P_{k-1}$ such that

$$
\left\|f_{m}-Q_{m}\right\|_{L_{p}(0,1)}=\inf _{Q \in P_{k-1}}\left\|f_{m}-Q\right\|_{L_{p}(0,1)}
$$

Consequently

$$
\begin{equation*}
\left\|f_{m}-Q_{m}\right\|_{p}^{p}>m \omega_{k}\left(f_{m} ; \frac{1}{k}\right)_{p}^{p}, \quad m=1,2, \ldots . \tag{29}
\end{equation*}
$$

Let us set

$$
g_{m}=\lambda_{m}\left(f_{m}-Q_{m}\right), \quad \lambda_{m}=\left\|f_{m}-Q_{m}\right\|_{p}^{-1},
$$

By (29) it follows that

$$
\begin{equation*}
\left\|g_{m}\right\|_{p}=\inf _{Q \in \mathcal{P}_{k-1}}\left\|g_{m}-Q\right\|_{p}=1 \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{k}\left(g_{m} ; k^{-1}\right)_{p}^{p}<1 / m, \quad m=1,2, \ldots . \tag{31}
\end{equation*}
$$

We shall prove that $\left\{g_{m}\right\}_{1}^{\infty}$ is a precompact set in $L_{p}(0,1)$, i.e. there exist a function $g \in L_{p}$ and a subsequence $\left\{g_{m_{i}}\right\}_{1}^{\infty}$ such that $\left\|g-g_{m_{i}}\right\|_{p} \rightarrow 0$ as $i \rightarrow \infty$. To this end it is sufficient to prove that for each $\varepsilon>0$ there exists a finite $\varepsilon$-net for $\left\{g_{m}\right\}_{m=1}^{\infty}$ in $L_{p}(0,1)\left(L_{p}(0,1), 0<p \leqslant 1\right.$, is a complete metric space $)$.

It follows by corollary 7.1 with $k=1, m=k$ and (30), (31) that

$$
\omega_{1}\left(g_{m} ; \delta\right)_{p}^{p} \leqslant c \delta^{p}\left\{\int_{\delta}^{1} t^{-p} \frac{1}{m} \frac{\mathrm{~d} t}{t}+1\right\} \leqslant c_{1}\left(\frac{1}{m}+\delta^{p}\right)
$$

for $0 \leqslant \delta \leqslant 1$ and $m=1,2, \ldots$, and therefore for each $\varepsilon>0$ there exist $m_{0}>0$ and $\delta_{0}>0$ such that

$$
\begin{equation*}
\omega_{1}\left(g_{m} ; \delta\right)_{p}^{p}<\varepsilon \quad \text { for } 0<\delta<\delta_{0} \quad \text { and } \quad m>m_{0} \tag{32}
\end{equation*}
$$

Fix $n>1 / \delta_{0}$. It follows by lemma 7.7 and (32) that for each $m>m_{0}$ there exists a step function $\varphi_{m, n}$ with points of discontinuity $i / n, i=1, \ldots, n-1$, such that

$$
\begin{equation*}
\left\|g_{m}-\varphi_{m, n}\right\|_{p}^{p} \leqslant 2 \omega_{1}\left(g_{m} ; n^{-1}\right)_{p}^{p}<2 \varepsilon . \tag{33}
\end{equation*}
$$

On the other hand by (30) and (33) we get

$$
\left\|\varphi_{m, n}\right\|_{p}^{p} \leqslant\left\|g_{m}\right\|_{p}^{p}+\left\|g_{m}-\varphi_{m, n}\right\|_{p}^{p}<1+2 \varepsilon
$$

Since $\varphi_{m, n}(x)$ is a constant for $x \in((i-1) / n, i / n), i=1, \ldots, n$, for $m>m_{0}$ we have

$$
\left\|\varphi_{m, n}\right\|_{L_{\infty}[0,1]} \leqslant\left(n \int_{0}^{1}\left|\varphi_{m, n}(x)\right|^{p} \mathrm{~d} x\right)^{1 / p} \leqslant((1+2 \varepsilon) n)^{1 / p}=M
$$

Consider the set $\Psi$ of all step functions $\varphi$ of the type

$$
\varphi(x)=r \varepsilon^{1 / p}, \quad x \in\left(\frac{i-1}{n}, \frac{i}{n}\right), \quad i=1, \ldots, n, \quad r=0, \pm 1, \ldots,\|\varphi\|_{L_{x}[0,1]} \leqslant M
$$

Clearly

$$
\inf _{\varphi \in \Psi}\left\|\varphi_{m, n}-\varphi\right\|_{p}^{p} \leqslant \int_{0}^{1}\left(\varepsilon^{1 / p}\right)^{p} \mathrm{~d} x=\varepsilon
$$

and therefore $\Psi$ is a finite $\varepsilon$-net for the set $\left\{\varphi_{m, n}\right\}_{m=m_{0}+1}^{\infty}$. From this and (33) it follows that $\Psi$ is a finite $3 \varepsilon$-net for the set $\left\{g_{m}\right\}_{m=m_{0}+1}^{\infty}$.

Consequently the set $\left\{g_{m}\right\}_{m=1}^{\infty}$ is precompact in $L_{p}(0,1)$ and for an appropriate subsequence $\left\{g_{m_{i}}\right\}_{i=1}^{\infty}$ we have $\left\|g_{m_{i}}-g\right\|_{p} \rightarrow 0$ as $i \rightarrow \infty$ for some $g \in L_{p}(0,1)$. Hence, in view of (30), we have

$$
\begin{aligned}
& \inf _{Q \in P_{k-1}}\|g-Q\|_{p}^{p} \geqslant \inf _{Q \in P_{k-1}}\left\|g_{m_{i}}-Q\right\|_{p}^{p}-\left\|g-g_{m_{i}}\right\|_{p}^{p} \\
&=1-\left\|g-g_{m_{i}}\right\|_{p}^{p} \rightarrow 1 \quad \text { as } \quad i \rightarrow \infty
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\inf _{Q \in P_{k-1}}\|g-Q\|_{p}=1 \tag{34}
\end{equation*}
$$

On the other hand by (31) we get

$$
\omega_{k}\left(g ; \frac{1}{k}\right)_{p}^{p} \leqslant \omega_{k}\left(g_{m_{i}} ; \frac{1}{k}\right)_{p}^{p}+2^{k p}\left\|g-g_{m_{i}}\right\|_{p}^{p} \rightarrow 0 \quad \text { as } \quad i \rightarrow \infty .
$$

Thus $\omega_{k}(g ; 1 / k)_{p}=0$. As we shall show below this equality implies that $g=Q$ a.e. for some $Q \in P_{k-1}$, and so we have a contradiction with (34).

It remains to prove the following.

Lemma 7.8. Let $f \in L_{p}(a, b), 0<p \leqslant 1$, and $\omega_{k}(f ;(b-a) / k)_{p}=0$. Then there exists a polynomial $Q \in P_{k-1}$ such that $f=Q$ almost everywhere in $[a, b]$.

Proof. We shall prove the lemma by induction with respect to $k$. In the case $k=1$ the lemma follows by lemma 7.6. Suppose that the lemma holds true for some $k \geqslant 1$. Without loss of generality we can assume that $[a, b]=[0,1]$. Suppose that

$$
\begin{equation*}
\omega_{k+1}\left(f ; \frac{1}{k+1}\right)_{p}^{p}=\sup _{0 \leqslant h \leqslant 1 /(k+1)} \int_{0}^{1-\{k+1) h}\left|\Delta_{h}^{k+1} f(x)\right|^{p} \mathrm{~d} x=0 \tag{35}
\end{equation*}
$$

First we shall prove that

$$
\begin{equation*}
\int_{0}^{1-k h_{1}-h}\left|\Delta_{h_{1}}^{k} \Delta_{h}^{1} f(x)\right|^{p} \mathrm{~d} x=0, \quad h_{1}, h \geqslant 0, \quad k h_{1}+h \leqslant 1 \tag{36}
\end{equation*}
$$

Indeed, if $h_{1}=\alpha h$ and $\alpha=m / n$ with some integers $m$ and $n$, then by the
identity (5) from section 3.1 we get

$$
\begin{aligned}
& \left|\Delta_{(m / n) h}^{k} \Delta_{h}^{1} f(x)\right|^{p} \leqslant \sum_{v_{1}=0}^{m-1} \sum_{v_{2}=0}^{m-1} \cdots \sum_{v_{k}=0}^{m-1}\left|\Delta_{h / n}^{k} \Delta_{h}^{1} f\left(x+v_{1} \frac{h}{n}+\cdots+v_{k} \frac{h}{n}\right)\right|^{p} \\
& \quad \leqslant \sum_{v_{1}=0}^{m-1} \sum_{v_{2}=0}^{m-1} \cdots \sum_{v_{k}=0}^{m-1} \sum_{v=0}^{n-1}\left|\Delta_{h / n}^{k+1} f\left(x+\frac{v_{1} h}{n}+\cdots+\frac{v_{k} h}{n}+\frac{v h}{n}\right)\right|^{p}
\end{aligned}
$$

Integrating with respect to $x \in[0,1-(k m / n+1) h]$ and using (35) we conclude that (36) holds true in the case considered.

Suppose that $h_{1}=\alpha h, \alpha>0$ an irrational number. Choose a sequence $\left\{\alpha_{i}\right\}_{i=1}^{\infty}$ of rational numbers such that $\alpha_{i} \rightarrow \alpha$ as $i \rightarrow \infty$ and $0<\alpha_{i}<\alpha$. We have

$$
\begin{aligned}
\left|\Delta_{\alpha h}^{k} \Delta_{h}^{1} f(x)\right| \leqslant & \left|\Delta_{\alpha_{i} h}^{k} \Delta_{h}^{1} f(x)\right|+\sum_{v=0}^{k}\binom{k}{v}\left\{\left|f(x+v \alpha h+h)-f\left(x+v \alpha_{i} h+h\right)\right|\right. \\
& \left.+\left|f(x+v \alpha h)-f\left(x+v \alpha_{i} h\right)\right|\right\}
\end{aligned}
$$

and therefore

$$
\begin{align*}
\int_{0}^{1-k \alpha h-h}\left|\Delta_{\alpha h}^{k} \Delta_{h}^{1} f(x)\right|^{p} \mathrm{~d} x \leqslant & \int_{0}^{1-k \alpha_{i} h-h}\left|\Delta_{\alpha_{i} h}^{k} \Delta_{h}^{1} f(x)\right|^{p} \mathrm{~d} x \\
& +c(k, p) \omega_{1}\left(f ; k\left(\alpha-\alpha_{i}\right) h\right)_{p}^{p} \\
= & c(k, p) \omega_{1}\left(f ; k\left(\alpha-\alpha_{i}\right) h\right)_{p}^{p} \tag{37}
\end{align*}
$$

where we have used that (36) holds true for $\alpha_{i}$ a rational number. Since $\omega_{1}(f ; \delta)_{p} \rightarrow 0$ as $\delta \rightarrow 0$, (37) implies (36).

We note, without proof, that $\Delta_{h_{1}}^{k} \Delta_{h}^{1} f(x)$ can be represented as a finite linear combination of differences of the type $\Delta_{h_{2}}^{k+1} f(x+\beta)$; see P. Binev, K. Ivanov (1985). This fact together with (35) implies (36) immediately.

In view of (36) our induction hypothesis gives that for each $h, 0 \leqslant h<1$, there exists a polynomial $Q_{h} \in P_{k-1}$ such that $\Delta_{h}^{1} f(x)=Q_{h}(x)$ for almost all $x \in[0,1-h]$, i.e.

$$
\begin{equation*}
f(x+h)-f(x)=\sum_{v=0}^{k-1} a_{v}(h) x^{v} \tag{38}
\end{equation*}
$$

almost everywhere in $[0,1-h]$.
We shall prove that each coefficient $a_{v}(h)$ is a continuous function of $h \in[0,1)$. Let $0 \leqslant h_{1}, h_{2}<1$. We apply lemma 7.4 to the polynomial

$$
\sum_{\nu=0}^{k-1}\left(a_{\imath}\left(h_{1}\right)-a_{\nu}\left(h_{2}\right)\right) x^{v}=f\left(x+h_{1}\right)-f\left(x+h_{2}\right)
$$

for the interval $\Delta=[0,1-h], h=\max \left\{h_{1}, h_{2}\right\}$. We obtain

$$
\begin{aligned}
\sum_{v=0}^{k-1}\left|a_{v}\left(h_{1}\right)-a_{v}\left(h_{2}\right)\right||1-h|^{v} & \leqslant c(k, p)\left(\frac{1}{1-h} \int_{0}^{1-h}\left|f\left(x+h_{1}\right)-f\left(x+h_{2}\right)\right|^{p} \mathrm{~d} x\right)^{1 / p} \\
& \leqslant c_{1}(k, p)\left(\frac{1}{1-h} \omega_{1}\left(f ;\left.\left|h_{1}-h_{2}\right|\right|_{p} ^{p}\right)^{1 / p}\right.
\end{aligned}
$$

Since $\omega_{1}(f ; \delta)_{p} \rightarrow 0$ as $\delta \rightarrow 0$, it follows that $a_{v}(h)$ is continuous function of $h \in[0,1)$.

Applying now an arbitrary $(k+1)$ th difference $\Delta_{t}^{k+1}$ to (38) as a function of $h$ we obtain

$$
\Delta_{t}^{k+1} f(x+h)=\sum_{v=0}^{k-1}\left(\Delta_{t}^{k+1} a_{v}(h)\right) x^{v}
$$

for almost all $x \in(0,1-h-(k+1) t)$ and $t, h \geqslant 0, h+(k+1) t<1$. By (34) it follows that for almost all $x \in[0,1-(k+1) h], 0 \leqslant h \leqslant 1 /(k+1)$, we have $\Delta_{h}^{k+1} f(x)=0$, and therefore since $a_{v}(h)$ is a continuous function of $h$ we have

$$
\Delta_{t}^{k+1} a_{v}(h)=0, \quad 0 \leqslant h<1-(k+1) t, \quad 0 \leqslant t<1 /(k+1), \quad v=0,1, \ldots, k-1
$$

Then by the case $p=\infty$ of theorem 7.1, which has already been proved, we conclude that for each interval $[0, \lambda], 0<\lambda<1, a_{v}(h)$ coincides with some polynomial $Q_{\lambda} \in P_{k}$. Consequently there exists exactly one polynomial $Q_{v} \in P_{k}$ such that $a_{v}(h)=Q_{v}(h)$ for $h \in[0,1), v=0,1, \ldots, k-1$. In view of (38) this fact implies the lemma.

### 7.2 Besov spaces

Besov spaces occur in spline and rational approximations. Here we give only some needed notations and facts concerning Besov spaces. For more details one can see S.M. Nikol'skij (1969), J. Bergh, J. Löfström (1976), J. Peetre (1976), H. Triebel (1978).

Suppose $f \in L_{p}(0,1), 0<p, q \leqslant \infty$ and $\alpha>0$. Taking $k=[\alpha]+1$ we define

$$
\begin{equation*}
\|f\|_{B_{p, q}^{x}}=\left(\int_{0}^{1}\left(t^{-\alpha} \omega_{k}(f ; t)_{p}\right)^{q} \frac{\mathrm{~d} t}{t}\right)^{1 / q}, \quad q<\infty \tag{1}
\end{equation*}
$$

and

$$
\|f\|_{B_{p, \infty}^{x}}=\sup _{t>0} t^{-\alpha} \omega_{k}(f ; t)_{p}
$$

where $\omega_{k}(f ; t)_{p}$ is the usual modulus of smoothness of $f$ in $L_{p}(0,1)$ (see section 7.1). The Besov space $B_{p, q}^{\alpha}$ is defined as the set of those functions $f \in L_{p}(0,1)$ such that the quasi-norm $\|f\|_{B_{p . q}^{x}}$ is finite. This is the homogeneous Besov space.

Let us indicate the properties of quasi-norm $\|\cdot\|=\|\cdot\|_{B_{p, q}^{x}}$ (i) $\|f\| \geqslant 0$ for $f \in B_{p, q}^{\alpha}$, but it is possible $\|f\|=0$ and $f \neq 0$, (ii) $\|\lambda f\|=|\lambda|\|f\|$ for $f \in B_{p, q}^{\alpha}, \lambda$ a real number, (iii) $\|f+g\| \leqslant C(\|f\|+\|g\|)$ for $f, g \in B_{p, q}^{\alpha}$, where $C \geqslant 1$.

More frequently Besov spaces $B_{p, q}^{\alpha}$ are considered with the quasi-norm $\|f\|=\|f\|_{p}+\|f\|_{B_{p, q}^{\alpha}}$. It is well known that the Besov space $B_{p, q}^{\alpha}$ is a complete quasi-normed space (Banach space when $1 \leqslant p, q \leqslant \infty$ ).

Note that, since $\omega_{k}(f ; t)_{p}=\omega_{k}(f ; 1 / k)_{p}$ for $t \geqslant 1 / k$, then the quasi-norm (1) is equivalent to the corresponding quasi-norm, if the integral in (1) is replaced by integral over $(0,1 / k)$ or $(0, \infty)$.

The choice $k=[\alpha]+1$ in the definition of Besov space $B_{p, q}^{\alpha}$ is not essential. According to the properties of $\omega_{k}(f ; t)_{p}$ (see section 7.1), it suffices to take $k>\alpha$ (more precisely $k>\alpha$ when $p \geqslant 1$ and $k>\alpha+1-1 / p$ when $0<p<1$ ).

In order to prove direct and converse theorems for spline approximation we shall make use of the following variant of Besov spaces $B_{p, q}^{\alpha}$. Denote by $B_{p, q ; k}^{\alpha}$ the set of all functions $f \in L_{p}(0,1)$ such that the following quasi-norm is finite.

$$
\begin{equation*}
\|f\|_{B_{p, q / k}^{x}}=\left(\int_{0}^{1}\left(t^{-\alpha} \omega_{k}(f ; t)_{p}\right)^{q} \frac{\mathrm{~d} t}{t}\right)^{1 / q} \tag{2}
\end{equation*}
$$

where $0<p, q<\infty, \alpha>0, k \geqslant 1$.
Obviously $B_{p, q ; k}^{\alpha}$ coincides with $B_{p, q}^{\alpha}$ when $k=[\alpha]+1$, but $k$ in the definition of $B_{p, q ; k}^{\alpha}$ is not directly connected with $\alpha$.

In our considerations we shall mostly make use of spaces $B_{\sigma, \sigma ; k}^{\alpha}$ with $\sigma<1$ and we shall denote briefly $B_{\sigma ; k}^{\alpha}=B_{\sigma, a ; k}^{\alpha}$ and $\|\cdot\|_{B_{\sigma ; k}^{p}}=\|\cdot\|_{B_{\sigma, \sigma ; k}^{2}}$. ${ }^{\dagger}$ We remark that the space $B_{\sigma ; k}^{\alpha}$ with $0<\sigma<1$ is nontrivial when $0<\alpha \leqslant$ $k-1+1 / \sigma$, while, with $\sigma \geqslant 1$, it is nontrivial when $0<\alpha \leqslant k$.

Next we give some other equivalent quasi-norms in $B_{p, q k k}^{\alpha}$. Denote

$$
\begin{aligned}
& \|f\|_{B_{p, q ; k}^{(1)}}^{(1)}=\left(\sum_{v=0}^{\infty}\left(2^{\alpha v} \omega_{k}\left(f ; \frac{1}{2^{v}}\right)_{p}\right)^{q}\right)^{1 / q} \\
& \|f\|_{B_{p, q / k}^{(2)}}^{(2)}=\left(\int_{0}^{1 / k}\left(t^{-\alpha}\left\|\Delta_{t}^{k} f(\cdot)\right\|_{L_{p}(0,1-k t)}\right)^{q} \frac{\mathrm{~d} t}{t}\right)^{1 / q}
\end{aligned}
$$

Lemma 7.9. Let $0<p, q<\infty, \alpha>0$ and $k \geqslant 1$. Then we have
(i) $\|\cdot\|_{B_{p, q ; k}^{x}}$ and $\|\cdot\|_{B_{p, q ; k}^{\alpha}}^{(1)}$ are equivalent and
(ii) $\|\cdot\|_{B_{p, q ; k}^{x}}$ and $\|\cdot\|_{B_{p, q ; k}}^{(2)}$ are equivalent in the case $p \leqslant q$.

Proof. The quasi-norm $\|\cdot\|_{B_{p, q ; k}^{(1)}}^{(1)}$ is the discrete variant of quasi-norm $\|\cdot\|_{B_{p, 4 k}^{r}}$. Clearly both quasi-norms are equivalent, since $\omega_{k}(f ; t)_{p}$ is a monotone function.

[^8]Obviously $\|f\|_{B_{p, q, k}}^{(2)} \leqslant\|f\|_{B_{p, q / k}^{x}}$ for $f \in B_{p, q ; k}^{\alpha}$. In order to prove an estimate in the opposite direction we first observe that for $f \in B_{p, q ; k}^{\alpha}$

$$
\|f\|_{B_{p, q, k}^{z}} \leqslant C\left(\int_{0}^{1 / k}\left(t^{-\alpha} \omega_{k}(f ; t)_{p}\right)^{q} \frac{\mathrm{~d} t}{t}\right)^{1 / q}, \quad C=C(\alpha, p),
$$

since $\omega_{k}(f ; t)_{p}=\omega_{k}(f ; 1 / k)_{p}$ for $t \geqslant 1 / k$. Now, in view of lemma 7.2 in section 7.1 and Hardy's inequality (see (4) in section 7.1), we get for $p \leqslant q$

$$
\begin{aligned}
\|f\|_{B_{p, q, k}} & \leqslant C_{1}\left(\int_{0}^{1 / k}\left(t^{-\alpha p-1} \int_{0}^{t} u\left\|\Delta_{u}^{k} f(\cdot)\right\|_{L_{p}(0,1-k u)}^{p} \frac{\mathrm{~d} u}{u}\right)^{q / p} \frac{\mathrm{~d} t}{t}\right)^{1 / q} \\
& \leqslant C_{2}\left(\int_{0}^{1 / k}\left(t^{-\alpha}\left\|\Delta_{t}^{k} f(\cdot)\right\|_{L_{p}(0,1-k t}\right)^{q} \frac{\mathrm{~d} t}{t}\right)^{1 / q}=C_{2}\|f\|_{B_{p, q ; k}^{(\alpha)}}^{(2)}
\end{aligned}
$$

### 7.3 Spline approximation

The aim of this section is to prove direct and converse theorems for the spline approximation in the spaces $L_{p}, C$ and BMO. Our point of view is that the natural way to obtain such theorems is to prove pairs of adjusted inequalities of Jackson and Bernstein type and then to characterize the spline approximation by the $K$-functional of Peetre between the corresponding spaces (see section 3.5). The spline approximation is a good illustration of this idea. Besov spaces appear in a natural way in this case.

### 7.3.1 Introduction

Spline functions were first introduced in approximation theory by I. Schoenberg (1946). They have a great number of applications for the following reasons:
(i) Splines are solutions of series of natural extremal problems;
(ii) Splines are convenient as a tool for interpolation and approximation;
(iii) Splines are useful in analysis, numerical methods, etc.

Denote by $\tilde{S}(k, n)$ the set of all spline functions of degree $k-1$ with $n-1$ free knots, i.e. $s \in \tilde{S}(k, n)$ if $s \in C^{k-2}(-\infty, \infty)$ and there exist points (knots) $-\infty=x_{0}<x_{1} \leqslant x_{2}<\cdots \leqslant x_{n-1}<x_{n}=\infty$ such that $s$ is some algebraic polynomial of degree $k-1$ in each interval ( $x_{i-1}, x_{i}$ ).

It is readily seen that each spline $s \in \widetilde{S}(k, n)$ can be represented in the form

$$
s(x)=Q(x)+\sum_{v=1}^{n-1} a_{v}\left(x-x_{v}\right)_{+}^{k-1}
$$

where $Q \in P_{k-1}$,

$$
x_{+}^{k-1}= \begin{cases}0, & x \leqslant 0 \\ x^{k-1}, & x>0\end{cases}
$$

This and other basic facts related to splines one can find in C.de Boor (1978) and L. Schumaker (1981).

The splines, similarly to the rational functions of fixed degree, are a non-linear approximation tool. Moreover, as we shall see in Chapter 8, the rational approximation is closely connected to the spline approximation. This fact motivates the consideration of spline approximation in this book.

In this section we shall be concerned only with the order of the spline approximation of functions so that, as we shall see, the smoothness of splines will be not necessary.

Denote by $S(k, n)$ the set of all piecewise polynomial functions of degree $k-1$ with $n-1$ free knots, i.e. $s \in S(k, n)$ if there exist points (knots) $-\infty=x_{0}<x_{1}<\cdots<x_{n}=\infty$ and polynomials $Q_{i} \in P_{k-1}$ such that $s(x)=Q_{i}(x)$ for $x \in\left(x_{i-1}, x_{i}\right), i=1,2, \ldots, n$. We shall suppose that $s\left(x_{i}\right)=s\left(x_{i}-0\right)$ or $s\left(x_{i}\right)=s\left(x_{i}+0\right)$ at each knot $x_{i}$. We shall call piecewise polynomials briefly also splines (they are splines with defect).

Also, we shall denote by $S(k, n,[a, b])$ the set of all splines $s \in S(k, n)$ restricted to $[a, b]$. In this case the end-points $a$ and $b$ of the interval will be also called knots of $s$.

Denote by $S_{n}^{k}(f)_{p}=S_{n}^{k}(f,[a, b])_{p}, S_{n}^{k}(f)_{C}=S_{n}^{k}(f,[a, b])_{C}, \widetilde{S}_{n}^{k}(f)_{p}$ and $\bar{S}_{n}^{k}(f)_{C}$ the best approximations of $f$ in $L_{p}$ and uniform metrics by means of the elements of $S(k, n)$ and $\widetilde{S}(k, n)$ respectively. For instance

$$
S_{n}^{k}(f)_{p}=\inf _{s \in S(k, n)}\|f-s\|_{p}
$$

We shall investigate the behavior of $\left\{S_{n}^{k}(f)_{p}\right\}$ instead of $\left\{\bar{S}_{n}^{k}(f)_{p}\right\}$. The following lemma shows that there is no substantial difference between piecewise polynomials and splines with respect to the order of approximation in $L_{p}$ and uniform metric that both classes produce.

Lemma 7.10. Let $f \in L_{p}[a, b], 0<p<\infty$ and $f \in C_{[a, b]}$ for $p=\infty$. Then we have for $k \geqslant 2$ and $n \geqslant 1$

$$
S_{m}^{k}(f)_{p} \leqslant \widetilde{S}_{m}^{k}(f)_{p} \leqslant S_{n}^{k}(f)_{p}, \quad 0<p \leqslant \infty
$$

where $m=(n-1) k+1$.
In order to prove lemma 7.10 we need so-called $B$-splines. We shall use without proof the following lemma.

Lemma 7.11. Let $-\infty<x_{0}<x_{1}<\cdots<x_{k}<\infty, k \geqslant 1$ and

$$
B(x)=\sum_{v=0}^{k} \frac{k\left(x-x_{v}\right)_{+}^{k-1}}{\omega^{\prime}\left(x_{v}\right)}, \quad \omega(x)=\prod_{i=0}^{k}\left(x-x_{i}\right) .
$$

Then $B \in \widetilde{S}(k, k+2), \quad B(x)=0$ for $x \in\left(-\infty, x_{0}\right] \cup\left[x_{k}, \infty\right), \quad B(x) \geqslant 0$ for $x \in(-\infty, \infty)$ and $\int_{-\infty}^{\infty} B(x) \mathrm{d} x=1$. The spline $B$ has knots $x_{0}, x_{1}, \ldots, x_{k}$. See C. de Boor (1978, p. 108), L. Schumaker (1981, p. 118).

Lemma 7.10 is an immediate consequence of the following.
Lemma 7.12. Let $Q_{1}, Q_{2} \in P_{k-1}, k \geqslant 2$. Then for each $\varepsilon>0$ there exists $\delta_{0}>0$ such that for each $\delta, 0<\delta \leqslant \delta_{0}$, there exists a spline $s_{k} \in \widetilde{S}(k, k+1)$ with knots $0=x_{1}<x_{2}<\cdots<x_{k}=\delta$ such that

$$
\left.\begin{array}{c}
s_{k}(x)=Q_{1}(x), \quad x \leqslant 0, \\
s_{k}(x)=Q_{2}(x), \quad x \geqslant \delta, \tag{2}
\end{array}\right\}
$$

Proof. We shall prove the lemma by induction with respect to $k$. The lemma is obvious for $k=2$.

Suppose that it holds for some $k \geqslant 2$. Let $Q_{1}, Q_{2} \in P_{k}$ and $\varepsilon>0$.
Choose $\delta_{1}, 0<\delta_{1} \leqslant \delta_{0}$, such that for $0<\delta \leqslant \delta_{1}$.

$$
\begin{equation*}
\delta\left\{\left|Q_{1}^{\prime}(0)\right|+\left|Q_{2}^{\prime}(\delta)\right|+2 \varepsilon\right\}<\varepsilon . \tag{3}
\end{equation*}
$$

Such a choice of $\delta_{1}$ is possible since $Q_{1}$ and $Q_{2}$ are polynomials of fixed degree.
Let $0<\delta \leqslant \delta_{1} \leqslant \delta_{0}$. Because of $Q_{1}^{\prime}, Q_{2}^{\prime} \in P_{k-1}$ and our assumption there exists a spline function $s_{k} \in \widetilde{S}(k, k+1)$ with knots $0=u_{1}<u_{2}<\cdots<u_{k}=\delta$ such that $s$ satisfies (1), (2) with $Q_{1}, Q_{2}$ replaced by $Q_{1}^{\prime}, Q_{2}^{\prime}$.

Choose an arbitrary $u_{0} \in(0, \delta)$ such that $u_{0} \neq u_{i}, i=1,2, \ldots, k$. Let $\left\{u_{i}\right\}_{i=0}^{k}=$ $\left\{x_{i}\right\}_{i=0}^{k}$ and $0=x_{0}<x_{1}<\cdots<x_{k}=\delta$. Let $B \in \widetilde{S}(k, k+2)$ be the $B$-spline from lemma 7.12 with knots $x_{0}, x_{1}, \ldots, x_{k}$. Set $\varphi(x)=\int_{-\infty}^{x} B(t) \mathrm{d} t$. It follows from lemma 7.12 that $\varphi(x)=0$ for $x \leqslant 0, \varphi(x)=1$ for $x \geqslant \delta, 0 \leqslant \varphi(x) \leqslant 1$ for $x \in[0, \delta]$, $\varphi$ is increasing and $\varphi \in \widetilde{S}(k+1, k+2)$.

Now consider the spline

$$
s_{k+1}(x)=Q_{1}(0)+\int_{0}^{x} s_{k}(t) \mathrm{d} t+\varphi(x)\left(Q_{2}(\delta)-Q_{1}(0)-\int_{0}^{\delta} s_{k}(t) \mathrm{d} t\right)
$$

Clearly $s_{k+1} \in S(k+1, k+2)$ and $s$ has knots $\left\{x_{0}, x_{1}, \ldots, x_{k}\right\} \subset[0, \delta]$. Also $s_{k+1}(x)=Q_{1}(x)$ for $x \leqslant 0$ and $s_{k+1}(x)=Q_{2}(\delta)+\int_{\delta}^{x} s_{k}(t) \mathrm{d} t=Q_{2}(x)$ for $x \geqslant \delta$. Finally, we have for $x \in(0, \delta)$

$$
s_{k+1}(x)=(1-\varphi(x)) Q_{1}(0)+\varphi(x) Q_{2}(\delta)+\int_{0}^{x} s_{k}(t) \mathrm{d} t-\varphi(x) \int_{0}^{\delta} s_{k}(t) \mathrm{d} t
$$

Hence, in view of (2) and (3) with $Q_{1}, Q_{2}$ replaced by $Q_{1}^{\prime}, Q_{2}^{\prime}$,

$$
\begin{aligned}
\left|s_{k+1}(x)-\left\{(1-\varphi(x)) Q_{1}(0)+\varphi(x) Q_{2}(\delta)\right\}\right| & \leqslant \int_{0}^{\delta}\left|s_{k}(t)\right| \mathrm{d} t \\
& \leqslant \delta\left\{\left|Q_{1}^{\prime}(0)\right|+\left|Q_{2}^{\prime}(\delta)\right|+2 \varepsilon\right\}<\varepsilon
\end{aligned}
$$

Consequently, $s_{k+1}$ satisfies (2).

Proof of lemma 7.10. Let $s \in S(k, n)$ and $0<p<\infty$. Using lemma 7.12 on each knot of $s$ in place of the origin we conclude that, for each $\varepsilon>0, \tilde{S}_{m}^{k}(s)_{p}<$ $S_{n}^{k}(f)_{p}+\varepsilon$ for $m=(n-1) k+1$, which implies the assertion of lemma 7.10 in the case $0<p<\infty$. The case when $f \in C_{[a, b]}, p=\infty$ is also clear in view of lemma 7.12.

As already mentioned we are interested only in the order of spline approximation. Other questions connected with spline approximation will not be considered. The only fact we use is the existence of best approximating element in $S(k, n)$ in $L_{p}$ and uniform metrics (compare J. Rice (1969, vol. 2, section $10-3$ )). Of course the existence is not necessary for our evaluations. We use this fact only to reduce some proofs.

Next we shall be concerned in some simple estimates for spline approximation that will be useful later.

Lemma 7.13. Let $f$ be defined on $[a, b], f^{(r-1)}(r \geqslant 1)$ be absolutely continuous and $f^{(r)} \in L_{q}[a, b](1 \leqslant q \leqslant \infty)$. Let $1 \leqslant p \leqslant \infty$ and $k \geqslant 1$. Then we have for $n=1$, $2, \ldots$

$$
\begin{align*}
& S_{3 n}^{k+r}(f)_{p} \leqslant \frac{(b-a)^{r+1 / p-1 / q} S_{n}^{k}\left(f^{(r)}\right)_{q}}{n^{r}}  \tag{4}\\
& S_{1}^{k+r}(f)_{p} \leqslant(b-a)^{r+1 / p-1 / q} S_{1}^{k}\left(f^{(r)}\right)_{q} \tag{5}
\end{align*}
$$

Proof. Suppose $s \in S(k, n,[a, b])$ and

$$
\left\|f^{(r)}-s\right\|_{L_{q}[a, b]}=S_{n}^{k}\left(f^{(r)}\right)_{q}
$$

Then there exist points $a=x_{0}<x_{1}<\cdots<x_{n}=b$ such that $s$ is an algebraic polynomial of degree $k-1$ in each interval $\left(x_{i-1}, x_{i}\right)$.

Clearly, there exist points $a=u_{0}<u_{1}<\cdots<u_{3 n}=b$ such that $\left\{x_{i}\right\}_{i=0}^{n} \subset$ $\left\{u_{i}\right\}_{i=0}^{3 n}, u_{i}-u_{i-1} \leqslant(b-a) / n$ and

$$
\int_{u_{i-1}}^{u_{i}}\left|f^{(r)}(x)-s(x)\right|^{q} \mathrm{~d} x \leqslant \frac{1}{n} S_{n}^{k}\left(f^{(r)}\right)_{q}^{q}, \quad i=1,2, \ldots, 3 n
$$

Set

$$
\varphi(x)=\sum_{v=0}^{r-1} \frac{f^{(v)}\left(u_{i-1}\right)\left(x-u_{i-1}\right)}{v!}+\frac{1}{(r-1)!} \int_{u_{i-1}}^{x}(x-t)^{r-1} s(t) \mathrm{d} t
$$

for $x \in\left[u_{i-1}, u_{i}\right), i=1,2, \ldots, 3 n$, and $\varphi(b)=\varphi(b-0)$. Clearly, $\varphi \in S(k+r, 3 n,[a, b])$.
Denote $\Delta_{i}=\left[u_{i-1}, u_{i}\right)$. By Taylor's formula we get

$$
\begin{aligned}
\|f-\varphi\|_{C\left(\Delta_{i}\right)} & \leqslant \sup _{x \in \Delta_{i}} \frac{1}{(r-1)!}\left|\int_{u_{i-1}}^{x}(x-t)^{r-1}\left(f^{(r)}(t)-s(t)\right) \mathrm{d} t\right| \\
& \leqslant\left|\Delta_{i}\right|^{r-1}\left\|f^{(r)}-s\right\|_{L_{1}\left(\Delta_{i}\right)} \leqslant\left|\Delta_{i}\right|^{r-1+1 / q^{\prime}}\left\|f^{(r)}-s\right\|_{L_{q}\left(\Delta_{i}\right)} \\
& \leqslant \frac{(b-a)^{r-1 / q}}{n^{r}} S_{n}^{k}\left(f^{(r)}\right)_{q}
\end{aligned}
$$

and therefore

$$
S_{3 n}^{k+r}(f)_{c} \leqslant \frac{(b-a)^{r-1 / q}}{n^{r}} S_{n}^{k}\left(f^{(r)}\right)_{q} .
$$

Hence

$$
S_{3 n}^{k+r}(f)_{p} \leqslant(b-a)^{1 / p} S_{3 n}^{k+r}(f)_{C} \leqslant \frac{(b-a)^{r+1 / p-1 / q} S_{n}^{k}\left(f^{(r)}\right)_{q}}{n^{r}} .
$$

Thus (4) is proved. The estimate (5) can be proved similarly.
Theorem 7.2. (i) If $V_{a}^{b} f<\infty$ and $1 \leqslant p \leqslant \infty$ then

$$
\begin{equation*}
S_{n}^{1}(f)_{p} \leqslant \frac{V_{a}^{b} f(b-a)^{1 / p}}{n}, \quad n=1,2, \ldots \tag{6}
\end{equation*}
$$

(ii) If $V_{a}^{b} f^{(r)}<\infty, r \geqslant 1$, then

$$
\begin{equation*}
S_{n}^{r+1}(f)_{c} \leqslant C(r) \frac{V_{a}^{b} f^{(r)}(b-a)^{r}}{n^{r+1}}, \quad n=1,2, \ldots \tag{7}
\end{equation*}
$$

Proof. Clearly, there exists a partition of $[a, b]$ into $n$ subintervals $a=$ $x_{0}<x_{1}<\cdots<x_{n}=b$ such that the variation of $f$ in each open interval $\left(x_{i-1}, x_{i}\right)$ does not exceed $V_{a}^{b} f / n$. Set $s(x)=f\left(x_{i-1}+0\right)$ for $x \in\left[x_{i-1}, x_{i}\right)$, $i=1,2, \ldots, n$, and $s(b)=s(b-0)$. Then $s \in S(1, n,[a, b])$ and

$$
\|f-s\|_{p} \leqslant(b-a)^{1 / p}\|f-s\|_{\infty} \leqslant \frac{V_{a}^{b} f(b-a)^{1 / p}}{n}
$$

which implies (6). ${ }^{\dagger}$
The estimate (7) follows from lemma 7.13 and the estimate (6) applied to $f^{(r)}$ with $p=1$.

### 7.3.2 Direct and converse theorems in $L_{p}(0<p<\infty)$

As already mentioned in section 3.5 , in order to obtain complete direct and converse theorems in approximation theory it is enough to prove pairs of adjusted inequalities of Jackson and Bernstein type. Now we follow this plan approximating by splines in $L_{p}(0<p<\infty)$ metric.

We begin with formulation of the main statements.
Theorem 7.3 (Jackson type inequality). Let $f \in B_{\sigma: k}^{\alpha}$, where $\alpha>0, \sigma=$

[^9]$(\alpha+1 / p)^{-1}, 0<p<\infty$ and $k \geqslant 1$. Then $f \in L_{p}(0,1)$ and
\[

$$
\begin{equation*}
S_{n}^{k}(f)_{p} \leqslant C \frac{\|f\|_{B^{\alpha} \cdot k}}{n^{\alpha}}, \quad n=1,2, \ldots \tag{8}
\end{equation*}
$$

\]

where $C=C(\alpha, p, k)$.
Theorem 7.4 (Bernstein type inequality). Let

$$
s \in S(k, n,[0,1]), \quad k, n \geqslant 1, \quad 0<p<\infty, \quad \alpha>0
$$

and $\sigma=(\alpha+1 / p)^{-1}$. Then

$$
\begin{equation*}
\|s\| B_{\sigma, k}^{\alpha} \leqslant C n^{\alpha}\|s\|_{p} \tag{9}
\end{equation*}
$$

where $C=C(\alpha, p, k)$. However, the estimate (9) does not hold in the case $p=\infty$.
According to theorem 3.16 in section 3.5 theorems 7.3 and 7.4 imply the following direct and converse theorems:

Theorem 7.5 (direct theorem). Let $f \in L_{p}(0,1), 0<p<\infty, \alpha>0, \quad \sigma=$ $(\alpha+1 / p)^{-1}$ and $k \geqslant 1$. Then

$$
S_{n}^{k}(f)_{p} \leqslant C K\left(f, n^{-\alpha} ; L_{p}, B_{\sigma, k}^{\alpha}\right), \quad n=1,2, \ldots,
$$

where $C=C(\alpha, p, k)$.
Theorem 7.6 (converse theorem). Let $f \in L_{p}(0,1), 0<p<\infty, \alpha>0, \sigma=$ $(\alpha+1 / p)^{-1}$ and $k \geqslant 1$. Then

$$
K\left(f, n^{-\alpha} ; L_{p}, B_{\sigma ; k}^{\alpha}\right) \leqslant C n^{-\alpha}\left(\sum_{v=1}^{n} \frac{1}{v}\left(v^{\alpha} S_{v}^{k}(f)_{p}\right)^{\lambda}\right)^{1 / \lambda}, \quad n=1,2, \ldots
$$

where $\lambda=\min \{\sigma, 1\}, C=C(\alpha, p, k)$.
As a consequence of theorems 7.5 and 7.6 we obtain similarly as in section 3.5 the following.

Corollary 7.2. Let $f \in L_{p}(0,1), 0<p<\infty, k \geqslant 1$ and let $\omega$ be nonnegative and nondecreasing function on $[0, \infty)$ such that $\omega(2 t) \leqslant 2^{\beta} \omega(t)$ for $t \geqslant 0(\beta \geqslant 0)$. Then we have

$$
S_{n}^{k}(f)_{p}=\mathrm{O}\left(n^{-\gamma} \omega\left(n^{-1}\right)\right), \quad 0<\beta+\gamma<\alpha \quad \text { iff } \quad K\left(f, t ; L_{p}, B_{\sigma, k}^{\alpha}\right)=\mathrm{O}\left(t^{\gamma / \alpha} \omega\left(t^{1 / \alpha}\right)\right)
$$

In particular

$$
S_{n}^{k}(f)_{p}=\mathrm{O}\left(n^{-\gamma}\right), \quad 0<\gamma<\alpha, \quad \text { iff } \quad K\left(f, t ; L_{p}, B_{\sigma, k}^{\alpha}\right)=\mathrm{O}\left(t^{\gamma / \alpha}\right) .
$$

Denote

$$
S_{q ; k}^{v}\left(L_{p}\right)=\left\{f \in L_{p}[0,1]:\|f\|_{S_{q ; k}^{\gamma}\left(L_{p}\right)}=\left(\sum_{v=0}^{\infty}\left(2^{v y} S_{2^{k}}^{k}(f)_{p}\right)^{q}\right)^{1 / q}<\infty\right\}
$$

and

$$
S_{\infty ; k}^{\gamma}\left(L_{p}\right)=\left\{f \in L_{p}[0,1]:\|f\|_{S_{x ; k}^{\gamma}\left(l_{p}\right)}=\sup _{n} n^{\gamma} S_{n}^{k}(f)_{p}<\infty\right\},
$$

where $L_{p}[0,1]=C_{[0,1]}$ when $p=\infty$.
As usually, we shall denote by $\left(X_{0}, X_{1}\right)_{\theta, q}$ the real interpolation space between quasi-normed spaces $X_{0}$ and $X_{1}$ with quasi-norm

$$
\|f\|_{\left(X_{0}, X_{1}\right) \theta, q}=\left(\sum_{v=0}^{\infty}\left(2^{v \theta} K\left(f, \frac{1}{2^{v}} ; X_{0}, X_{1}\right)\right)^{q}\right)^{1 / q}, \quad 0<q<\infty
$$

and

$$
\|f\|_{\left(X_{0}, X_{1}\right)_{\theta, \infty}}=\sup _{t>0} t^{-\theta} K\left(f, t ; X_{0}, X_{1}\right) .
$$

Corollary 7.3. Let $0<p<\infty, \gamma>0,0<q \leqslant \infty, k \geqslant 1, \alpha>\gamma$ and $\sigma=(\alpha+1 / p)^{-1}$. Then we have

$$
S_{q ; k}^{\gamma}\left(L_{p}\right)=\left(L_{p}, B_{\sigma ; k}^{\alpha}\right)_{\gamma / \alpha, q}
$$

with equivalent quasi-norms.
In order to prove theorem 7.3 we shall prove the following embedding result:

Theorem 7.7. Let $f \in B_{\sigma, p ; k}^{\alpha}, \alpha>0, \sigma=(\alpha+1 / p)^{-1}, 0<p<\infty, k \geqslant 1$. Then $f \in L_{p}(0,1)$ and

$$
\begin{equation*}
E_{k-1}(f)_{p} \leqslant C\|f\|_{B_{a, p ; k}^{\alpha}}, \tag{10}
\end{equation*}
$$

where $E_{k-1}(f)_{p}$ denotes the best approximation to $f$ in $L_{p}(0,1)$ by means of all polynomials of degree at most $k-1, C=C(\alpha, p, k)$.

According to inequality (3) in section 7.1, if $f \in B_{\sigma, \sigma ; k}^{\alpha}$ then $f \in B_{\sigma, p ; k}^{\alpha}$ and $\|f\|_{B_{\sigma, p k}^{\alpha}} \leqslant\|f\|_{B_{\sigma, \sigma k}^{\alpha}}$, since $\sigma<p$. Then by (10) it follows that, if $f \in B_{\sigma ; k}^{\alpha}$, then $f \in L_{p}$ and

$$
\begin{equation*}
E_{k-1}(f)_{p} \leqslant C\|f\|_{B_{, ; k}^{\alpha}}, \quad C=C(\alpha, p, k) . \tag{11}
\end{equation*}
$$

In order to prove theorem 7.7 we need some auxiliary statements.
Denote by $E(k, n)$ the set of all piecewise polynomial functions of degree $k-1$ with fixed knots at the points $i / n, i=0,1, \ldots, n$, i.e. $\varphi \in E(k, n)$ if $\varphi$ is a polynomial of degree $k-1$ in each interval $((i-1) / n, i / n), i=1,2, \ldots, n$. Denote

$$
E_{n}^{k}(f)_{p}=\inf _{\varphi \in E(k, n)}\|f-\varphi\|_{p}
$$

Lemma 7.14. If $f \in L_{p}(0,1), 0<p<\infty$ and $k \geqslant 1$, then

$$
E_{n}^{k}(f)_{p} \leqslant C \omega_{k}\left(f ; \frac{1}{k n}\right)_{p}, \quad n=1,2, \ldots
$$

where $C=C(p, k)$.

Proof. Denote $\Delta_{i}=((i-1) / n, i / n)$. By theorem 7.1 in section 7.1 there exists a polynomial $Q_{i}$ of degree $k-1$ such that

$$
\left\|f-Q_{i}\right\|_{L_{p}\left(\Delta_{i}\right)} \leqslant C \omega_{k}\left(f ; \frac{\left|\Delta_{i}\right|}{k}\right)_{p}, \quad C=C(k, p) .
$$

Hence, in view of lemma 7.2 in section 7.1 we have

$$
\begin{equation*}
\left\|f-Q_{i}\right\|_{L_{p}\left(\Delta_{i}\right)}^{p} \leqslant C_{1} n \int_{0}^{1 / k n} \int_{(i-1) / n}^{i / n-k u}\left|\Delta_{u}^{k} f(x)\right|^{p} \mathrm{~d} x \mathrm{~d} u . \tag{12}
\end{equation*}
$$

Put $\varphi(x)=Q_{i}(x)$ for $x \in \Delta_{i}, i=1,2, \ldots, n$. Then by (12) we get

$$
\begin{aligned}
\|f-\varphi\|_{L_{p}} & =\left(\sum_{i=1}^{n}\left\|f-Q_{i}\right\|_{L_{p}\left(\Delta_{i j}\right)}^{p}\right)^{1 / p} \\
& \leqslant C_{1} n\left(\int_{0}^{1 / k n}\left(\sum_{i=1}^{n} \int_{(i-1) / n}^{(i / n)-k u}\left|\Delta_{n}^{k} f(x)\right|^{p} \mathrm{~d} x\right) \mathrm{d} u\right)^{1 / p} \\
& \leqslant C_{1} n\left(\int_{0}^{1 / k n} \int_{0}^{1-k u}\left|\Delta_{u}^{k} f(x)\right|^{p} \mathrm{~d} x \mathrm{~d} u\right)^{1 / p} \leqslant C_{1} \omega_{k}\left(f ; \frac{1}{k n}\right)_{p} .
\end{aligned}
$$

Lemma 7.14 shows that in order to prove theorem 7.7 it suffices to prove that $f \in L_{p}(0,1)$ and

$$
\begin{equation*}
E_{k-1}(f)_{p} \leqslant C\left(\sum_{v=0}^{\infty}\left(2^{v \alpha} E_{2_{v}^{k}}^{k}(f)_{q}\right)^{p}\right)^{1 / p}, \quad C=C(\alpha, p, k) . \tag{13}
\end{equation*}
$$

The estimate (13) will be proved by using the following.
Lemma 7.15. Let $0<\sigma<p<\infty$ and let there exist a sequence $\left\{u_{n}\right\}_{n=1}^{\infty}$ of nonnegative functions $u_{n} \in L_{\infty}(0,1)$ such that

$$
\begin{equation*}
\left\|u_{n}\right\|_{\sigma} \leqslant \lambda_{n}, \quad \lambda_{n+1} \leqslant \beta \lambda_{n}, \quad n=1,2, \ldots, \quad \text { where } 0<\beta<1, \tag{14}
\end{equation*}
$$

and for some $\delta_{n}>0$ and any $r(\sigma<r \leqslant \infty)$ we have

$$
\begin{equation*}
\left\|u_{n}\right\|_{r} \leqslant C(\sigma, r) \delta_{n}^{1 / \sigma-1 / r \lambda_{n}}, \quad n=1,2, \ldots \tag{15}
\end{equation*}
$$

Then we have for the function $f=\sum_{n=1}^{\infty} u_{n} f \in L_{p}(0,1)$ and

$$
\begin{equation*}
\|f\|_{p} \leqslant C(\sigma, p, \beta)\left(\sum_{n=1}^{\infty} \delta_{n}^{p / \sigma-1} \lambda_{n}^{p}\right)^{1 / p} \tag{16}
\end{equation*}
$$

This lemma we shall prove applying several times Hölder's inequality for sums and integrals, the inequality (3) from section 7.1 and Abel's transformation:

$$
\begin{equation*}
\sum_{n=1}^{N} u_{n} v_{n}=\sum_{n=1}^{N-1} U_{n}\left(v_{n}-v_{n+1}\right)+U_{N} v_{N} \tag{17}
\end{equation*}
$$

where $U_{n}=\sum_{k=1}^{n} u_{k}$ for $n=1,2, \ldots, N$ and also

$$
\begin{equation*}
\sum_{n=1}^{N} u_{n} v_{n}=\sum_{n=2}^{N} U_{n}^{*}\left(v_{n}-v_{n-1}\right)+U_{1}^{*} v_{1} \tag{18}
\end{equation*}
$$

where $U_{n}^{*}=\sum_{k=n}^{N} u_{k}$ for $n=1,2, \ldots, N$.
We shall use also the following.

Lemma 7.16. Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}$ be nonnegative numbers and $1 \leqslant p<\infty$. Then we have

$$
\begin{equation*}
\sum_{n=1}^{N} \alpha_{n}\left(\sum_{v=n}^{N} \alpha_{v}\right)^{p} \leqslant p^{p} \sum_{n=1}^{N} \alpha_{n}\left(\sum_{v=1}^{n} \alpha_{v}\right)^{p} \tag{19}
\end{equation*}
$$

Proof. Obviously $b^{p}-a^{p} \leqslant p b^{p-1}(b-a)$ when $0<a<b, p \geqslant 1$. Using this inequality and Abel's transformation (17) with $u_{v}=\alpha_{v}$ and $v_{v}=\left(\sum_{s=v}^{N} \alpha_{s}\right)^{p}$ we get

$$
\begin{aligned}
A & =\sum_{n=1}^{N} \alpha_{n}\left(\sum_{v=n}^{N} \alpha_{v}\right)^{p}=\sum_{n=1}^{N-1}\left(\sum_{v=1}^{n} \alpha_{v}\right)\left(\left(\sum_{v=n}^{N} \alpha_{v}\right)^{p}-\left(\sum_{v=n+1}^{N} \alpha_{v}\right)^{p}\right)+\left(\sum_{v=1}^{N} \alpha_{v}\right) \alpha_{N}^{p} \\
& \leqslant p \sum_{n=1}^{N-1}\left(\sum_{v=1}^{n} \alpha_{v}\right)^{2}\left(\sum_{v=n}^{N} \alpha_{v}\right)^{p-1}+\alpha_{N}^{p} \sum_{v=1}^{N} \alpha_{v} \\
& \leqslant p \sum_{n=1}^{N} \alpha_{n}\left(\sum_{v=n}^{N} \alpha_{v}\right)^{p-1}\left(\sum_{v=1}^{n} \alpha_{v}\right)
\end{aligned}
$$

Hence, if $p=1$, then (19) is proved. Let $p>1$. Then applying Hölder's inequality to the last sum we obtain

$$
\begin{aligned}
A & \leqslant p\left\{\sum_{n=1}^{N} \alpha_{n}\left(\sum_{v=n}^{N} \alpha_{v}\right)^{p}\right\}^{1-1 / p}\left\{\sum_{n=1}^{N} \alpha_{n}\left(\sum_{v=1}^{n} \alpha_{v}\right)^{p}\right\}^{1 / p} \\
& =p A^{1-1 / p}\left\{\sum_{n=1}^{N} \alpha_{n}\left(\sum_{v=1}^{n} \alpha_{v}\right)^{p}\right\}^{1 / p}
\end{aligned}
$$

which implies (19).

Proof of lemma 7.15. Consider the case $p \geqslant 2, \sigma \geqslant 1$. Put $S_{N}=\sum_{n=1}^{N} u_{n}$. By lemma 7.17 and the inequality $(a+b)^{r} \leqslant 2^{r-1}\left(a^{r}+b^{r}\right)$, where $a, b \geqslant 0, r \geqslant 1$, we get

$$
\begin{aligned}
S_{N}^{p} & =\sum_{n=1}^{N} u_{n}\left(\sum_{n=1}^{N} u_{n}\right)^{p-1} \leqslant 2^{p-2}\left\{\sum_{n=1}^{N} u_{n}\left(\sum_{v=n}^{N} u_{v}\right)^{p-1}+\sum_{n=1}^{N} u_{n}\left(\sum_{v=1}^{n} u_{v}\right)^{p-1}\right\} \\
& \leqslant C(p) \sum_{n=1}^{N} u_{n}\left(\sum_{v=1}^{n} u_{v}\right)^{p-1} .
\end{aligned}
$$

Now, by Hölder's and Minkovski's inequalities we obtain

$$
\begin{align*}
\int_{0}^{1} S_{N}^{p}(x) \mathrm{d} x & \leqslant C(p) \sum_{n=1}^{N} \int_{0}^{1} u_{n}(x)\left(\sum_{v=1}^{n} u_{v}(x)\right)^{p-1} \mathrm{~d} x \\
& \leqslant C(p) \sum_{n=1}^{N}\left\|u_{n}\right\|_{\sigma}\left\|\left(\sum_{v=1}^{n} u_{v}\right)^{p-1}\right\|_{\sigma^{\prime}} \\
& \leqslant C(p) \sum_{n=1}^{N}\left\|u_{n}\right\|_{\sigma}\left(\sum_{v=1}^{n}\left\|u_{v}\right\|_{\sigma^{\prime}(p-1)}\right)^{p-1} \\
& \leqslant C(p) \sum_{n=1}^{N} \lambda_{n}\left(\sum_{v=1}^{n}\left\|u_{v}\right\|_{\sigma^{\prime}(p-1)}\right)^{p-1}=C(p) A_{N} \tag{20}
\end{align*}
$$

where $1 / \sigma+1 / \sigma^{\prime}=1$.
We continue applying Abel's transformation (18) and obtain

$$
\begin{aligned}
A_{N}= & \sum_{n=2}^{N}\left(\sum_{v=n}^{N} \lambda_{v}\right)\left\{\left(\sum_{v=1}^{n}\left\|u_{v}\right\|_{\sigma^{\prime}(p-1)}\right)^{p-1}-\left(\sum_{v=1}^{n-1}\left\|u_{v}\right\|_{\sigma^{\prime}(p-1)}\right)^{p-1}\right\} \\
& +\left(\sum_{v=1}^{N} \lambda_{v}\right)\left(\left\|u_{1}\right\|_{\sigma^{\prime}(p-1)}\right)^{p-1} \\
\leqslant & (p-1) \sum_{n=1}^{N}\left(\sum_{v=n}^{N} \lambda_{v}\right)\left\|u_{n}\right\|_{\sigma^{\prime}(p-1)}\left(\sum_{v=1}^{n}\left\|u_{v}\right\|_{\sigma^{\prime}(p-1)}\right)^{p-2}
\end{aligned}
$$

By (14) it follows that

$$
\sum_{v=n}^{N} \lambda_{v} \leqslant \lambda_{n} \sum_{v=0}^{\infty} \beta^{v}=\frac{1}{1-\beta} \lambda_{n}
$$

Using the above inequalities and again Hölder's inequality we get

$$
\begin{aligned}
A_{N} & \leqslant C(p, \beta) \sum_{n=1}^{N} \lambda_{n}\left\|u_{n}\right\|_{\sigma^{\prime}(p-1)}\left(\sum_{v=1}^{n}\left\|u_{v}\right\|_{\sigma^{\prime}(p-1)}\right)^{p-2} \\
& \leqslant C(p, \beta)\left(\sum_{n=1}^{N} \lambda_{n}\left\|u_{n}\right\|_{\sigma^{\prime}(p-1)}^{p-1}\right)^{1 /(p-1)}\left(\sum_{n=1}^{N} \lambda_{n}\left(\sum_{v=1}^{n}\left\|u_{v}\right\|_{\sigma^{\prime}(p-1)}\right)^{p-1}\right)^{(p-2) /(p-1)} \\
& =C(p, \beta) A_{N}^{(p-2) /(p-1)}\left(\sum_{n=1}^{N} \lambda_{n}\left\|u_{n}\right\|_{\sigma^{\prime}(p-1)}^{p-1}\right)^{1 /(p-1)}
\end{aligned}
$$

Hence

$$
\begin{equation*}
A_{N} \leqslant C_{1}(p, \beta) \sum_{n=1}^{N} \lambda_{n}\left\|u_{n}\right\|_{\sigma^{\prime}(p-1)}^{p-1} \tag{21}
\end{equation*}
$$

We have $\sigma^{\prime}(p-1)=\sigma(p-1) /(\sigma-1)>\sigma$ and by (15)

$$
\begin{equation*}
\left\|u_{n}\right\|_{\sigma^{\prime}(p-1)}^{p-1} \leqslant C(\sigma, p) \delta_{n}^{p / \sigma-1} \lambda_{n}^{p-1} . \tag{22}
\end{equation*}
$$

The estimates (20), (21) and (22) entail

$$
\left\|S_{N}\right\|_{p}^{p} \leqslant C(\sigma, p, \beta) \sum_{n=1}^{N} \delta_{n}^{p / \sigma-1} \lambda_{n}^{p}
$$

which implies (16).
Now let $1 \leqslant \sigma<p<2$. Put $v_{n}=\left(u_{n}\right)^{p / 2}$. Then

$$
\begin{equation*}
\left(\sum_{n=1}^{N} u_{n}\right)^{p}=\left\{\left(\sum_{n=1}^{N} v_{n}^{2 / p}\right)^{p / 2}\right\}^{2} \leqslant\left(\sum_{n=1}^{N} v_{n}\right)^{2} . \tag{23}
\end{equation*}
$$

Write $q=2 \sigma / p(q>1)$. We have

$$
\left\|v_{n}\right\|_{q}=\left(\int_{0}^{1} u_{n}^{\sigma}(x) \mathrm{d} x\right)^{p / 2 \sigma}=\left\|u_{n}\right\|_{\sigma}^{p / 2} \leqslant \lambda_{n}^{p / 2}=\theta_{n} .
$$

Thus $\left\{v_{n}\right\}_{n=1}^{\infty}$ satisfies (14). On the other hand, if $q<r<\infty$, then $s=\frac{1}{2} p r>\sigma$ and by (15) we have

$$
\left\|v_{n}\right\|_{r}=\|u\|_{s}^{p / 2} \leqslant C \delta_{n}^{p(1 / \sigma-1 / s) / 2} \lambda_{n}^{p / 2}=C \delta_{n}^{1 / q-1 / r} \theta_{n} .
$$

Consequently, $\left\{v_{n}\right\}_{n=1}^{\infty}$ satisfies the assumptions of lemma 7.15 in the case already considered ( $1<q<2$ ) and we obtain using (23)

$$
\|f\|_{p}^{p} \leqslant\left\|\sum_{n=1}^{\infty} v_{n}\right\|_{2}^{2} \leqslant C(\sigma, p, \beta) \sum_{n=1}^{\infty} \delta_{n}^{2 / q-1} \theta_{n}^{2}=C(\sigma, p, \beta) \sum_{n=1}^{\infty} \delta_{n}^{p / \sigma-1} \lambda_{n}^{p} .
$$

The case $0<\sigma<1, \sigma<p<\infty$ is considered similarly. Put $v_{n}=u_{n}^{\sigma}$, then

$$
\left(\sum_{n=1}^{\infty} u_{n}\right)^{p} \leqslant\left(\sum_{n=1}^{\infty} v_{n}\right)^{p / \sigma}
$$

and

$$
\left\|v_{n}\right\|_{1}=\int_{0}^{1} u_{n}^{\sigma}(x) \mathrm{d} x \leqslant \lambda_{n}^{\sigma}=\eta_{n} .
$$

We have for $1<r<\infty\left\|v_{n}\right\|_{r} \leqslant C \delta_{n}^{1-1 / r} \eta_{n}$. Put $s=p / \sigma(s>1)$. Then we obtain as above

$$
\|f\|_{p}^{p} \leqslant\left\|\sum_{n=1}^{\infty} v_{n}\right\|_{s}^{s} \leqslant C(\sigma, p, \beta) \sum_{n=1}^{\infty} \delta_{n}^{s-1} \eta_{n}^{s}=C(\sigma, p, \beta) \sum_{n=1}^{\infty} \delta_{n}^{p / \sigma-1} \lambda_{n}^{p} .
$$

Proof of theorem 7.7. As already mentioned, in order to prove theorem 7.7 it is sufficient to prove that $f \in L_{p}(0,1)$ and the estimate (13).

Choose $\varphi_{2^{n}} \in E\left(k, 2^{n}\right)$ such that

$$
\begin{equation*}
\left\|f-\varphi_{2^{n}}\right\|_{\sigma}=E_{2^{n}}^{k}(f)_{\sigma}, \quad n=0,1, \ldots \tag{24}
\end{equation*}
$$

Now, we define by induction integers $n_{0}=0<n_{1}<n_{2}<\cdots$ such that

$$
\begin{equation*}
E_{2^{n_{i}+1}}^{k}(f)_{\sigma} \leqslant \frac{1}{3^{1 / \gamma}} E_{2^{n_{i}}}^{k}(f)_{\sigma} \leqslant E_{2^{n_{i+1}-1}}^{k}(f)_{\sigma} \tag{25}
\end{equation*}
$$

for $i=0,1, \ldots$, where $\gamma=\min \{1, \sigma\}$.
Put $u_{i}=\left|\varphi_{2^{n_{i}}}-\varphi_{2^{n_{i}-1}}\right|$. Then by Minkovski's inequality when $1 \leqslant \sigma<\infty$ and inequality (1) in section 7.1 when $0<p<1$, using (24) and (25), we get

$$
\begin{aligned}
\left\|u_{i+1}\right\|_{\sigma}^{\gamma} & =\left\|\varphi_{2^{n_{i+1}}}-\varphi_{2^{n_{i}}}\right\|_{\sigma}^{\gamma} \geqslant\left\|f-\varphi_{2^{n_{i}}}\right\|_{\sigma}^{\gamma}-\left\|f-\varphi_{2^{n_{i+1}}}\right\|_{\sigma}^{\gamma} \\
& =E_{2^{n_{i}}}(f)_{\sigma}^{\gamma}-E_{2^{n_{i+1}}}^{k}(f)_{\sigma}^{\gamma} \geqslant 2 E_{2^{n_{i+1}}}^{k}(f)_{\sigma}^{\gamma}
\end{aligned}
$$

and

$$
\left\|u_{i+1}\right\|_{\sigma}^{\gamma} \leqslant E_{2^{n_{i}}}^{k_{i}}(f)_{\sigma}^{\gamma}+E_{2^{n_{i+1}}}^{k}(f)_{\sigma}^{\gamma} \leqslant \frac{4}{3} E_{2^{n_{i}}}^{k}(f)_{\sigma}^{\gamma}
$$

Hence

$$
\begin{equation*}
\left\|u_{i+1}\right\|_{\sigma} \leqslant\left(\frac{2}{3}\right)^{1 / \gamma}\left\|u_{i}\right\|_{\sigma}, \quad i=1,2, \ldots \tag{26}
\end{equation*}
$$

The following inequality holds:

$$
\begin{equation*}
\left\|u_{i}\right\|_{r} \leqslant C \cdot 2^{n_{i}(1 / \sigma-1 / r)}\left\|u_{i}\right\|_{\sigma} \tag{27}
\end{equation*}
$$

where $\sigma<r \leqslant \infty, C=C(k, p, r)$.
Indeed, by lemma 7.3 in section 7.1 we have

$$
\left\|u_{i}\right\|_{L_{r}\left(\Delta_{v}\right)} \leqslant C\left|\Delta_{v}\right|^{1 / r-1 / \sigma}\left\|u_{i}\right\|_{L_{\sigma}\left(\Delta_{v}\right)}, \quad C=C(k, r)
$$

where $\Delta_{v}=\left((v-1) / 2^{n_{i}}, v / 2^{n_{i}}\right), v=1,2, \ldots, 2^{n_{i}}$. Then in view of inequality (3) in section 7.1 we get

$$
\begin{aligned}
\left\|u_{i}\right\|_{r} & =\left(\sum_{v=1}^{2^{n_{i}}}\left\|u_{i}\right\|_{L_{r}\left(\Delta_{v}\right)}^{r}\right)^{1 / r} \\
& \leqslant C 2^{n_{i}(1 / \sigma-1 / r)}\left(\sum_{v=1}^{2^{n_{i}}}\left\|u_{i}\right\|_{L_{\sigma}\left(\Delta_{v}\right)}^{r}\right)^{1 / r} \\
& \leqslant C 2^{n_{i}(1 / \sigma-1 / r)}\left(\sum_{v=1}^{2^{n_{i}}}\left\|u_{i}\right\|_{L_{\sigma}\left(\Lambda_{v}\right)}^{\sigma}\right)^{1 / \sigma}=C \cdot 2^{n_{i}(1 / \sigma-1 / r)}\left\|u_{i}\right\|_{\sigma} .
\end{aligned}
$$

Inequality (27) is proved.
Put $\lambda_{i}=\left\|u_{i}\right\|_{\sigma}, \delta_{i}=2^{n_{i}}, i=1,2, \ldots$. Inequalities (26) and (27) indicate that the requirements of lemma 7.15 are fulfilled. Therefore we have

$$
\begin{equation*}
\left\|\sum_{i=1}^{\infty} u_{i}\right\|_{p} \leqslant C(k, p, \sigma)\left(\sum_{i=1}^{\infty} 2^{n_{i}(p / \sigma-1)}\left\|u_{i}\right\|_{\sigma}^{p}\right)^{1 / p} \tag{28}
\end{equation*}
$$

By (24) and (25) we get as above

$$
\begin{aligned}
2^{n_{i}(p / \sigma-1)}\left\|u_{i}\right\|_{\sigma}^{p} & \leqslant C(\sigma, p) 2^{n_{i}(p / \sigma-1)}\left(E_{2^{n_{i}}}^{k}(f)_{\sigma}^{p}+E_{2^{n_{i}-1}}^{k_{1}}(f)_{\sigma}^{p}\right) \\
& \leqslant C_{1}(\sigma, p) 2^{\left(n_{i}-1\right)(p / \sigma-1)} E_{2^{n_{i}-1}}^{k_{i}}(f)_{\sigma}^{p} .
\end{aligned}
$$

Combining these estimates together with (28) we get

$$
\begin{align*}
\left\|\sum_{i=1}^{\infty} u_{i}\right\|_{p} & \leqslant C(k, \sigma, p)\left(\sum_{i=0}^{\infty} 2^{n_{i}(p / \sigma-1)} E_{2^{n}}^{k}(f)_{\sigma}^{p}\right)^{1 / p} \\
& \leqslant C(k, \sigma, p)\left(\sum_{n=0}^{\infty}\left(2^{n(1 / \sigma-1 / p)} E_{2^{n}}^{k}(f)_{\sigma}\right)^{p}\right)^{1 / p} . \tag{29}
\end{align*}
$$

Since $f \in L_{\sigma}(0,1)$ and by the definition of $\varphi_{2^{n}}$ it follows that the series

$$
\sum_{i=1}^{\infty}\left(\varphi_{\left.\left.2^{n_{i}}-\varphi_{2^{n_{i-1}}}\right), ~\right) ~}^{\text {and }}\right.
$$

represents the function $f-\varphi_{1}$ in $L_{\sigma}(0,1)$. The inequality (29) shows that the same series converges in $L_{p}(0,1)$. Therefore $f \in L_{p}(0,1)$ and by (29)

$$
E_{k-1}(f)_{p} \leqslant\left\|f-\varphi_{1}\right\|_{p} \leqslant C(k, p, \alpha)\left(\sum_{n=0}^{\infty}\left(2^{n \alpha} E_{2 n}^{k}(f)_{\sigma}\right)^{p}\right)^{1 / p} .
$$

Theorem 7.7 is proved.
Proof of theorem 7.3. In order to prove theorem 7.3 we shall use theorem 7.7, more precisely the estimate (11). Of course estimate (11) holds also with the following quasi-norm in the right-hand side (see section 7.2):

$$
\begin{equation*}
\|f\|_{B_{0, k}}^{(2)}=\left(\int_{0}^{1 / k}\left(t^{-\alpha}\left\|\Delta_{t}^{k} f(\cdot)\right\|_{L_{\sigma}(0,1-k t)}\right)^{\sigma} \frac{\mathrm{d} t}{t}\right)^{1 / \sigma} . \tag{30}
\end{equation*}
$$

Now we transform the estimate (11) with quasi-norm (30) to an arbitrary interval $\Delta=(u, v) \subset(0,1)$. Consider the function $g(x)=f(u+(v-u) x), x \in(0,1)$. By (11) we have

$$
\begin{equation*}
E_{k-1}(g)_{L_{p}(0.1)} \leqslant C\|g\|_{B_{a}^{x}, k}^{(2)} . \tag{31}
\end{equation*}
$$

Clearly

$$
\begin{aligned}
E_{k-1}(g)_{L_{p}(0,1)} & =\inf _{Q \in P_{k-1}}\left(\int_{0}^{1}|f(u+(v-u) x)-Q(x)|^{p} \mathrm{~d} x\right)^{1 / p} \\
& =\frac{1}{(v-u)^{1 / p}} \inf _{P \in P_{k-1}}\left(\int_{u}^{v}|f(t)-P(t)|^{p} \mathrm{~d} t\right)^{1 / p} \\
& =\frac{1}{|\Delta|^{1 / p}} E_{k-1}(f)_{L_{p}(\Delta)} .
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
E_{k-1}(g)_{L_{p}(0,1)}=\frac{1}{|\Delta|^{1 / p}} E_{k-1}(f)_{L_{p}(\Delta)} . \tag{32}
\end{equation*}
$$

On the other hand we have

$$
\begin{aligned}
\left\|\Delta_{t}^{k} g(\cdot)\right\|_{L_{\sigma}(0,1-k t)} & =\left(\int_{0}^{1-k t}\left|\Delta_{|\Delta| t}^{k} f(u+(v-u) x)\right|^{\sigma} \mathrm{d} x\right)^{1 / \sigma} \\
& =\frac{1}{|\Delta|^{1 / \sigma}}\left(\int_{u}^{v-k|\Delta| t}\left|\Delta_{|\Delta| t}^{k} f(y)\right|^{\sigma} \mathrm{d} y\right)^{1 / \sigma} \\
& =\frac{1}{|\Delta|^{1 / \sigma}}\left\|\Delta_{\Delta \Delta t}^{k} f(\cdot)\right\|_{L_{\sigma}(u, v-k|\Delta| t)}
\end{aligned}
$$

where we have substituted $y=u+(v-u) x$. Now substituting $|\Delta| t=h$ we get

$$
\begin{aligned}
\|g\|_{B_{\sigma, k}^{\sigma}}^{(2)} & =\left(\int_{0}^{1 / k}\left(t^{-\alpha}\left\|\Delta_{t}^{k} g(\cdot)\right\|_{L_{\sigma}(0,1-k t)}\right) \frac{\mathrm{d} t}{t}\right)^{1 / \sigma} \\
& =\left(\int_{0}^{1 / k}\left(\frac{\left\|\Delta_{\Delta \Delta t t}^{k} f(\cdot)\right\|_{L_{L^{(u, t-k|\Delta| t)}}}}{|\Delta|^{1 / \sigma} t^{\alpha}}\right)^{\sigma} \frac{\mathrm{d} t}{t}\right)^{1 / \sigma} \\
& =\frac{1}{|\Delta|^{1 / p}}\left(\int_{0}^{1 \Delta \mid / k}\left(h^{-\alpha}\left\|\Delta_{h}^{k} f(\cdot)\right\|_{L_{\sigma}(u, v-k h)}\right)^{\sigma} \frac{\mathrm{d} h}{h}\right)^{1 / \sigma} .
\end{aligned}
$$

## Denote

$$
\|f\|_{B(u, v)}=\left(\int_{0}^{(v-u) / k}\left(t^{-\alpha}\left\|\Delta_{t}^{k} f(\cdot)\right\|_{L_{\sigma}(u, v-k t)}\right)^{\mathrm{d} t} \frac{1}{t}\right)^{1 / \sigma}
$$

The previous equalities together with (31) and (32) imply that for each interval $\Delta=(u, v) \subset(0,1)$

$$
\begin{equation*}
E_{k-1}(f)_{L_{p}(\Delta)} \leqslant C\|f\|_{B(u, v)} \tag{33}
\end{equation*}
$$

Let $n \geqslant 1$. We define by induction points $x_{0}, x_{1}, \ldots$ Set $x_{0}=0$. Let $x_{0}$, $x_{1}, \ldots, x_{i-1}$ be already defined such that $0=x_{0}<x_{1}<\cdots<x_{i-1}<1$. Now we define $x_{i}$ as follows:

$$
x_{i}=\sup \left\{y: x_{i-1}<y \leqslant 1,\|f\|_{B\left(x_{i-1}, 1\right)}^{\sigma} \leqslant \frac{1}{n}\|f\|_{B(0,1)}^{\sigma}\right\} .
$$

Suppose $x_{m} \leqslant 1$ for some $m \geqslant 1$. Denote $\Delta_{i}=\left(x_{i-1}, x_{i}\right)$. Then we have

$$
\begin{aligned}
\sum_{i=1}^{m}\|f\|_{B\left(\Delta_{i}\right)}^{\sigma} & \left.=\sum_{i=1}^{m} \int_{0}^{\left|\Delta_{i}\right| / k} t^{-\alpha \sigma}\left\|\Delta_{t}^{k} f(\cdot)\right\|_{L_{\sigma}\left(x_{i}-1\right.}^{\sigma}, x_{i}-k t\right) \\
& \frac{\mathrm{d} t}{t} \\
& =\int_{0}^{1 / k} t^{-\alpha \sigma}\left(\sum_{\left|\Delta_{i}\right| \geqslant k t}\left\|\Delta_{t}^{k} f(\cdot)\right\|_{L_{\sigma}\left(x_{i-1}, x_{i}-k t\right)}^{\sigma}\right) \frac{\mathrm{d} t}{t} \\
& \leqslant \int_{0}^{1 / k} t^{-\alpha \sigma}\left\|\Delta_{t}^{k} f(\cdot)\right\|_{L_{\sigma}(0,1-k t)}^{\sigma} \frac{\mathrm{d} t}{t}=\|f\|_{B(0,1)}
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
\sum_{i=1}^{m}\|f\|_{B\left(\Delta_{i}\right)}^{\sigma} \leqslant\|f\|_{B(0,1)}^{\sigma} \tag{34}
\end{equation*}
$$

On the other hand the function $F(v)=\|f\|_{B(u, v)},(u, v) \subset(0,1)$, is obviously continuous and nondecreasing for $v \in(u, 1]$. Hence

$$
\|f\|_{B\left(\Delta_{i}\right)}^{\sigma}=\frac{1}{n}\|f\|_{B(0,1)}^{\sigma}, \quad i=1,2, \ldots, m-1
$$

These equalities and (34) imply that there exists $m \leqslant n$ such that $x_{m}=1$. Also, by the definition of $x_{0}, x_{1}, \ldots, x_{m}$ it follows that

$$
\begin{equation*}
\|f\|_{B\left(\Delta_{i}\right)}^{\sigma} \leqslant \frac{1}{n}\|f\|_{B(0,1)}^{\sigma}, \quad i=1,2, \ldots, m \tag{35}
\end{equation*}
$$

Now we apply the estimate (33) to the function $f$ in each interval $\Delta_{i}$. In view of (35) we get

$$
E_{k-1}(f)_{L_{p}\left(\Delta_{i}\right)} \leqslant \frac{C}{n^{1 / \sigma}}\|f\|_{B_{\sigma \cdot k}^{x}}^{(2)}, \quad i=1,2, \ldots, m, m \leqslant n .
$$

Hence

$$
S_{n}^{k}(f)_{p} \leqslant\left(\sum_{i=1}^{m} E_{k-1}(f)_{L_{p}\left(\Delta_{i}\right)}^{p}\right)^{1 / p} \leqslant C \frac{\|f\|_{B_{\pi ; k}}^{(2)}}{n^{\alpha}}
$$

Proof of theorem 7.4. Here we shall use the following Besov quasi-norm (see section 7.2):

$$
\|f\|_{B_{\sigma ; k}^{\alpha}}=\left(\int_{0}^{1}\left(t^{-\alpha} \omega_{k}(f ; t)_{\sigma}\right)^{\sigma} \frac{\mathrm{d} t}{t}\right)^{1 / \sigma}
$$

Let $s \in S(k, n,[0,1])$. Then there exists a partition of $[0,1], 0=x_{0}<$ $x_{1}<\cdots<x_{n}=1$ and polynomials $Q_{i} \in P_{k-1}, i=1,2, \ldots, n$, such that $s(x)=$ $Q_{i}(x)$ for $x \in \Delta_{i}=\left(x_{i-1}, x_{i}\right), i=1,2, \ldots, n$.

We need to estimate $\omega_{k}(s, t)_{\sigma}$ for fixed $t \in(0,1)$. Observe that, since $s(x)=Q_{i}(x), x \in \Delta_{i}$ and $Q_{i} \in P_{k-1}, \Delta_{h}^{k} s(x)=0$ for $x, x+k h \in \Delta_{i}$. Hence

$$
\begin{align*}
\omega_{k}(s ; t)_{\sigma}^{\sigma} & =\sup _{0<h \leqslant t} \int_{0}^{1-k h}\left|\Delta_{h}^{k} s(x)\right|^{\sigma} \mathrm{d} x \\
& \leqslant C\left\{\sum_{\mid \Delta_{i} \leqslant k t} \int_{\Delta_{i}}|s(x)|^{\sigma} \mathrm{d} x+\sum_{\left|\Delta_{i}\right|>k t}\left(\int_{\Delta_{i}^{\prime}}|s(x)|^{\sigma} \mathrm{d} x+\int_{\Delta_{i}^{\prime \prime}}|s(x)|^{\sigma} \mathrm{d} x\right)\right\} \tag{36}
\end{align*}
$$

where $\Delta_{i}^{\prime}=\left(x_{i-1}, x_{i-1}+k t\right), \Delta_{i}^{\prime \prime}=\left(x_{i}-k t, x_{i}\right)$, the first sum is taken over all $i$ such that $\left|\Delta_{i}\right| \leqslant k t$ and the second sum over all $i$ such that $\left|\Delta_{i}\right|>k t$.

Next, we shall make use of the following inequalities:

$$
\begin{align*}
& \left(\int_{\Delta_{i}}|s(x)|^{\sigma} \mathrm{d} x\right)^{1 / \sigma}=\|s\|_{L_{\sigma}\left(\Delta_{i}\right)} \leqslant\left|\Delta_{i}\right|^{\alpha}\|s\|_{L_{p}\left(\Delta_{i}\right)},  \tag{37}\\
& \left(\int_{\Delta_{i}^{\prime}}|s(x)|^{\sigma} \mathrm{d} x\right)^{1 / \sigma}=\|s\|_{L_{\sigma}\left(\Delta_{i}^{\prime}\right)} \leqslant C t^{1 / \sigma}\left|\Delta_{i}\right|^{-1 / p}\|s\|_{L_{p}\left(\Delta_{i}\right)},  \tag{38}\\
& \left(\int_{\Delta_{i}^{\prime \prime}}|s(x)|^{\sigma} \mathrm{d} x\right)^{1 / \sigma} \leqslant C t^{1 / \sigma}\left|\Delta_{i}\right|^{-1 / p}\|s\|_{I_{p}\left(\Delta_{i}\right)}, \tag{39}
\end{align*}
$$

where $C=C(p, \alpha, k)$.
The inequality (37) follows from Hölder's inequality. In order to prove estimates (38) and (39) we shall apply again Hölder's inequality and the right-hand-side inequality from lemma 7.3 in section 7.1. We get

$$
\|s\|_{L_{a^{\prime}}\left(\Delta_{i}^{\prime}\right)} \leqslant\left|\Delta_{i}^{\prime}\right|^{1 / \sigma}\|s\|_{L_{\alpha_{x}}\left(\Delta_{i}^{\prime}\right)} \leqslant(k t)^{1 / \sigma}\|s\|_{L_{x}\left(\Delta_{i}\right)} \leqslant C t^{1 / \sigma}\left|\Delta_{i}\right|^{-1 / p}\|s\|_{L_{p}\left(\Delta_{i}\right)} .
$$

The estimate (39) can be proved similarly.
Combining (36) with (37)-(39) we obtain

$$
\omega_{k}(s ; t)_{\sigma}^{\sigma} \leqslant C\left\{\sum_{\left|\Delta_{i}\right| \leqslant k t}\left|\Delta_{i}\right|^{\alpha \sigma}\|S\|_{L_{p}\left(\Delta_{i}\right)}^{\sigma}+\sum_{\left|\Delta_{i}\right\rangle k t} t\left|\Delta_{i}\right|^{-\sigma / p}\|s\|_{L_{p}\left(\Delta_{i}\right)}^{\sigma}\right\} .
$$

Now we are ready to estimate $\|s\|_{B_{\sigma, k}^{z}}$. Applying the above estimate for $\omega_{k}(f ; t)_{\sigma}$ we get

$$
\begin{aligned}
\int_{0}^{1}\left(t^{-\alpha} \omega_{k}(s ; t)_{\sigma}\right)^{\sigma} \frac{\mathrm{d} t}{t} \leqslant & C \int_{0}^{1} t^{-\alpha \sigma-1}\left(\sum_{\left|\Delta_{i}\right| \leqslant k t}\left|\Delta_{i}\right|^{\alpha \sigma}\|s\|_{L_{p}\left(\Delta_{i}\right)}^{\sigma}\right. \\
& \left.+\sum_{\left|\Delta_{i}\right|>k t} t\left|\Delta_{i}\right|^{-\sigma / p}\|s\|_{L_{p}\left(\Delta_{i}\right)}^{\sigma}\right) \mathrm{d} t \\
\leqslant & C \sum_{i=1}^{n}\left(\left|\Delta_{i}\right|^{\alpha \sigma}\|s\|_{L_{p}\left(\Delta_{i}\right)}^{\sigma} \int_{\left|\Delta_{i}\right| / k}^{\infty} t^{-\alpha \sigma-1} \mathrm{~d} t\right. \\
& \left.+\left|\Delta_{i}\right|^{-\sigma / p}\|s\|_{L_{p}\left(\Delta_{i}\right)}^{\sigma} \int_{0}^{\Delta_{i} \mid k} t^{-\alpha \sigma} \mathrm{d} t\right) \\
\leqslant & C \sum_{i=1}^{n}\|s\|_{L_{p}\left(\Delta_{i}\right)}^{\sigma} \leqslant C\left(\sum_{i=1}^{n}\|s\|_{L_{p}\left(\Delta_{i}\right)}^{p}\right)^{\sigma / p} n^{1-\sigma / p} \\
= & C n^{\alpha \sigma}\|s\|_{L_{p}(0,1)}^{\sigma},
\end{aligned}
$$

where we have applied the discrete variant of Hölder's inequality. These last estimates imply (9).

It remains to prove that the inequality (9) does not hold in the case $p=\infty$.

Consider the spline

$$
s(x)= \begin{cases}0, & x \in[0,1 / 2] \\ \varepsilon^{-1}(x-1 / 2), & x \in(1 / 2,1 / 2+\varepsilon) \\ 1, & x \in(1 / 2+\varepsilon, 1]\end{cases}
$$

where $\varepsilon>0$ is a sufficiently small number. It is easily seen that $\|s\|_{B_{1 / c ; k}^{x}}>$ $C \ln (1 / \varepsilon), C=C(\alpha, k)>0$ and $\|s\|_{L_{x}}=1$. Consequently, the estimate (9) does not hold when $p=\infty$.

According to the arguments of section 3.5, theorems 7.5 and 7.6 and corollaries 7.2 and 7.3 are immediate consequences of theorems 7.3 and 7.4.

Finally, we give one simple inequality of Bernstein type which is weaker than inequality (9) in theorem 7.4. Unfortunately the corresponding Jackson type inequality does not hold.

Lemma 7.17. Let $s \in S(k, n,[a, b]), k, n \geqslant 1,0<p \leqslant \infty, m \geqslant 1$ and $\sigma=$ $(m+1 / p)^{-1}$. Then we have

$$
\begin{equation*}
\left\|s^{(m)}\right\|_{L_{\sigma}(a, b)} \leqslant C(p, k, m) n^{m}\|s\|_{L_{p}(a, b)} \tag{40}
\end{equation*}
$$

Proof. First we prove estimate (40) in the case $m=1$. Since $s \in S(k, n,[a, b])$, then there exist points $a=x_{0}<x_{1}<\cdots<x_{n}=b$ such that $s$ is a polynomial of degree $k-1$ in each interval $\Delta_{i}=\left(x_{i-1}, x_{i}\right)$. By lemma 7.5 in section 7.1 we have

$$
\left\|s^{\prime}\right\|_{L_{\pi}\left(\Delta_{i}\right)} \leqslant C(p, k)\|s\|_{L_{p}\left(\Delta_{i}\right)} .
$$

Hence, using the discrete variant of Hölder's inequality we get

$$
\begin{aligned}
\left\|s^{\prime}\right\|_{L_{\sigma}(a, b)} & =\left(\sum_{i=1}^{n}\left\|s^{\prime}\right\|_{L_{\sigma}\left(\Delta_{i}\right)}^{\sigma}\right)^{1 / \sigma} \leqslant C\left(\sum_{i=1}^{n}\|s\|_{L_{p}\left(\Delta_{i}\right)}^{\sigma}\right)^{1 / \sigma} \\
& \leqslant C\left\{\left(\sum_{i=1}^{n}\|s\|_{L_{p}\left(\Delta_{i}\right)}^{p}\right)^{\sigma / p} n^{1-\sigma / p}\right\}^{1 / \sigma}=C n\|s\|_{L_{p}(a, b)}
\end{aligned}
$$

where we have supposed that $p<\infty$. The case $p=\infty$ is similar.
Let $m>1$. Write $\sigma_{0}=p, \sigma_{1}=1 /(1+1 / p), \sigma_{2}=1 /(2+1 / p), \ldots, \sigma_{m}=1 /(m+1 / p)$. By the inequality (40) when $m=1$ it follows that

$$
\left\|s^{(v)}\right\|_{L_{o_{v}}(a, b)} \leqslant C_{v} n\left\|s^{(v-1)}\right\|_{L_{\sigma_{v}-1}(a, b)}, \quad v=1,2, \ldots, m
$$

Multiplying the above inequalities we establish (40).

### 7.3.3 Direct and converse theorems in uniform metric and in BMO

We have already explained in section 3.5 our point of view concerning direct and converse theorems in approximation theory. We need pairs of adjusted estimates of Jackson and Bernstein type.

In this section we prove estimates for uniform approximation by smooth splines instead of piecewise polynomials. In view of lemma 7.11 this is not essential for our discussion. The only formal reason for it is that the approximating splines are in the class of absolutely continuous functions.

We begin with the following trivial estimates.
Theorem 7.8. (i) If $f \in L_{\infty}(0,1)$ and $V_{0}^{1} f<\infty$, then

$$
\begin{equation*}
S_{n}^{1}(f)_{\infty} \leqslant \frac{V_{0}^{1} f}{n}, \quad n=1,2, \ldots \tag{41}
\end{equation*}
$$

(ii) For each $s \in S(k, n,[0,1]), n \geqslant 1, k \geqslant 1$, we have

$$
\begin{equation*}
V_{0}^{1} s \leqslant C(k) n\|s\|_{\infty} . \tag{42}
\end{equation*}
$$

Proof. The inequality (41) is established in theorem 7.2 in section 7.3.1. The estimate (42) is obvious since $s$ is piecewise monotone with at most $k n$ pieces.

The estimates (41) and (42) form a pair of adjusted inequalities of Jackson and Bernstein type. Consequently, they imply just as in the method of section 3.5 complete direct and converse theorems. Those are theorems which characterize $L_{\infty}$ spline approximation by the $K$-functional between spaces $L_{\infty}$ and $V$. However, they can be used successfully for orders of approximation not better than $\mathrm{O}\left(n^{-1}\right)$. In order to characterize classes of functions with order of uniform spline approximation better than $\mathrm{O}\left(n^{-1}\right)$ we shall make use of the following inequalities of Jackson and Bernstein type.

Theorem 7.9 (Jackson type inequality). Iff is absolutely continuous on [0, 1], $f^{\prime} \in B_{1 / ; ; k-1}^{x-1}, \alpha>1$ and $k \geqslant 2$ then

$$
\begin{equation*}
\widetilde{S}_{n}^{k}(f)_{C} \leqslant C(\alpha, k) \frac{\left\|f^{\prime}\right\|_{B_{1 /, k-1},-1}}{n^{\alpha}}, \quad n=1,2, \ldots \tag{43}
\end{equation*}
$$

Proof. By lemma 7.10 and lemma 7.13 in subsection 7.3 .1 we have for $n=1,2, \ldots$.
and

$$
\left.\begin{array}{c}
\widetilde{S}_{3 k n}^{k}(f)_{C} \leqslant S_{3 n}^{k}(f)_{C} \leqslant \frac{S_{n}^{k-1}\left(f^{\prime}\right)_{1}}{n}  \tag{44}\\
\tilde{S}_{1}^{k}(f)_{C} \leqslant S_{1}^{k-1}\left(f^{\prime}\right)_{1}
\end{array}\right\}
$$

On the other hand by theorem 7.3 in subsection 7.3 .2 we have

$$
\begin{equation*}
S_{n}^{k-1}\left(f^{\prime}\right)_{1} \leqslant C(\alpha) \frac{\left\|f^{\prime}\right\|_{B_{1-x, k-1}^{\alpha}}}{n^{\alpha-1}}, \quad n=1,2, \ldots \tag{45}
\end{equation*}
$$

The estimates (44) and (45) imply (43).

Theorem 7.10 (Bernstein type inequality). If $s \in \widetilde{S}(k, n,[0,1]), k \geqslant 2, n \geqslant 1$ and $\alpha>1$, then

$$
\begin{equation*}
\left\|s^{\prime}\right\|_{B_{1 /, k-1}^{\alpha}-1} \leqslant C(\alpha, k) n^{\alpha}\|s\|_{C} \tag{46}
\end{equation*}
$$

Proof. By theorem 7.4 in subsection 7.3.2 we have

$$
\begin{equation*}
\left\|s^{\prime}\right\|_{B_{1 / \alpha k-1}-1} \leqslant C(\alpha, k) n^{\alpha-1}\left\|s^{\prime}\right\|_{L_{1}} \tag{47}
\end{equation*}
$$

and by estimate (42)

$$
\begin{equation*}
\left\|s^{\prime}\right\|_{L_{1}} \leqslant C(k) n\|s\|_{C} . \tag{48}
\end{equation*}
$$

The estimate (46) follows from (47) and (48).
Denote by $\bar{B}_{\sigma ; k}^{\alpha}$ the set of all functions $f$ absolutely continuous on $[0,1]$ such that $f^{\prime} \in B_{\sigma ; k}^{\alpha}$ with quasi-norm $\|f\|_{\bar{B}_{\sigma ; k}^{x}}=\left\|f^{\prime}\right\|_{B_{\sigma, k}^{\alpha}}$.

According to theorem 3.16 in section 3.5 theorems 7.9 and 7.10 imply the following direct and converse theorems.

Theorem 7.11 (direct theorem). If $f \in C_{[0.1]}, \alpha>1$ and $k \geqslant 2$, then we have for $n=1,2, \ldots$

$$
\widetilde{S}_{n}^{k}(f)_{C} \leqslant C K\left(f, n^{-\alpha} ; C, \bar{B}_{1 / x ; k-1}^{x-1}\right),
$$

where $C=C(\alpha, k)$.
Theorem 7.12 (converse theorem). If $f \in C_{[0,1]}, \alpha>1$ and $k \geqslant 2$, then we have for $n=1,2, \ldots$

$$
K\left(f, n^{-\alpha} ; C, \bar{B}_{1 / \alpha ; k-1}^{\alpha-1}\right) \leqslant C n^{-\alpha}\left(\sum_{v=1}^{n} \frac{1}{v}\left(v^{\alpha} \widetilde{S}_{v}^{k}(f)_{C}\right)^{1 / \alpha}\right)^{\alpha}, \quad C=C(\alpha, k) .
$$

The following corollary follows from theorems 7.11 and 7.12 in view of corollary 3.6 in section 3.5 .

Corollary 7.4. If $\alpha>1,0<\gamma<\alpha, 0<q \leqslant \infty$ and $k \geqslant 2$, then

$$
S_{q ; k}^{\gamma}(C)=\left(C, \bar{B}_{1 / x ; k-1}^{\alpha-1}\right)_{y / \alpha, q}
$$

with equivalent quasi-norms, where $C=C_{[0,1]}$ and $S_{q: k}^{7}(C)$ is defined in subsection 7.3.2.

The BMO space appears in a natural way in many problems of analysis, see details in P. Koosis (1980), J. Garnett (1981). Next, we shall briefly establish direct and converse theorems for spline approximation in BMO which are similar to those in the uniform case.

The space BMO is defined as the set of all functions $f \in L_{1}(a, b)$ such that

$$
\|f\|_{\mathrm{BMO}}=\|f\|_{\mathrm{BMO}(a, b)}=\sup _{\Delta \in(a, b) \mid} \frac{1}{|\Delta|} \int_{\Delta}\left|f(x)-f_{\Delta}\right| \mathrm{d} x<\infty,
$$

where $f_{\Delta}=|\Delta|^{-1} \int_{\Delta} f(t) \mathrm{d} t$ and supremum is taken over all intervals $\Delta \subset(a, b)$. Thus we have a semi-norm $\|\cdot\|_{\text {вмо }}$ in BMO. Clearly $\|f\|_{\text {вмо }} \leqslant 2\|f\|_{L_{\infty}}$.

The following lemma is basic in our discussion (compare with lemma 7.18 in subsection 7.3.2).
Lemma 7.19. If $s \in \tilde{S}(k, n,[0,1]), k \geqslant 2, n \geqslant 1$, then

$$
\begin{equation*}
\left\|s^{\prime}\right\|_{L_{1}} \leqslant C(k) n\|s\|_{\text {вмо }} \tag{49}
\end{equation*}
$$

Proof. First we shall prove that for each polynomial $Q \in P_{k-1}$ and for each interval $\Delta$

$$
\begin{equation*}
\left\|Q^{\prime}\right\|_{L_{1}(\Delta)} \leqslant C(k)\|Q\|_{\mathrm{BMO}(\Delta)} \tag{50}
\end{equation*}
$$

Indeed, the factor-space $P_{k-1} / P_{0}$ is finite dimensional and then $\left\|Q^{\prime}\right\|^{(1)}=$ $\left\|Q^{\prime}\right\|_{L_{1}(0,1)}$ and $\|Q\|^{(2)}=\|Q\|_{\text {BMO(0,1) }}$ are equivalent norms there. Consequently, for each polynomial $Q \in P_{k-1}$ the following inequality holds:

$$
\begin{equation*}
\left\|Q^{\prime}\right\|_{L_{1}(0,1)} \leqslant C(k)\|Q\|_{\mathrm{BMO}(0,1)} \tag{51}
\end{equation*}
$$

The inequality (50) follows from (51) by simple change of variables.
If $s \in \widetilde{S}(k, n,[0,1])$, then there exists a partition of $[0,1]$ into $n$ subintervals $0=x_{0}<x_{1}<\cdots<x_{n}=1$ and polynomials $\left\{Q_{i}\right\}_{i=1}^{n}, Q_{i} \in P_{k-1}$ such that $s(x)=$ $Q_{i}(x)$ for $x \in \Delta_{i}=\left(x_{i-1}, x_{i}\right)$. Now applying (50) to $s$ in each interval $\Delta_{i}$ we get

$$
\left\|s^{\prime}\right\|_{L_{1}(0,1)}=\sum_{i=1}^{n}\left\|Q_{i}^{\prime}\right\|_{L_{1}\left(\Delta_{i}\right)} \leqslant C(k) \sum_{i=1}^{n}\left\|Q_{i}\right\|_{\text {вмо }\left(\Delta_{i}\right)} \leqslant C(k) n\|s\|_{\text {Вмо }(0,1)} .
$$

By theorem 7.4 in subsection 7.3 .2 we have: if $s \in \widetilde{S}(k, n,[0,1]), k \geqslant 2, n \geqslant 1$ and $\alpha>1$, then

$$
\left\|s^{\prime}\right\|_{B_{1 / \alpha k}^{x}-1} \leqslant C(\alpha, k) n^{\alpha-1}\left\|s^{\prime}\right\|_{L_{1}}
$$

This inequality together with (49) gives

$$
\begin{equation*}
\left\|s^{\prime}\right\|_{B_{1, \alpha, k-1}^{x}} \leqslant C(\alpha, k) n^{\alpha}\left\|s^{\prime}\right\|_{\mathrm{BMO}} \tag{52}
\end{equation*}
$$

On the other hand by theorem 7.8 we have: if $f$ is absolutely continuous on $[0,1]$ and $f^{\prime} \in B_{1 / \alpha ; k-1}^{\alpha-1}, \alpha>1, k \geqslant 2$, then we have for $n=1,2, \ldots$

$$
\begin{equation*}
\tilde{S}_{n}^{k}(f)_{\text {BMO }} \leqslant 2 \tilde{S}_{n}^{k}(f)_{C} \leqslant C(\alpha, k) \frac{\left\|f^{\prime}\right\|_{B T \bar{z} k-1}}{n^{x}}, \tag{53}
\end{equation*}
$$

where

$$
\widetilde{S}_{n}^{k}(f)_{\mathrm{BMO}}=\inf \left\{\|f-s\|_{\mathrm{BMO}}: s \in \widetilde{S}(k, n,[0,1])\right\} .
$$

The inequalities (52) and (53) form a pair of inequalities of Jackson and Bernstein type. They imply direct and converse theorems for spline approximation in BMO which are similar to theorems 7.10 and 7.11. The only difference is that uniform metric is replaced by BMO.

### 7.4 Notes

For the inequalities of Hardy ((4), (5) in section 7.1) see Hardy, Littlewood, Polya (1934).

Theorem 7.1 was proved by H. Whitney $(1957,1959)$ for the case $p=\infty$. For $1 \leqslant p<\infty$ see Yu.A. Brudnyi (1971), for $0<p<1$ see E.A. Storoženko (1977). Bl. Sendov $(1985,1987)$ proved that in the case $p=\infty$ the constant $c(k, \infty)$ is bounded, i.e. $c$ does not depends on $k$. Bl. Sendov has the estimate $c \leqslant 6$.

The function $f_{k, h}$ in (24) of section 7.1 was introduced by B1. Sendov.
Almost all of the lemmas in section 7.1 are well known, but we give their proofs for completeness.

The basic results of subsections 7.3 .2 and 7.3 .3 are due to $P$. Petrushev (1985). Let us mention that another connection between best spline approximations and Besov spaces was formulated without proofs by Yu.A. Brudnyi at the conference on approximation theory, Kiev, 1983.

The critical index $\sigma=(\alpha+1 / p)^{-1}$ appears, as far we know, for the first time in de Boor (1972). Lemma 7.10 is due to Brudnyi (1971). Theorem 7.2 appears in G. Freud, V.A. Popov $(1969,1970)$ and Yu.N. Subbotin, N.I. Chernyh (1970).

The problem of characterization of the best spline approximations (with free knots) was considered by many authors. We do not want to go here into details, but we want to mention the following works: D. Gaier (1970), Yu.A. Brudnyi (1971, 1974), J. Nitsche (1969a, b), J. Bergh, J. Peetre (1974), V.A. Popov (1973, 1976b), H.G. Burchard (1974, 1977), H.G. Burchard, D.F. Hall (1975), J. Peetre (1976), L. Schumaker (1981).

The embedding result - theorem 7.7 - was obtained by P. Oswald (1980).
We would like to remark that J. Peetre (1976) was the first who understood that Besov spaces $B_{\sigma}^{\alpha}$ with $\sigma<1$ are very essential for spline approximation.

DeVore, Popov (1986) have obtained that

$$
\left(L_{p}, B_{\sigma}^{\alpha}\right)_{\gamma / \alpha, q}=B_{q}^{\gamma}, \frac{1}{\sigma}=\alpha+\frac{1}{p}, \frac{1}{q}=\gamma+\frac{1}{p}
$$

therefore corollary 7.3 becomes

$$
\begin{aligned}
S_{q ; k}^{\gamma}\left(L_{p}\right) & =B_{q ; k}^{\gamma}, k>\gamma ; \\
\frac{1}{q} & =\gamma+\frac{1}{p} .
\end{aligned}
$$

## 8

## Relations between rational and spline approximations

It is well known that the rational and spline approximations are closely connected. Our point of view is that the splines are the most simple and well-known nonlinear tool for approximation and therefore it is very useful to investigate the connections between rational and spline approximations of functions.

In section 8.1 we prove that the rational functions are not worse than splines as a tool for approximation in $L_{p}(1 \leqslant p<\infty)$ metric. In section 8.2 we prove an estimate of spline approximation in $L_{p}(1<p \leqslant \infty)$ by means of the rational approximation in $L_{p}$. In section 8.3 we establish some relations between the rational and spline approximations of functions and their derivatives in different $L_{p}$ metrics.

### 8.1 The rational functions are not worse than spline functions as a tool for approximation in $L_{p}(1 \leqslant p<\infty)$ metric

The basic result in this chapter is the following.
Theorem 8.1. If $f \in L_{p}[a, b], 1 \leqslant p<\infty, k \geqslant 1$ and $\alpha>0$, then for $n \geqslant \max$ $\{1, k-1\}$

$$
\begin{equation*}
R_{n}(f)_{p} \leqslant C n^{-\alpha} \sum_{v=1}^{n} v^{\alpha-1} S_{v}^{k}(f)_{p} \tag{1}
\end{equation*}
$$

Moreover, if we put $f(x)=0$ for $x \in(-\infty, \infty) \backslash[a, b]$, then for $n \geqslant k-1$

$$
\begin{equation*}
R_{n}(f,(-\infty, \infty))_{p} \leqslant C n^{-\alpha}\left\{\|f\|_{p}+\sum_{v=1}^{n} v^{\alpha-1} S_{v}^{k}(f,[a, b])_{p}\right\} . \tag{2}
\end{equation*}
$$

Also, if $f \in L_{p}(-\infty, \infty)$, then

$$
\begin{equation*}
R_{n}(f,(-\infty, \infty))_{p} \leqslant C n^{-\alpha} \sum_{v=1}^{n} v^{\alpha-1} S_{v}^{k}(f,(-\infty, \infty))_{p} \tag{3}
\end{equation*}
$$

In the estimates (1)-(3) $C=C(p, k, \alpha)$ depends only on $p, k$ and $\alpha$.

Remark. Clearly, the estimates (1)-(3) do not hold true for $p=\infty$. The presence of spline approximations in the right-hand side of estimates (1)-(3) is essential. Spline approximations in these theorems cannot be replaced, for example, by piecewise monotone approximation.

Theorem 8.1 is full of corollaries which will be given after the proof. The proof is based on the following statement.

Theorem 8.2. Let $\varphi \in S(k, m,[a, b])$, where $k \geqslant 1, m \geqslant 1$ and $[a, b]$ is an arbitrary compact interval, and let $1 \leqslant p<\infty$. Put $\varphi(x)=0$ for $x \in(-\infty, \infty) \backslash[a, b]$. Then for each $\lambda>0$ there exists a rational function $R$ such that

$$
\operatorname{deg} R \leqslant D m \ln ^{2}\left(\mathrm{e}+\frac{1}{\lambda}\right)
$$

and

$$
\|\varphi-R\|_{L_{p}(-\infty, \infty)} \leqslant \lambda\|\varphi\|_{L_{p}[a, b]},
$$

where $D=D(p, k)>1$.
The same statement in another form: Under the hypotheses above the following estimate holds true for $n \geqslant 1$ :

$$
R_{n}(\varphi,(-\infty, \infty))_{p} \leqslant 2 \exp \left\{-C \sqrt{\frac{n}{m}}\right\}\|\varphi\|_{L_{p}[a, b]}
$$

where $C=C(p, k)>0$.
In order to prove theorem 8.2 we need the following lemma.
Lemma 8.1. Let $Q \in P_{k}, k \geqslant 0,1 \leqslant p<\infty$ and let $\Delta=[a, b]$ be an arbitrary compact interval. Then for each $\lambda>0$ there is a rational function $R$ such that

$$
\begin{array}{r}
\operatorname{deg} R \leqslant D \ln ^{2}\left(\mathrm{e}+\frac{1}{\lambda}\right), \\
\|Q-R\|_{L_{p}(\Delta)} \leqslant D \lambda\|Q\|_{L_{p}(\Delta)}
\end{array}
$$

and

$$
|R(x)| \leqslant D\left(\frac{|\Delta|}{|\Delta|+\rho(x, \Delta)}\right)^{4} \frac{\lambda\|Q\|_{L_{p}(\Delta)}}{|\Delta|^{1 / p}}, \quad x \in(-\infty, \infty) \backslash \Delta,
$$

where $D=D(p, k)$,

$$
\rho(x, \Delta)= \begin{cases}a-x, & x \leqslant a \\ 0, & x \in \Delta \\ x-b, & x \geqslant b\end{cases}
$$

is the distance from the point $x$ to the interval $\Delta$ and $|\Delta|=b-a$.
The proof of lemma 8.1 is based on the following two lemmas.
Lemma 8.2. If $Q \in P_{k}, k \geqslant 0,1 \leqslant p<\infty$ and $\Delta=[-b, b], b>0$, then for
$x \in(-\infty, \infty) \backslash \Delta$

$$
|Q(x)| \leqslant C \frac{\|Q\|_{L_{p}(\Delta)}|x|^{k}}{|\Delta|^{k+1 / p}},
$$

where $C=C(k)$.
Proof. The lemma follows immediately from the following well-known inequalities:
(i) If $Q \in P_{k}$, then for $|x| \geqslant 1$

$$
\begin{aligned}
|Q(x)| \leqslant\|Q\|_{L_{x}[-1,1]}\left|T_{k}(x)\right| & \leqslant\|Q\|_{L_{x}[-1,1]}\left(|x|+\sqrt{ }\left(x^{2}-1\right)\right)^{k} \\
& \leqslant 2^{k}\|Q\|_{L_{x}[-1,1]}|x|^{k},
\end{aligned}
$$

where $T_{k}(x)=\cos (k \arccos x),|x| \leqslant 1$, is the Chebyshev polynomial (see Natanson (1949)). Consequently, if $Q \in P_{k}$, then for $|x| \geqslant b$

$$
|Q(x)| \leqslant 2^{k}\|Q\|_{\left.L_{x} \mid-b, b\right]} \frac{|x|^{k}}{b^{k}}=2^{2 k} \frac{\|Q\|_{L_{x}(\Delta)}|x|^{k}}{|\Delta|^{k}} .
$$

(ii) If $Q \in P_{k}$, then

$$
\|Q\|_{L_{x}(\Delta)} \leqslant C(k) \frac{\|Q\|_{L_{p}(\Delta)}}{|\Delta|^{1 / p}}
$$

(see lemma 7.3 in 7.1).
Lemma 8.3 (The fundamental lemma). If $d>0,0<\delta \leqslant 1,0<\gamma \leqslant 1$ and $r \geqslant 0$, $r$ integer, then there exists a rational function $\sigma$ such that

$$
\begin{align*}
\operatorname{deg} \sigma & \leqslant B \ln \left(\mathrm{e}+\frac{1}{\delta}\right) \ln \left(\mathrm{e}+\frac{1}{\gamma}\right)+4 r  \tag{4}\\
0 & \leqslant 1-\sigma(x) \leqslant \gamma, \quad|x| \leqslant d-\delta d  \tag{5}\\
0 & \leqslant \sigma(x) \leqslant\left(\frac{2 d}{d+|x|}\right)^{4 r} \gamma, \quad|x| \geqslant d+\delta d \tag{6}
\end{align*}
$$

and

$$
\begin{equation*}
0 \leqslant \sigma(x) \leqslant 1, \quad x \in(-\infty, \infty) \tag{7}
\end{equation*}
$$

where $B>1$ is an absolute constant.
Proof. According to lemma 5.2 in section 5.1, if $0<\varepsilon \leqslant 1 / 2$ and $n \geqslant 1$ then the rational function $S(x)=P(x) / P(-x), P(x)=\prod_{i=1}^{n}\left(x-\varepsilon^{i / n}\right), S \in R_{n}$, satisfies the following inequalities

$$
\begin{equation*}
|S(x)| \geqslant \frac{1}{C_{1}} \exp \left\{\frac{C_{2} n}{\ln (1 / \varepsilon)}\right\}, \quad x \in[-1,-\varepsilon] \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
|S(x)| \leqslant C_{1} \exp \left\{-\frac{C_{2} n}{\ln (1 / \varepsilon)}\right\}, \quad x \in[\varepsilon, 1] \tag{9}
\end{equation*}
$$

where $C_{1}, C_{2}>0$ are absolute constants.
Put, using the notations above,

$$
\begin{aligned}
& \varepsilon=\frac{1}{\mathrm{e}+2 / \delta} \\
& n=\left[\frac{1+C_{1}^{2}}{2 C_{2}} \ln \frac{1}{\varepsilon} \ln \left(\mathrm{e}+\frac{1}{\gamma}\right)+1\right], \quad \sigma_{1}(x)=\frac{1}{S^{2}(x)\left(\frac{1-x}{1+x}\right)^{2 r}+1}
\end{aligned}
$$

where $[x]$ denotes the integer part of $x$.
It is readily seen that

$$
\begin{equation*}
\operatorname{deg} \sigma_{1}=2 n+2 r \leqslant B_{1} \ln \left(\mathrm{e}+\frac{1}{\delta}\right) \ln \left(\mathrm{e}+\frac{1}{\gamma}\right)+2 r \tag{10}
\end{equation*}
$$

where $B_{1}>0$ is an absolute constant. By (8) and the choice of $\varepsilon$ and $n$ we get for $x \in[-1,-\varepsilon] \supset[-1,-\delta / 2]$

$$
\begin{equation*}
\left|\sigma_{1}(x)\right| \leqslant \frac{(1+x)^{2 r}}{S^{2}(x)} \leqslant \frac{C_{1}^{2}(1+x)^{2 r}}{\exp \left\{\frac{2 C_{2} n}{\ln (1 / \varepsilon)}\right\}} \leqslant(1+x)^{2 r} \gamma \tag{11}
\end{equation*}
$$

and by (9) we get for $x \in[\varepsilon, 1] \supset[\delta / 2,1]$

$$
\begin{equation*}
\left|1-\sigma_{1}(x)\right|=\frac{S^{2}(x)\left(\frac{1-x}{1+x}\right)^{2 r}}{S^{2}(x)\left(\frac{1-x}{1+x}\right)^{2 r}+1} \leqslant(1-x)^{2 r} S^{2}(x) \leqslant(1-x)^{2 r} \gamma \tag{12}
\end{equation*}
$$

Clearly

$$
\begin{equation*}
0 \leqslant \sigma_{1}(x) \leqslant 1 \quad \text { for } x \in(-\infty, \infty) \tag{13}
\end{equation*}
$$

Consider the rational function

$$
\sigma(x)=\sigma_{1}(\varphi(x)), \quad \varphi(x)=\frac{d^{2}-x^{2}}{d^{2}+x^{2}}
$$

We shall show that $\sigma$ satisfies (4)-(7). Indeed, by (10) we obtain

$$
\begin{aligned}
\operatorname{deg} \sigma & =2 \operatorname{deg} \sigma_{1} \leqslant 2 B_{1} \ln \left(\mathrm{e}+\frac{1}{\delta}\right) \ln \left(\mathrm{e}+\frac{1}{\gamma}\right)+4 r \\
& =B \ln \left(\mathrm{e}+\frac{1}{\delta}\right) \ln \left(\mathrm{e}+\frac{1}{\gamma}\right)+4 r
\end{aligned}
$$

i.e. $\sigma$ satisfies (4). Obviously, (13) implies (7). It remains to show that $\sigma$ satisfies (5) and (6). Clearly, the function $\varphi$ is even, strictly decreasing on $[0, \infty$ ), $\varphi(0)=1, \varphi(d)=0, \lim _{x \rightarrow+\infty} \varphi(x)=-1$. Since $\varphi(d-\delta d) \geqslant \delta / 2$ and $\varphi(d+\delta d) \leqslant$ $-\delta / 2$,

$$
\begin{align*}
& \delta / 2 \leqslant \varphi(x) \leqslant 1, \quad|x| \leqslant d-\delta d  \tag{14}\\
& -1 \leqslant \varphi(x) \leqslant-\delta / 2, \quad|x| \geqslant d+\delta d \tag{15}
\end{align*}
$$

By (12) and (14) we get $0 \leqslant 1-\sigma(x) \leqslant \gamma$ for $|x| \leqslant d-\delta d$, i.e. $\sigma$ satisfies (5). By (11) and (15) we obtain

$$
0 \leqslant \sigma(x) \leqslant(1+\varphi(x))^{2 r_{\gamma}} \gamma\left(\frac{2 d^{2}}{d^{2}+x^{2}}\right)^{2 r} \gamma \leqslant\left(\frac{2 d}{d+x}\right)^{4 r} \gamma
$$

for $|x| \geqslant d+\delta d$, i.e. $\sigma$ satisfies (6).
Proof of lemma 8.1. Without loss of generality we shall assume that $\Delta=$ $[-b, b]$. If $\lambda \geqslant 1$ then the rational function $R \equiv 0$ satisfies the requirments of lemma 8.1.

Let $0<\lambda<1$. Consider the rational function

$$
R=\sigma Q
$$

where $\sigma$ is the rational function from lemma 8.3 applied with

$$
\delta=\frac{\hat{\lambda}^{p}}{2}, \quad d=\frac{b}{1+\delta}, \quad \gamma=\lambda, \quad r=k+1
$$

By (4) we get

$$
\begin{aligned}
\operatorname{deg} R & \leqslant \operatorname{deg} \sigma+\operatorname{deg} Q \leqslant B \ln \left(\mathrm{e}+\frac{1}{\delta}\right) \ln \left(\mathrm{e}+\frac{1}{\gamma}\right)+4 r+k \\
& =B \ln \left(\mathrm{e}+\frac{2}{\lambda^{p}}\right) \ln \left(\mathrm{e}+\frac{1}{\lambda}\right)+4(k+1)+k
\end{aligned}
$$

and hence

$$
\begin{equation*}
\operatorname{deg} R \leqslant B_{1} \ln ^{2}\left(\mathrm{e}+\frac{1}{\lambda}\right), \quad B_{1}=B_{1}(p, k) \tag{16}
\end{equation*}
$$

Now we estimate $\|f-R\|_{L_{p}(\Delta)}$. By (5) we obtain

$$
\begin{equation*}
|Q(x)-R(x)|=(1-\sigma(x))|Q(x)| \leqslant \lambda|Q(x)|, \quad|x| \leqslant d-\delta d=\frac{1-\delta}{1+\delta} b \tag{17}
\end{equation*}
$$

If $d-\delta d \leqslant|x| \leqslant d+\delta d$, i.e.

$$
\frac{1-\delta}{1+\delta} b \leqslant|x| \leqslant b
$$

then by (7) and lemma 8.2. we get

$$
\begin{equation*}
|Q(x)-R(x)| \leqslant|Q(x)| \leqslant C(k) \frac{\|Q\|_{L_{p}(\Delta)}|x|^{k}}{\left(2 \frac{1-\delta}{1+\delta} b\right)^{k+1 / p}} \leqslant C_{1}(k) \frac{\|Q\|_{L_{p}(\Delta)}}{|\Delta|^{1 / p}} \tag{18}
\end{equation*}
$$

Using (17) and (18) we obtain

$$
\begin{aligned}
\|Q-R\|_{L_{p}(\Delta)} & =\left(\int_{-b}^{b}|Q(x)-R(x)|^{p} \mathrm{~d} x\right)^{1 / p} \\
& =\left(\int_{-b}^{-((1-\delta) /(1+\delta)) b}+\int_{-((1-\delta) /(1+\delta)) b}^{((1-\delta) /(1+\delta)) b}+\int_{((1-\delta) /(1+\delta)) b}^{b}\right)^{1 / p} \\
& \leqslant\left\{2\left(b-\frac{1-\delta}{1+\delta} b\right)\left(C_{1} \frac{\|Q\|_{L_{p}(\Delta)}}{|\Delta|^{1 / p}}\right)^{p}+\int_{-b}^{b} \lambda^{p}|Q(x)|^{p} \mathrm{~d} x\right\}^{1 / p} \\
& \leqslant C_{2} \lambda\|Q\|_{L_{p}(\Delta)} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\|Q-R\|_{L_{p}(\Delta)} \leqslant C_{2} \lambda\|Q\|_{L_{p}(\Delta)}, \quad C_{2}=C_{2}(p, k) \tag{19}
\end{equation*}
$$

If $|x|>b$, then by (6), lemma 8.2 and the fact that $4 r \geqslant k+4$ we obtain

$$
\begin{aligned}
|R(x)| & =|\sigma(x) Q(x)| \leqslant C \frac{\|Q\|_{L_{p}(\Delta)}|x|^{k}}{|\Delta|^{k+1 / p}}\left(\frac{2 d}{d+|x|}\right)^{4 r} \gamma \\
& \leqslant C \frac{\|Q\|_{L_{p}(\Delta)}|x|^{k}}{|\Delta|^{k+1 / p}}\left(\frac{2 b}{b+|x|}\right)^{k+4} \lambda \leqslant C\left(\frac{|\Delta|}{|\Delta|+|x|-b}\right)^{4} \frac{\lambda\|Q\|_{L_{p}(\Delta)}}{|\Delta|^{1 / p}} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
|R(x)| \leqslant C(k)\left(\frac{|\Delta|}{|\Delta|+\rho(x, \Delta)}\right)^{4} \frac{\lambda\|Q\|_{L_{p}(\Delta)}}{|\Delta|^{1 / p}}, \quad|x|>b . \tag{20}
\end{equation*}
$$

The estimates (16), (19) and (20) prove lemma 8.1.
Proof of theorem 8.2. Suppose $\varphi \in S(k, m,[a, b]), k \geqslant 1, m \geqslant 1$. Then there exist a division $a=x_{0}<x_{1}<\cdots<x_{m}=b$ of $[a, b]$ and polynomials $Q_{i} \in P_{k-1}$, $i=1,2, \ldots, m$, such that $\varphi(x)=Q_{i}(x)$ for $x \in\left(x_{i-1}, x_{i}\right)$. Put $\varphi(x)=0$ for $x \in(-\infty, \infty) \backslash[a, b]$. Let $\lambda>0$ and $1 \leqslant p<\infty$.

In what follows we shall use the following notations:

$$
\begin{aligned}
\Delta & =[a, b], \quad \Delta_{0}=\left(-\infty, x_{0}\right], \quad \Delta_{i}=\left[x_{i-1}, x_{i}\right], \quad i=1,2, \ldots, m, \\
\Delta_{m+1} & =\left[x_{m}, \infty\right), \quad A=\frac{\|\varphi\|_{L_{p}(\Delta)}}{m^{1 / p}} .
\end{aligned}
$$

Without loss of generality we shall assume that $\|\varphi\|_{L_{p}\left(\Delta_{i}\right)} \neq 0$ for $i=1,2, \ldots, m$.

Now we apply lemma 8.1 for the function $\varphi$ in each interval $\Delta_{i}(1 \leqslant i \leqslant m)$ with $\lambda_{i}=\lambda A /\|\varphi\|_{L_{P}\left(\Delta_{i}\right)}$. For each $i(1 \leqslant i \leqslant m)$ there exists a rational function $R_{i}$ such that

$$
\begin{gather*}
\operatorname{deg} R_{i} \leqslant D \ln ^{2}\left(\mathrm{e}+\frac{1}{\lambda_{i}}\right)=D \ln ^{2}\left(\mathrm{e}+\frac{\|\varphi\|_{L_{p}\left(\Delta_{i}\right)}}{\lambda A}\right),  \tag{21}\\
\left\|\varphi-R_{i}\right\|_{L_{p}\left(\Delta_{i}\right)} \leqslant D \lambda_{i}\|\varphi\|_{L_{p}\left(\Delta_{i}\right)}=D \lambda A \tag{22}
\end{gather*}
$$

and

$$
\begin{equation*}
\left|R_{i}(x)\right| \leqslant D\left(\frac{\left|\Delta_{i}\right|}{\left|\Delta_{i}\right|+\rho\left(x, \Delta_{i}\right)}\right)^{4} \frac{\lambda A}{\left|\Delta_{i}\right|^{1 / p}}, \quad x \in(-\infty, \infty) \backslash \Delta_{i}, \tag{23}
\end{equation*}
$$

where $D=D(p, k)>0$.
We shall show that the rational function

$$
R=\sum_{i=1}^{m} R_{i}
$$

satisfies the requirements of theorem 8.2. First we estimate $\operatorname{deg} R$. To this end we use (21) and the facts that the function $F(x)=-\ln ^{2}(\mathrm{e}+x)$ is convex on $[0, \infty)$ and $\ln ^{2}(\mathrm{e}+x) \leqslant 4 \ln ^{2}\left(\mathrm{e}+x^{p}\right)$ for $x>0$. We get
$\operatorname{deg} R \leqslant \sum_{i=1}^{m} \operatorname{deg} R_{i} \leqslant \sum_{i=1}^{m} D \ln ^{2}\left(\mathrm{e}+\frac{\|\varphi\|_{L_{p}\left(\Delta_{i}\right)}}{\lambda A}\right)$

$$
\begin{aligned}
& \leqslant 4 D \sum_{i=1}^{m} \ln ^{2}\left(\mathrm{e}+\frac{\|\varphi\|_{L_{p}\left(\Delta_{i}\right)}^{p}}{\lambda^{p} A^{p}}\right) \leqslant 4 D m \ln ^{2}\left(\mathrm{e}+\frac{\sum_{i=1}^{m}\|\varphi\|_{L_{p}\left(\Delta_{i}\right)}^{p}}{m \lambda^{p} A^{p}}\right) \\
& =4 D m \ln ^{2}\left(\mathrm{e}+\frac{\|\varphi\|_{L_{p}(\Delta)}^{p}}{m \lambda^{p} A^{p}}\right)=4 D m \ln ^{2}\left(\mathrm{e}+\frac{1}{\lambda^{p}}\right) \leqslant 4 D p^{2} m \ln ^{2}\left(\mathrm{e}+\frac{1}{\hat{\lambda}}\right) .
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
\operatorname{deg} R \leqslant D_{1} m \ln ^{2}\left(\mathrm{e}+\frac{1}{\lambda}\right), \quad D_{1}=D_{1}(p, k) \tag{24}
\end{equation*}
$$

It remains to estimate $\|\varphi-R\|_{L_{p}}(-\infty, \infty)$. Note that if $p=1$ then the required estimate follows from (22) and (23) immediately. But the case $p>1$ is nontrivial. First we introduce some auxiliary notions.

Let $\left\{\Delta_{i}: i=0,1, \ldots, m+1\right\}$ be the division of $(-\infty, \infty)$ considered above.
Definition 8.1. We shall call the set of intervals $\left\{\Delta_{v}: i_{0} \leqslant v \leqslant i_{1}\right\}, 1 \leqslant i_{0} \leqslant i_{1} \leqslant$ $m+1$, a left class of intervals or briefly a left class, if $\left|\Delta_{v}\right|<\left|\Delta_{i_{1}}\right|$ for $v=i_{0}, i_{0}+1, \ldots, i_{1}-1$ and $\left|\Delta_{i_{0}-1}\right| \geqslant\left|\Delta_{i,}\right|$.

We shall suppose that $\left|\Delta_{0}\right|=\left|\Delta_{m+1}\right|>\left|\Delta_{v}\right|, v=1,2, \ldots, m$.
By $\Omega$ we shall denote the set of all left classes of intervals.
Some properties of the left classes of intervals:
(a) If $K, \tilde{K} \in \Omega$, then $K \cap \tilde{K}=\varnothing$ or $K \subset \tilde{K}$ or $\tilde{K} \subset K$. Therefore $K \subset \tilde{K}$ is
an order-like relation in the set $\Omega$ with maximal element the left class $\left\{\Delta_{v}: 1 \leqslant v \leqslant m+1\right\}$.
(b) For each $i(1 \leqslant i \leqslant m+1)$ there is exactly one left class $K_{i} \in \Omega$ such that the interval $\Delta_{i}$ is the last interval in $K_{i}$, i.e. $K_{i}=\left\{\Delta_{v}: i_{0} \leqslant v \leqslant i\right\}$ for some $i_{0}$. In the sequel $K_{i}$ is always the left class corresponding to the interval $\Delta_{i}$. Thus there is defined a one-to-one mapping of the set $\left\{\Delta_{v}: 1 \leqslant v \leqslant m+1\right\}$ onto the set $\Omega$. Consequently, the number of the elements of $\Omega$ is $m+1$.
(c) If $K \in \Omega$ and $\Delta_{i} \in K(1 \leqslant i \leqslant m+1)$, then $K_{i} \subset K$.

Definition 8.2. We shall call the left class $\tilde{K}$ a left subclass of first order of the left class $K$, if $\tilde{K} \subset K, \tilde{K} \neq K$ and there is no class $K^{*} \in \Omega, K^{*} \neq K$ such that $\widetilde{K} \subset K^{*} \subset K$, i.e. $K$ follows $\tilde{K}$ immediately.

By $\Omega_{i}(1 \leqslant i \leqslant m+1)$ we shall denote the set of all subclasses of first order of the left class $K_{i}$ and by $\mu_{i}$ the number of the elements of $\Omega_{i}$.
(d) We have for $i=1,2, \ldots, m+1$

$$
K_{i}=\bigcup_{K \in \Omega_{i}} K \cup\left\{\Delta_{i}\right\} .
$$

More exactly, for each $i(1 \leqslant i \leqslant m+1)$

$$
K_{i}=\left\{\Delta_{v}: j_{0}+1 \leqslant v \leqslant i\right\}=\bigcup_{v=1}^{\mu_{i}} K_{j_{v}} \cup\left\{\Delta_{i}\right\}
$$

for appropriate indices $0 \leqslant j_{0}<j_{1}<\cdots<j_{\mu_{i}}=i-1$,

$$
\Omega_{i}=\left\{K_{j_{v}}: 1 \leqslant v \leqslant \mu_{i}\right\}, \quad K_{j_{v}}=\left\{\Delta_{s}: j_{v-1}+1 \leqslant s \leqslant j_{v}\right\} .
$$

Hence

$$
\left|\Delta_{j_{0}}\right| \geqslant\left|\Delta_{i}\right|>\left|\Delta_{j_{1}}\right| \geqslant\left|\Delta_{j_{2}}\right| \geqslant \cdots \geqslant\left|\Delta_{j_{\mu_{i}}}\right|
$$

and

$$
\left|\Delta_{s}\right|<\left|\Delta_{j_{v}}\right|, \quad s=j_{v-1}+1, j_{v-1}+2, \ldots, j_{v}-1, \quad v=1,2, \ldots, \mu_{i} .
$$

(e) Each class $K \in \Omega, K \neq K_{m+1}=\left\{\Delta_{v}: 1 \leqslant v \leqslant m+1\right\}$, is a left subclass of first order of some left class and therefore

$$
\Omega=\bigcup_{i=1}^{m+1} \Omega_{i} \cup\left\{K_{m+1}\right\}
$$

On the other hand $\Omega_{i} \cap \Omega_{j}=\varnothing$ for $i \neq j$. Consequently

$$
\begin{equation*}
\sum_{i=1}^{m+1} \mu_{i}=m . \tag{25}
\end{equation*}
$$

The properties (a)-(e) of the left classes follow immediately from the definitions.

Analogously (more exactly by symmetry) we introduce the notion right class of intervals and right subclass of first order of some right class. We shall denote by $\Omega^{*}$ the set of all right classes, by $K_{i}^{*}$ the right class in which $\Delta_{i}$ is the first interval, by $\Omega_{i}^{*}$ the set of all right subclasses of first order of $K_{i}^{*}$ and by $\mu_{i}^{*}$ the number of elements in $\Omega_{i}^{*}$. The right classes have properties symmetrical to the properties (a)-(e). We formulate only the following property:

$$
\begin{equation*}
\sum_{i=0}^{m} \mu_{i}^{*}=m \tag{26}
\end{equation*}
$$

The following lemma uses the notations introduced above.

Lemma 8.4. The following estimate holds true for $1 \leqslant i \leqslant m$ :

$$
\begin{equation*}
\left|\sum_{\Delta_{v} \in K_{i}} R_{v}(x)\right| \leqslant C\left(\frac{\left|\Delta_{i}\right|}{\left|\Delta_{i}\right|+x-x_{i}}\right)^{3} \frac{\lambda A}{\left|\Delta_{i}\right|^{1 / p}}, \quad x>x_{i}, \tag{27}
\end{equation*}
$$

where $C=C(p, k)$.

Proof. Let $K_{i}=\left\{\Delta_{v}: i_{0} \leqslant v \leqslant i\right\}$. If $i_{0}=i$, then the estimate (27) follows by (23) immediately.

Let $i_{0}<i$ and $x \geqslant x_{i}$. By (23) we obtain

$$
\left|\sum_{\Delta_{v} \in K_{i}} R_{v}(x)\right| \leqslant D \lambda A \sum_{v=i_{0}}^{i}\left(\frac{\left|\Delta_{v}\right|}{\sum_{s=v}^{i}\left|\Delta_{s}\right|+x-x_{i}}\right)^{4} \frac{1}{\left|\Delta_{v}\right|^{1 / p}} .
$$

By the definition of left class it follows that $\left|\Delta_{v}\right|<\left|\Delta_{i}\right|, v=i_{0}, i_{0}+1, \ldots, i-1$. Denote for $r=1,2, \ldots$

$$
G_{-r}=\left\{v: i_{0} \leqslant v \leqslant i, 2^{-r}\left|\Delta_{i}\right|<\left|\Delta_{v}\right| \leqslant 2^{-r+1}\left|\Delta_{i}\right|\right\} .
$$

Clearly, for $r \geqslant 1$

$$
\begin{aligned}
\sigma_{r} & =\sum_{v \in G_{-r}}\left(\frac{\left|\Delta_{v}\right|}{\sum_{s=v}^{i}\left|\Delta_{s}\right|+x-x_{i}}\right)^{4} \frac{1}{\left|\Delta_{v}\right|^{1 / p}} \\
& \leqslant \sum_{s=0}^{\infty}\left(\frac{2^{-r+1}\left|\Delta_{i}\right|}{s \cdot 2^{-r}\left|\Delta_{i}\right|+\left|\Delta_{i}\right|+x-x_{i}}\right)^{4} \frac{1}{\left(2^{-r}\left|\Delta_{i}\right|\right)^{1 / p}} .
\end{aligned}
$$

Since the function under the last $\sum_{s=0}^{\infty}$ is decreasing on $s \in[0, \infty)$, the last series can be estimated by an appropriate integral. Thus we get

$$
\begin{aligned}
\sigma_{r} & \leqslant\left(\frac{2^{-r+1}\left|\Delta_{i}\right|}{\left|\Delta_{i}\right|+x-x_{i}}\right)^{4} \frac{1}{\left(2^{-r}\left|\Delta_{i}\right|\right)^{1 / p}}+\int_{0}^{\infty}\left(\frac{2^{-r+1}\left|\Delta_{i}\right|}{t \cdot 2^{-r}\left|\Delta_{i}\right|+\left|\Delta_{i}\right|+x-x_{i}}\right)^{4} \frac{\mathrm{~d} t}{\left(2^{-r}\left|\Delta_{i}\right|\right)^{1 / p}} \\
& \leqslant C \cdot 2^{-(3-1 / p) r}\left(\frac{\left|\Delta_{i}\right|}{\left|\Delta_{i}\right|+x-x_{i}}\right)^{3} \frac{1}{\left|\Delta_{i}\right|^{1 / p}}
\end{aligned}
$$

## Consequently

$$
\begin{aligned}
\left|\sum_{\Delta_{v} \in K_{i}} R_{v}(x)\right| & \leqslant D \lambda A \sum_{r=1}^{\infty} \sum_{v \in G_{-r}}\left(\frac{\left|\Delta_{v}\right|}{\sum_{s=v}^{i}\left|\Delta_{s}\right|+x-x_{i}}\right)^{4} \frac{1}{\left|\Delta_{v}\right|^{1 / p}} \\
& \leqslant C_{1} \lambda A\left(\frac{\left|\Delta_{i}\right|}{\left|\Delta_{i}\right|+x-x_{i}}\right)^{3} \frac{1}{\left|\Delta_{i}\right|^{1 / p}} \sum_{r=1}^{\infty} 2^{-(3-1 / p) r} \\
& \leqslant C\left(\frac{\left|\Delta_{i}\right|}{\left|\Delta_{i}\right|+x-x_{i}}\right)^{3} \frac{1}{\left|\Delta_{i}\right|^{1 / p}}, \quad C=C(p, k) .
\end{aligned}
$$

The importance of the notations introduced above becomes clear by the following lemma.

Lemma 8.5. The following estimate holds true for $i=2,3, \ldots, m+1$

$$
\int_{\Delta_{i}}\left|\sum_{v=1}^{i-1} R_{v}(x)\right|^{p} \mathrm{~d} x \leqslant C\left(\mu_{i}+1\right) \hat{\lambda}^{p} A^{p}
$$

where $C=C(p, k)$.
Proof. Let $2 \leqslant i \leqslant m+1$. By property (d) of the left classes of intervals it follows that there are indices $0 \leqslant j_{0}<j_{1}<\cdots<j_{\mu_{i}}=i-1$ such that

$$
\begin{aligned}
K_{i} & =\left\{\Delta_{s}: j_{0}+1 \leqslant s \leqslant i\right\}=\bigcup_{v=1}^{\mu_{i}} K_{j_{v}} \cup\left\{\Delta_{i}\right\}, \\
K_{j_{v}} & =\left\{\Delta_{s}: j_{v-1}+1 \leqslant s \leqslant j_{v}\right\}, \quad \Omega_{i}=\left\{K_{j_{v}}: 1 \leqslant v \leqslant \mu_{i}\right\} .
\end{aligned}
$$

Hence

$$
\left.\begin{array}{ll} 
& \left|\Delta_{j_{0}}\right| \geqslant\left|\Delta_{i}\right|>\left|\Delta_{j_{1}}\right| \geqslant\left|\Delta_{j_{2}}\right| \geqslant \cdots \geqslant\left|\Delta_{j_{\mu_{1}}}\right|  \tag{28}\\
\text { and } & \left|\Delta_{s}\right|<\left|\Delta_{j_{v}}\right|, \quad s=j_{v-1}+1, j_{v-1}+2, \ldots, j_{v}-1, \quad v=1,2, \ldots, \mu_{i}
\end{array}\right\}
$$

We have

$$
\begin{aligned}
\int_{\Delta_{i}}\left|\sum_{\nu=1}^{i-1} R_{v}(x)\right|^{p} \mathrm{~d} x \leqslant & 2^{p-1} \int_{\Delta_{i}}\left|\sum_{v=1}^{j_{0}} R_{v}(x)\right|^{p} \mathrm{~d} x \\
& +2^{p-1} \int_{\Delta_{i}}\left|\sum_{v=j_{0}+1}^{i-1} R_{\nu}(x)\right|^{p} \mathrm{~d} x=I_{1}+I_{2} .
\end{aligned}
$$

First we estimate $I_{1}$ using (23) and the fact that $\left|\Delta_{j_{0}}\right| \geqslant\left|\Delta_{i}\right|$ (see (28)). We obtain for $x \in \Delta_{i}$

$$
\begin{aligned}
\left|\sum_{v=1}^{j_{0}} R_{v}(x)\right| & \leqslant \sum_{v=1}^{j_{0}} D\left(\frac{\left|\Delta_{v}\right|}{\left|\Delta_{v}\right|+x-x_{v}}\right)^{4} \frac{\lambda A}{\left|\Delta_{v}\right|^{1 / p}} \\
& \leqslant D \lambda A \sum_{v=1}^{j_{0}}\left(\frac{\left|\Delta_{v}\right|}{\sum_{s=v}^{j_{0}}\left|\Delta_{s}\right|+x-x_{i-1}}\right)^{4} \frac{1}{\left|\Delta_{v}\right|^{1 / p}}
\end{aligned}
$$

Denote for $r=0, \pm 1, \pm 2, \ldots$

$$
G_{r}=\left\{v: 2^{r}\left|\Delta_{j_{0}}\right|<\left|\Delta_{v}\right| \leqslant 2^{r+1}\left|\Delta_{j_{0}}\right|, \quad 1 \leqslant v \leqslant j_{0}\right\} .
$$

Now, using arguments similar to the arguments of the proof of lemma 8.4 we get for $r \geqslant 0, x \in \Delta_{i}$

$$
\begin{aligned}
& \sum_{v \in G_{r}}\left(\frac{\left|\Delta_{v}\right|}{\sum_{s=v}^{j_{0}}\left|\Delta_{s}\right|+x-x_{i-1}}\right)^{4} \frac{1}{\left|\Delta_{v}\right|^{1 / p}} \\
& \leqslant \sum_{l=1}^{\infty}\left(\frac{2^{r+1}\left|\Delta_{j_{0}}\right|}{l \cdot 2^{r}\left|\Delta_{j_{0}}\right|+x-x_{i-1}}\right)^{4} \frac{1}{\left(2^{r}\left|\Delta_{j_{0}}\right|\right)^{1 / p}} \\
&<\left(\frac{2^{r+1}\left|\Delta_{j_{0}}\right|}{2^{r}\left|\Delta_{j_{0}}\right|+x-x_{i-1}}\right)^{4} \frac{1}{\left(2^{r}\left|\Delta_{j_{0}}\right|\right)^{1 / p}} \\
&+\int_{1}^{\infty}\left(\frac{2^{r+1}\left|\Delta_{j_{0}}\right|}{t \cdot 2^{r}\left|\Delta_{j_{0}}\right|+x-x_{i-1}}\right)^{4} \frac{1}{\left(2^{r}\left|\Delta_{j_{0}}\right|\right)^{1 / p}} \mathrm{~d} t \leqslant \frac{C}{2^{r / p}\left|\Delta_{j_{0}}\right|^{1 / p}} .
\end{aligned}
$$

Also, if $r \leqslant-1$, then

$$
\begin{aligned}
& \sum_{v \in G_{r}}\left(\frac{\left|\Delta_{v}\right|}{\sum_{s=v}^{j_{0}}\left|\Delta_{s}\right|+x-x_{i-1}}\right)^{4} \frac{1}{\left|\Delta_{v}\right|^{1 / p}} \\
& \leqslant \\
& \leqslant \sum_{s=0}^{\infty}\left(\frac{2^{r+1}\left|\Delta_{j_{0}}\right|}{s \cdot 2^{r}\left|\Delta_{j_{0}}\right|+\left|\Delta_{j_{0}}\right|+x-x_{i-1}}\right)^{4} \frac{1}{\left(2^{r}\left|\Delta_{j_{0}}\right|\right)^{1 / p}} \\
& \leqslant\left(\frac{2^{r+1}\left|\Delta_{j_{0}}\right|}{\left|\Delta_{j_{0}}\right|+x-x_{i-1}}\right)^{4} \frac{1}{\left(2^{r}\left|\Delta_{j_{0}}\right|\right)^{1 / p}} \\
& \quad+\int_{0}^{\infty}\left(\frac{2^{r+1}\left|\Delta_{j_{0}}\right|}{t \cdot 2^{r}\left|\Delta_{j_{0}}\right|+\left|\Delta_{j_{0}}\right|+x-x_{i-1}}\right)^{4} \frac{\mathrm{~d} t}{\left(2^{r}\left|\Delta_{j_{0}}\right|\right)^{1 / p}} \leqslant C \frac{2^{(3-1 / p) r}}{\left|\Delta_{j_{0}}\right|^{1 / p}} .
\end{aligned}
$$

## Consequently

$$
\begin{aligned}
\left|\sum_{v=1}^{j_{0}} R_{v}(x)\right| & \leqslant D \hat{\lambda} A \sum_{r=-\infty}^{\infty} \sum_{v \in G_{r}}\left(\frac{\left|\Delta_{v}\right|}{\sum_{s=v}^{j_{0}}\left|\Delta_{s}\right|+x-x_{i-1}}\right)^{4} \frac{1}{\left|\Delta_{v}\right|^{1 / p}} \\
& \leqslant C_{1} \lambda A\left\{\sum_{r=0}^{\infty} \frac{1}{2^{r / p}\left|\Delta_{j_{0}}\right|^{1 / p}}+\sum_{r=-\infty}^{1} \frac{2^{(3-1 / p) r}}{\left|\Delta_{j_{0}}\right|^{1 / p}}\right\} \\
& \leqslant C \lambda A /\left|\Delta_{j_{0}}\right|^{1 / p}, \quad C=C(p, k) .
\end{aligned}
$$

Integrating we obtain

$$
\begin{equation*}
I_{1}=2^{p-1} \int_{\Delta_{i}}\left|\sum_{v=1}^{j_{0}} R_{v}(x)\right|^{p} \mathrm{~d} x \leqslant C_{1} \lambda^{p} A^{p} \tag{29}
\end{equation*}
$$

where $C_{1}=C_{1}(p, k)$.
Now we estimate $I_{2}$. In view of lemma 8.4 we have

$$
\begin{equation*}
\left|\sum_{v=j_{0}+1}^{i-1} R_{v}(x)\right| \leqslant\left.\sum_{s=1}^{\mu_{i}}\right|_{v=j_{s-1}+1} ^{j_{s}} R_{v}(x) \left\lvert\, \leqslant C \sum_{s=1}^{\mu_{i}}\left(\frac{\left|\Delta_{j_{s}}\right|}{\left|\Delta_{j_{s}}\right|+x-x_{j_{s}}}\right)^{3} \frac{\lambda A}{\left|\Delta_{j_{s}}\right|^{1 / p}}\right. \tag{30}
\end{equation*}
$$

Denote $y_{l}=x_{i-1}+\sum_{v=l}^{\mu_{i}}\left|\Delta_{j_{v}}\right|$ for $l=1,2, \ldots, \mu_{i}$ and $y_{\mu_{i}+1}=x_{i-1}$. Obviously $x_{i-1}=y_{\mu_{i}+1}<y_{\mu_{i}}<\cdots<y_{1}$.

If $x \in\left[y_{1}, \infty\right)$, then by (28) and (30) we get

$$
\begin{aligned}
\left|\sum_{v=j_{0}+1}^{i-1} R_{v}(x)\right| & \leqslant C \sum_{s=1}^{\mu_{i}}\left(\frac{\left|\Delta_{j_{j}}\right|}{\sum_{r=1}^{\mu_{i}}\left|\Delta_{j_{r}}\right|+x-y_{1}}\right)^{3} \frac{\lambda A}{\left|\Delta_{j_{s}}\right|^{1 / p}} \\
& \leqslant C \lambda A \sum_{s=1}^{\mu_{i}}\left(\frac{\left|\Delta_{j_{s}}\right|}{s\left|\Delta_{j_{s}}\right|+x-y_{1}}\right)^{3} \frac{1}{\left|\Delta_{j_{s}}\right|^{1 / p}} .
\end{aligned}
$$

## Hence

$$
\begin{aligned}
& \left(\int_{y_{1}}^{\infty}\left|\sum_{v=j_{0}+1}^{i-1} R_{v}(x)\right|^{p} \mathrm{~d} x\right)^{1 / p} \\
& \quad \leqslant C \lambda A\left\{\int_{y_{1}}^{\infty}\left(\sum_{s=1}^{\mu_{i}}\left(\frac{\left|\Delta_{j_{s}}\right|}{s\left|\Delta_{j_{s}}\right|+x-y_{1}}\right)^{3} \frac{1}{\left|\Delta_{j_{s}}\right|^{1 / p}}\right)^{p} \mathrm{~d} x\right\}^{1 / p} \\
& \quad \leqslant C \lambda A \sum_{s=1}^{\mu_{i}}\left\{\int_{y_{1}}^{\infty}\left(\frac{\left|\Delta_{j_{s}}\right|}{s\left|\Delta_{j_{s}}\right|+x-y_{1}}\right)^{3 p} \frac{1}{\left|\Delta_{j_{s}}\right|} \mathrm{d} x\right\}^{1 / p} \\
& \quad \leqslant C \lambda A \sum_{s=1}^{\infty} \frac{1}{s^{3-1 / p}} .
\end{aligned}
$$

## Consequently

$$
\begin{equation*}
\int_{y_{1}}^{\infty}\left|\sum_{v=j_{0}+1}^{i-1} R_{v}(x)\right|^{p} \mathrm{~d} x \leqslant C_{1} \lambda^{p} A^{p}, \quad C_{1}=C_{1}(p, k) \tag{31}
\end{equation*}
$$

Let $x \in\left[y_{l+1}, y_{l}\right], 1 \leqslant l \leqslant \mu_{i}$. By (30) we obtain

$$
\begin{aligned}
\left|\sum_{v=j_{0}+1}^{i-1} R_{v}(x)\right| \leqslant & C \lambda A\left\{\sum_{s=1}^{l}\left(\frac{\left|\Delta_{j_{s}}\right|}{\sum_{v=s}^{l}\left|\Delta_{j_{v}}\right|+x-y_{l+1}}\right)^{3} \frac{1}{\left|\Delta_{j_{s}}\right|^{1 / p}}\right. \\
& \left.+\sum_{s=l+1}^{\mu_{i}}\left(\frac{\left|\Delta_{j_{s}}\right|}{\sum_{v=l+1}^{\mu_{i}}\left|\Delta_{j_{v}}\right|+x-y_{l+1}}\right) \frac{1}{\left|\Delta_{j_{s}}\right|^{1 / p}}\right\}=C \lambda A\left\{\sigma_{1}+\sigma_{2}\right\} .
\end{aligned}
$$

First we estimate $\sigma_{1}$. Denote for $r=0,1, \ldots$

$$
G_{r}=\left\{s: 2^{r}\left|\Delta_{j_{l}}\right| \leqslant\left|\Delta_{j_{s}}\right|<2^{r+1}\left|\Delta_{j_{l}}\right|, \quad 1 \leqslant s \leqslant l\right\} .
$$

Using (28) we obtain

$$
\begin{aligned}
\sigma_{1} & \leqslant \sum_{r=0}^{\infty} \sum_{s \in G_{r}}\left(\frac{\left|\Delta_{j_{s}}\right|}{\sum_{v=s}^{l}\left|\Delta_{j_{v}}\right|+x-y_{l+1}}\right)^{3} \frac{1}{\left|\Delta_{j_{s}}\right|^{1 / p}} \\
& \leqslant \sum_{r=0}^{\infty} \sum_{m=1}^{\infty}\left(\frac{2^{r+1}\left|\Delta_{j_{l}}\right|}{m \cdot 2^{r}\left|\Delta_{j_{l}}\right|+x-y_{l+1}}\right)^{3} \frac{1}{\left(2^{r}\left|\Delta_{j_{l}}\right|\right)^{1 / p}} \\
& \leqslant \sum_{r=0}^{\infty} \frac{C}{2^{r / p}\left|\Delta_{j_{l}}\right|^{1 / p}} \leqslant \frac{C_{1}}{\left|\Delta_{j_{1}}\right|^{1 / p}}, \quad C_{1}=C_{1}(p)
\end{aligned}
$$

Using (28) again we get

$$
\sigma_{2} \leqslant \sum_{s=l+1}^{\mu_{i}}\left(\frac{\left|\Delta_{j_{s}}\right|}{(s-l)\left|\Delta_{j_{s}}\right|+x-y_{l+1}}\right)^{3} \frac{1}{\left|\Delta_{j_{s}}\right|^{1 / p}}
$$

Consequently

$$
\left|\sum_{v=j_{0}+1}^{i-1} R_{v}(x)\right| \leqslant C \lambda A\left\{\frac{1}{\left|\Delta_{j_{l}}\right|^{1 / p}}+\sum_{s=l+1}^{\mu_{i}}\left(\frac{\left|\Delta_{j_{s}}\right|}{(s-l)\left|\Delta_{j_{s}}\right|+x-y_{l+1}}\right)^{3} \frac{1}{\left|\Delta_{j_{s}}\right|^{1 / p}}\right\}
$$

where $C=C(p, k)$.
Now we take the $L_{p}$ norm and obtain

$$
\begin{aligned}
& \left(\int_{y_{l+1}}^{y_{l}}\left|\sum_{v=j_{0}+1}^{i-1} R_{v}(x)\right|^{p} \mathrm{~d} x\right)^{1 / p} \leqslant C \lambda A\left\{\left(\int_{y_{l+1}}^{y_{l}} \frac{\mathrm{~d} x}{\left|\Delta_{j_{t}}\right|}\right)^{1 / p}\right. \\
& \left.\quad+\sum_{s=l+1}^{\mu_{i}}\left(\int_{y_{l+1}}^{y_{l}}\left(\frac{\left|\Delta_{j_{s}}\right|}{(s-l)\left|\Delta_{j_{s}}\right|+x-y_{l+1}}\right)^{3 p} \frac{\mathrm{~d} x}{\left|\Delta_{j_{s}}\right|}\right)^{1 / p}\right\} \\
& \quad \leqslant C_{1} \hat{\lambda} A\left\{1+\sum_{s=l+1}^{\infty} \frac{1}{\left.(s-l)^{3-1 / p}\right\}}\right.
\end{aligned}
$$

Hence, for $l=1,2, \ldots, \mu_{i}$

$$
\int_{y_{l+1}}^{y_{t}}\left|\sum_{v=j_{0}+1}^{i-1} R_{v}(x)\right|^{p} \mathrm{~d} x \leqslant C \lambda^{p} A^{p}, \quad C=C(p, k)
$$

Combining this estimate with (31) we get
$I_{2}=2^{p-1} \int_{\Delta_{i}}\left|\sum_{v=j_{j_{0}+1}}^{i-1} R_{v}(x)\right|^{p} \mathrm{~d} x \leqslant 2^{p-1} \int_{x_{i-1}}^{\infty}\left|\sum_{v=j_{0}+1}^{i-1} R_{v}(x)\right|^{p} \mathrm{~d} x \leqslant C\left(\mu_{i}+1\right) \lambda^{p} A^{p}$,
where $C=C(p, k)$. From this and (29) follows the lemma.
The following lemma can be proved in a similar (symmetrical) way.
Lemma 8.6. The following estimate holds true for $i=0,1, \ldots, m-1$ :

$$
\int_{\Delta_{i}}\left|\sum_{v=i+1}^{m} R_{v}(x)\right|^{p} \mathrm{~d} x \leqslant C\left(\mu_{i}^{*}+1\right) \lambda^{p} A^{p}
$$

where $C=C(p, k)$.
Completion of the proof of theorem 8.2. It follows by (22), (25), (26), lemma 8.5 and lemma 8.6 that

$$
\begin{aligned}
\|\varphi-R\|_{L_{p}(-\infty, \infty)} & =\left\|\varphi-\sum_{v=1}^{m} R_{v}\right\|_{L_{p}(-\infty, \infty)} \\
& =\left(\sum_{i=0}^{m+1}\left\|\varphi-\sum_{v=1}^{m} R_{v}\right\|_{L_{p}\left(\Delta_{i}\right)}^{p}\right)^{1 / p}
\end{aligned}
$$

$$
\begin{aligned}
\leqslant & \left\{\sum _ { i = 0 } ^ { m + 1 } 3 ^ { p - 1 } \left(\int_{\Delta_{i}}\left|\sum_{v<i} R_{v}(x)\right|^{p} \mathrm{~d} x+\int_{\Delta_{i}}\left|\varphi(x)-R_{i}(x)\right|^{p} \mathrm{~d} x\right.\right. \\
& \left.\left.+\int_{\Delta_{i}}\left|\sum_{v>i} R_{v}(x)\right|^{p} \mathrm{~d} x\right)\right\}^{1 / p} \\
\leqslant & 3\left\{C\left(\mu_{0}^{*}+1\right) \lambda^{p} A^{p}+\sum_{i=1}^{m}\left(C\left(\mu_{i}+1\right) \lambda^{p} A^{p}+D^{p} \lambda^{p} A^{p}+C\left(\mu_{i}^{*}+1\right) \lambda^{p} A^{p}\right)\right. \\
& \left.+C\left(\mu_{m+1}+1\right) \lambda^{p} A^{p}\right\}^{1 / p} \\
\leqslant & C_{1} \lambda A\left(\sum_{i=1}^{m+1} \mu_{i}+m+\sum_{i=0}^{m} \mu_{i}^{*}\right)^{1 / p} \\
\leqslant & 3 C_{1} m^{1 / p} \lambda A=3 C_{1} \lambda\|\varphi\|_{L_{p}(\Delta)} .
\end{aligned}
$$

## Consequently

$$
\|\varphi-R\|_{L_{p}(-\infty, \infty)} \leqslant C \lambda\|\varphi\|_{L_{p}[a, b]}, \quad C=C(p, k)
$$

This estimate together with (24) establishes theorem 8.2.
Proof of theorem 8.1. For each $m=1,2, \ldots$ choose $\varphi_{m} \in S(k, m,[a, b])$ such that $\left\|f-\varphi_{m}\right\|_{L_{p}(\Delta)}=S_{m}^{k}(f)_{p}, \quad \Delta=[a, b]$. Clearly, for $i \geqslant 1$ we have $\varphi_{2^{i}}-\varphi_{2^{i-1}} \in$ $S\left(k, 2^{i+1}, \Delta\right)$ and

$$
\left\|\varphi_{2^{i}}-\varphi_{2^{i-1}}\right\|_{L_{p}(\Delta)} \leqslant\left\|f-\varphi_{2^{i}}\right\|_{L_{p}(\Delta)}+\left\|f-\varphi_{2^{i-1}}\right\|_{L_{p}(\Delta)} \leqslant 2 S_{2^{i-1}}^{k}(f)_{p}
$$

Let $s \geqslant 0$ be an integer. Applying theorem 8.2 for the function $\varphi_{2^{i}}-\varphi_{2^{i-1}}$ $(i \geqslant 1)$ with $\lambda_{i}=2^{(i-s) \alpha}$ we find that there exists a rational function $R_{i}$ such that

$$
\begin{equation*}
\operatorname{deg} R_{i} \leqslant D \cdot 2^{i+1} \ln ^{2}\left(\mathrm{e}+2^{(s-i) x}\right), \quad D=D(p, k)>1 \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\varphi_{2^{i}}-\varphi_{2^{i-1}}-R_{i}\right\|_{L_{p}(\Delta)} \leqslant 2^{(i-s) \alpha} \| \varphi_{2^{i}}-\varphi_{2^{i-1} \|_{L_{p}(\Delta)} \leqslant 2^{(i-s) \alpha+1} S_{2^{i-1}}^{k}(f)_{p} . . . . ~} \tag{33}
\end{equation*}
$$

Consider the rational function $R=\sum_{i=0}^{s} R_{i}$ where $R_{0}=\varphi_{1} \in P_{k-1}$. First we estimate $\operatorname{deg} R$. By (32) we obtain

$$
\begin{aligned}
N & =\operatorname{deg} R \leqslant \sum_{i=0}^{s} \operatorname{deg} R_{i} \leqslant k-1+\sum_{i=1}^{s} D \cdot 2^{i+1} \ln ^{2}\left(\mathrm{e}+2^{(s-i) \alpha}\right) \\
& \leqslant k+D_{1}(\alpha+1)^{2} \sum_{i=1}^{s} 2^{i}(s-i)^{2} \leqslant D(\alpha+1)^{2} \cdot 2^{s} .
\end{aligned}
$$

## Consequently

$$
\begin{equation*}
N=\operatorname{deg} R \leqslant D(\alpha+1)^{2} 2^{s}, \quad D=D(p, k) \tag{34}
\end{equation*}
$$

Now we estimate $\|f-R\|_{L_{p}(\Delta)}$. By (33) we get

$$
\begin{aligned}
\|f-R\|_{L_{p}(\Delta)} \leqslant & \left\|f-\varphi_{2^{s}}\right\|_{L_{p}(\Delta)}+\sum_{i=1}^{s}\left\|\varphi_{2^{i}}-\varphi_{2^{i-1}}-R_{i}\right\|_{L_{p}(\Delta)} \\
& +\left\|\varphi_{1}-R_{0}\right\|_{L_{p}(\Delta)} \leqslant S_{2^{*}}^{k}(f)_{p}+\sum_{i=1}^{s} 2^{(i-s) \alpha+1} S_{2^{i-1}}^{k}(f)_{p} \\
\leqslant & 2^{\alpha+1} 2^{-s \alpha} \sum_{i=0}^{s} 2^{i \alpha} S_{2^{i}}^{k}(f)_{p} \leqslant 2^{2 \alpha+1} 2^{-s \alpha} \sum_{v=1}^{2^{s}} v^{\alpha-1} S_{v}^{k}(f)_{p}
\end{aligned}
$$

From this and (34) it follows that for each $s \geqslant 0$

$$
\begin{equation*}
R_{N}(f)_{p} \leqslant 2^{2 \alpha+1} 2^{-s \alpha} \sum_{v=1}^{2^{s}} v^{\alpha-1} S_{v}^{k}(f)_{p} \tag{35}
\end{equation*}
$$

where $N \leqslant D(\alpha+1)^{2} \cdot 2^{s}, \quad D=D(p, k)>1$.
Now, let $n \geqslant \max \{1, k-1\}$. If $n \leqslant A=D(\alpha+1)^{2}$ then

$$
R_{n}(f)_{p} \leqslant R_{k-1}(f)_{p} \leqslant S_{1}^{k}(f)_{p} \leqslant A^{\alpha} n^{-\alpha} \sum_{v=1}^{n} v^{\alpha-1} S_{v}^{k}(f)_{p}
$$

Consequently

$$
\begin{equation*}
R_{n}(f)_{p} \leqslant C n^{-\alpha} \sum_{v=1}^{n} v^{\alpha-1} S_{v}^{k}(f)_{p}, \quad \max \{1, k-1\} \leqslant n \leqslant A \tag{36}
\end{equation*}
$$

where $C=C(p, k, \alpha)$.
Let $n>A$. Choose $s \geqslant 0$ such that $A \cdot 2^{s}<n \leqslant A \cdot 2^{s+1}$. Then by (35)

$$
\begin{aligned}
R_{n}(f)_{p} & \leqslant 2^{2 \alpha+1} 2^{-s \alpha} \sum_{v=1}^{2^{s}} v^{\alpha-1} S_{v}^{k}(f)_{p} \\
& \leqslant C_{1}(p, k, \alpha) n^{-\alpha} \sum_{v=1}^{n} v^{\alpha-1} S_{v}^{k}(f)_{p}
\end{aligned}
$$

This estimate together with (36) implies (1). The estimate (2) can be proved in a similar manner. It is readily seen that (2) implies (3).

Next, we shall give some corollaries of theorem 8.1.

Corollary 8.1. Let $f \in L_{p}(\Delta), 1 \leqslant p<\infty$ and $\Delta=[a, b]$ or $\Delta=(-\infty, \infty)$. Let $S_{n}^{k}(f, \Delta)_{p}=\mathrm{O}\left(n^{-\gamma} \omega\left(n^{-1}\right)\right)$, where $k \geqslant 1, \gamma>0$ and $\omega$ is any increasing function on $[0, \infty)$ such that $\lim _{\delta \rightarrow 0} \omega(\delta)=0$ and $\omega(2 \delta) \leqslant 2 \omega(\delta)$ for $\delta \geqslant 0$. Then

$$
R_{n}(f, \Delta)_{p}=\mathrm{O}\left(n^{-\gamma} \omega\left(n^{-1}\right)\right)
$$

Of course theorem 8.1 can be used successfully in more general situations than in that of corollary 8.1.

Corollary 8.2. Let $f \in L_{p}(\Delta)$, where $1 \leqslant p<\infty, \Delta$ is some interval (finite or infinite). Let $\omega$ be a non-decreasing and nonnegative function on $[0, \infty)$ such
that $\omega(2 \delta) \leqslant 2^{\beta} \omega(\delta)$ for $\delta \geqslant 0(\beta \geqslant 0)$. Then, if $S_{n}^{k}(f)_{L_{p}(\Delta)}=\mathrm{O}\left(n^{-\gamma} \omega\left(n^{-1}\right)\right), \gamma>0$, $k \geqslant 1$, then $R_{n}(f)_{L_{p}(\Delta)}=\mathrm{O}\left(n^{-\gamma} \omega\left(n^{-1}\right)\right)$.
Proof of corollary 8.1 and corollary 8.2. Clearly corollary 8.1 is special case of corollary 8.2 .

In order to prove corollary 8.2 we observe that, since $\omega(2 \delta) \leqslant 2^{\beta} \omega(\delta)$ for $\delta \geqslant 0, \omega\left(2^{\nu} \delta\right) \leqslant 2^{\nu \beta} \omega(\delta)$ for $\delta \geqslant 0, v \geqslant 0$. Hence $\omega(n \delta) \leqslant(2 n)^{\beta} \omega(\delta)$ for $\delta \geqslant 0, n \geqslant 1$ and therefore

$$
\begin{equation*}
\omega(\lambda \delta) \leqslant(2(\lambda+1))^{\beta} \omega(\delta), \quad \delta, \lambda \geqslant 0 . \tag{37}
\end{equation*}
$$

The assertion of corollary 8.2 follows immediately from estimate (1) or estimate (2) in theorem 8.1 with some $\alpha>\gamma+\beta$. Indeed, since $S_{n}^{k}(f)_{p}=$ $\mathrm{O}\left(n^{-\gamma} \omega\left(n^{-1}\right)\right)$, in view of (37), we get

$$
\begin{aligned}
R_{n}(f)_{p} & \leqslant C n^{-\alpha} \sum_{v=1}^{n} v^{\alpha-1} v^{-\gamma} \omega\left(v^{-1}\right) \\
& \leqslant C n^{-\alpha} \sum_{v=1}^{n} v^{\alpha-\gamma-1}\left(2\left(\frac{n}{v}+1\right)\right)^{\beta} \omega\left(n^{-1}\right) \\
& \leqslant C_{1} n^{-\gamma} \omega\left(n^{-1}\right)
\end{aligned}
$$

Theorem 8.1 and theorem 7.3 in subsection 7.3 .2 imply the following Jackson type estimate.

Theorem 8.3. Let $f \in B_{\sigma}^{\alpha}, \quad \alpha>0, \quad \sigma=(\alpha+1 / p)^{-1}$ and $1 \leqslant p<\infty ;$ then $f \in L_{p}[0,1]$ and

$$
R_{n}(f)_{p} \leqslant C \frac{\|f\|_{B_{\sigma}^{\alpha}}}{n^{\alpha}}, \quad n>[\alpha],
$$

where $C=C(\alpha, p)$.
Proof. By theorem 7.3 in subsection 7.3 .2 we have $f \in L_{p}[0,1]$ and

$$
S_{n}^{k}(f)_{p} \leqslant C_{1} \frac{\|f\|_{B_{\sigma}^{\alpha}}}{n^{\alpha}}, \quad n=1,2, \ldots
$$

where $k=[\alpha]+1, C_{1}=C_{1}(\alpha, p)$.
Combining this estimate with estimate (1) in theorem 8.1 with $\alpha$ replaced by $\alpha+1$ we get

$$
\begin{aligned}
R_{n}(f)_{p} & \leqslant C_{2} n^{-\alpha-1} \sum_{v=1}^{n} v^{\alpha} S_{v}^{k}(f)_{p} \\
& \leqslant C_{2} n^{-\alpha-1}\left(\sum_{v=1}^{n} 1\right)\|f\|_{B_{\sigma}^{\alpha}}=C_{2} n^{-\alpha}\|f\|_{B_{\sigma}^{\alpha}} .
\end{aligned}
$$

For other applications of theorem 8.1 see section 8.3 and Chapter 10 .

### 8.2 Estimate of spline approximation by means of rational in $L_{p}, 1<p \leqslant \infty$

Here we shall obtain an estimation for the best spline approximation of functions by means of best rational approximation in $L_{p}, 1<p \leqslant \infty$. This estimation, together with the results in section 8.1 , gives a characterization of the best rational approximation by means of the best spline approximation in $L_{p}, 1<p<\infty$.

Theorem 8.4. Let $f \in L_{p}[-1,1], 0<p \leqslant \infty$. Then for every natural number $k>0$ we have

$$
S_{n}^{k}(f)_{p} \leqslant n^{-k} \kappa_{k, p}(f ; n),
$$

where $\kappa_{k, p}(f ; n)$ is the modulus of variation of $f$ of order $k$ in $L_{p}$, defined in section 6.3 .

Proof. Let us consider the so called 'balanced' partition in $L_{p}$ of the interval $[-1,1]:[-1,1]=\bigcup_{i=1}^{n} I_{i}, I_{i}=\left[x_{i-1}, x_{i}\right],-1=x_{0}<x_{1}<\cdots<x_{n}=1$ and $^{\dagger}$

$$
\left(E_{k-1}(f)_{p, I_{1}}\right)^{p}=\left(E_{k-1}(f)_{p, I_{i}}\right)^{p}=\alpha_{n, p}, i=2, \ldots, n
$$

(it is easy to see that such partition exists).
By the definition of the best spline approximation we have

$$
\begin{equation*}
S_{n}^{k}(f)_{p} \leqslant\left(\sum_{i=1}^{n}\left(E_{k-1}(f)_{p, I_{i}}\right)^{p}\right)^{1 / p}=\left(n \alpha_{n, p}\right)^{1 / p} \tag{1}
\end{equation*}
$$

On the other hand

$$
\begin{align*}
\kappa_{k, p}(f ; n) & \geqslant\left(\sum_{i=1}^{n}\left(E_{k-1}(f)_{p, I_{i}}\right)^{\sigma}\right)^{1 / \sigma} \\
& =\left(\sum_{i=1}^{n} \alpha_{n, p}^{\sigma / p}\right)^{1 / \sigma}=n^{1 / \sigma} \alpha_{n, p}^{1 / p} \tag{2}
\end{align*}
$$

From (1) and (2) the theorem follows:

$$
\begin{aligned}
S_{n}^{k}(f)_{p} & \leqslant n^{1 / p} \alpha_{n, p}^{1 / p} \leqslant n^{1 / p-1 / \sigma} \kappa_{k, p}(f ; n) \\
& =n^{-k} \kappa_{k, p}(f ; n), \quad 1 / \sigma=k+1 / p .
\end{aligned}
$$

Theorem 8.5. Let $f \in L_{p}(-1,1), 1<p \leqslant \infty$. Then:
(a) for $2^{n} \leqslant m<2^{n+1}, 1 / \sigma=k+1 / p$, we have

$$
\begin{equation*}
S_{m}^{k}(f)_{p} \leqslant c(k, p) m^{-k}\left\{\sum_{v=0}^{n}\left(2^{\nu k} R_{2^{v}}(f)_{p}\right)^{\sigma}\right\}^{1 / \sigma} ; \tag{3}
\end{equation*}
$$

[^10](b) for every $\alpha, 0<\alpha<k$, we have
\[

$$
\begin{equation*}
S_{m}^{k}(f)_{p} \leqslant c(k, p, \alpha) m^{-\alpha} \sum_{v=0}^{m}(v+1)^{\alpha-1} R_{v}(f)_{p} \tag{4}
\end{equation*}
$$

\]

(c) for every $q>0$ and $0<\alpha<k$ we have

$$
\begin{equation*}
\sum_{v=0}^{\infty}\left(2^{v \alpha} S_{2^{v}}(f)_{p}\right)^{q} \leqslant c(\alpha, k, p, q) \sum_{v=0}^{\infty}\left(2^{v \alpha} R_{2^{v}}(f)_{p}\right)^{q} \tag{5}
\end{equation*}
$$

Proof. The inequality (3) follows direct from theorems 6.6 and 8.4. To prove (4), we obtain from (3), using Hölder's inequality for $p^{\prime}=1 / \sigma>1, q^{\prime}=(1-\sigma)^{-1}$,

$$
\begin{aligned}
S_{m}^{k}(f)_{p} & \leqslant c(k, p) m^{-k}\left(\sum_{v=0}^{n} 2^{v(k-\alpha) \sigma q^{\prime}}\right)^{1 / \sigma q^{\prime}} \sum_{v=0}^{n} 2^{v \alpha} R_{2^{v}}(f)_{p} \\
& \leqslant c(\alpha, k, p) m^{-\alpha} \sum_{v=0}^{m}(v+1)^{\alpha-1} R_{v}(f)_{p} .
\end{aligned}
$$

The inequality (5) follows now from (4), if we change the order of summation; see lemma 3.10.

Corollary 8.3. If we have $R_{n}(f)_{p}=\mathrm{O}\left(n^{-\alpha}\right), 1<p \leqslant \infty, 0<\alpha<k$, then

$$
S_{n}^{k}(f)_{p}=\mathrm{O}\left(n^{-\alpha}\right)
$$

The corollary follows from the inequality (3).
The following result can be considered as an inverse to theorem 6.6 and corollary 6.3 .

Lemma 8.7. We have for $1 \leqslant p<\infty$

$$
R_{n}(f)_{p} \leqslant c(p, k) n^{-k} \kappa_{k, p}(f ; n)
$$

where the constant $c(p, k)$ depends only on $p$ and $k$.
Proof. The lemma follows from theorem 8.1 and theorem 8.4. Indeed, let us set in theorem $8.1 \alpha=k+2$. Since the modulus of variation $\kappa_{k, p}(f ; v)$ of $f$ of order $k$ in $L_{p}$ is a monotone increasing function, we obtain from theorems 8.1 and 8.4

$$
\begin{aligned}
R_{n}(f)_{p} & \leqslant c_{1}(p, k) n^{-k-2} \sum_{v=1}^{n} v^{k+1} S_{v}^{k}(f)_{p} \\
& \leqslant c_{1}(p, k) n^{-k-2} \sum_{v=1}^{n} v \kappa_{k, p}(f ; v) \\
& \leqslant c_{2}(p, k) n^{-k-2} \kappa_{k, p}(f ; n) \sum_{v=1}^{n} v \leqslant c(p, k) n^{-k} \kappa_{k, p}(f ; n) .
\end{aligned}
$$

The inequality (5) together with (1) from theorem 8.1 gives us the following impressive theorem.

Theorem 8.6. Let $1<p<\infty, \alpha<k, q>0$. There exist constants $c_{1}(\alpha, k, p, q)$ and $c_{2}(\alpha, k, p, q)$ depending only on $\alpha, k, p$ and $q$ such that

$$
\begin{aligned}
c_{1}(\alpha, k, p, q)\left\{\sum_{v=0}^{\infty}\left(2^{v \alpha} S_{2}^{k}(f)_{p}\right)^{q}\right\}^{1 / q} & \leqslant\left\{\sum_{v=0}^{\infty}\left(2^{v \alpha} R_{2^{v}}(f)_{p}\right)^{q}\right\}^{1 / q} \\
& \leqslant c_{2}(\alpha, k, p, q)\left\{\sum_{v=0}^{\infty}\left(2^{v \alpha} S_{2^{v}}^{k}(f)_{p}\right)^{q}\right\}^{1 / q}
\end{aligned}
$$

The set of all functions, for which we have

$$
\left\{\sum_{v=0}^{\infty}\left(2^{v x} E_{2^{v}}(f)_{X}\right)^{4}\right\}^{1 / 4}<\infty
$$

for some best approximation $E_{2^{v}}$ in some space $X$, is called the approximation space for the corresponding best approximation in $X$. Following DeVore and Popov (1986) we shall denote these spaces by $A_{q}^{\alpha}\left(E_{v} ; X\right)$ :

$$
A_{q}^{\alpha}\left(E_{v} ; X\right)=\left\{f:\left\{\sum_{v=0}^{\infty}\left(2^{v a} E_{2} v(f)_{X}\right)^{q}\right\}^{1 / q}<\infty\right\} .
$$

So theorem 8.6 gives us the remarkable fact that the approximation spaces for the best free-knots spline approximation in $L_{p}$ and for the best rational approximation in $L_{p}, 1<p<\infty$, coincide.

A special case of theorem 8.6 is the case $q=\infty$, which follows from corollaries 8.1 and 8.3 . We shall formulate this case separately because of its importance.

Theorem 8.7. For $1<p<\infty, 0<\alpha<k$, we have

$$
R_{n}(f)_{p}=\mathrm{O}\left(n^{-x}\right)
$$

if and only if

$$
S_{n}^{k}(f)_{p}=\mathrm{O}\left(n^{-\alpha}\right)
$$

The connection between approximation spaces and interpolation spaces is studied in detail in DeVore and Popov (1986), where historical remarks are given also (compare with Chapter 3, 3.5, and Chapter 7). In particular, on the basis of interpolation of Besov spaces the following theorem is proved in DeVore, Popov (1986):

$$
\begin{equation*}
A_{\sigma}^{\alpha}\left(S_{v}^{k} ; L_{p}\right)=B_{\sigma \sigma}^{\alpha}, \quad \sigma=(\alpha+1 / p)^{-1}, \quad p<\infty, \quad k>\alpha \tag{6}
\end{equation*}
$$

The equality (6) together with theorem 8.6 gives us the following basic characterization of the best rational and best free-knots spline approximation in $L_{p}$ by means of Besov spaces.

Theorem 8.8. For $1<p<\infty, \sigma=(\alpha+1 / p)^{-1}, k>\alpha$, we have

$$
A_{\sigma}^{\alpha}\left(S_{v}^{k} ; L_{p}\right)=A_{\sigma}^{\alpha}\left(R_{v} ; L_{p}\right)=B_{\sigma \sigma}^{\alpha} .
$$

Remark. The equality (6) was formulated without any indication of proof by Yu.A. Brudnyi in 1983 at the conference on approximation theory in Kiev.

We shall end this section with one useful counter-example.
Lemma 8.8. Let $f_{p}(x)=x^{-1 / p}, 0<p<\infty$ and $k \geqslant 1$. There exists a constant $c=c(p, k)>0$ such that

$$
\begin{equation*}
S_{n}^{k}\left(f_{p}\right)_{L_{p}\left[1 / 2^{2 n}, 1\right]}>c\left\|f_{p}\right\|_{\left.L_{p} 1 / 12^{2 n}, 1\right]}, \quad n=1,2, \ldots \tag{7}
\end{equation*}
$$

Proof. We have

$$
\begin{align*}
\inf _{Q \in P_{k-1}} \int_{2^{-(i+1)}}^{2^{-i}}\left|x^{-1 / p}-Q(x)\right|^{p} \mathrm{~d} x & =\inf _{Q \in P_{k-1}} \int_{1 / 2}^{1}\left|t^{-1 / p}-\frac{Q\left(2^{-i} t\right)}{2^{i / p}}\right|^{p} \mathrm{~d} t \\
& =\inf _{Q \in P_{k-1}} \int_{1 / 2}^{1}\left|t^{-1 / p}-Q(t)\right|^{p} \mathrm{~d} t=c_{1}(k, p)>0 . \tag{8}
\end{align*}
$$

Let $s \in S\left(k, n,\left[2^{-2 n}, 1\right]\right)$. It is readily seen that there exist intervals $\left(1 / 2^{m_{\mathrm{x}}+1}\right.$, $1 / 2^{m_{v}}$ ), $0 \leqslant m_{1}<m_{2}<\cdots m_{n} \leqslant 2 n-1$, such that each of them does not contain a knot of the spline $s$. Therefore using (8) we get

$$
\begin{aligned}
\left(\int_{2^{-2 n}}^{1}\left|x^{-1 / p}-s(x)\right|^{p} \mathrm{~d} x\right)^{1 / p} & \geqslant\left(\sum_{v=1}^{n} \inf _{Q \in P_{k-1}} \int_{2^{-\left(\left(m_{v}+1\right)\right.}}^{2^{-m_{v}}}\left|x^{-1 / p}-Q(x)\right|^{p} \mathrm{~d} x\right)^{1 / p} \\
& \geqslant\left(c_{1}(p, k) n\right)^{1 / p}
\end{aligned}
$$

Hence

$$
\begin{equation*}
S_{n}^{k}\left(f_{p}\right)_{L_{p}\left[1 / 2^{2 n}, 1\right]} \geqslant\left(c_{1}(p, k)\right)^{1 / p} n^{1 / p} . \tag{9}
\end{equation*}
$$

On the other hand

$$
\begin{equation*}
\left\|f_{p}\right\|_{L_{p}\left[1 / 2^{2 n}, 1\right]}=\left(\int_{2^{-2 n}}^{1} \frac{\mathrm{~d} x}{x}\right)^{1 / p}=(2 \ln 2)^{1 / p} n^{1 / p} \tag{10}
\end{equation*}
$$

The estimates (9) and (10) imply (7).
Lemma 8.8 shows that theorem 8.5 does not hold in the case $p=1$, since $f_{1}(x)=1 / x \in R_{1}$.

### 8.3 Relations between rational and spline approximations of functions and rational and spline approximations of their derivatives

We begin with the basic results. As usually we denote by $W_{p}^{r}[a, b]$ the Sobolev class of all functions $f$ such that $f^{(r-1)}$ is absolutely continuous on $[a, b]$ and $f^{(r)} \in L_{p}[a, b]$.

Theorem 8.9. If $f \in W_{p}^{r}[a, b], \alpha>0$ and $m \geqslant 1$, then the estimates

$$
\begin{equation*}
R_{n}(f)_{q} \leqslant c_{1} n^{-r-\alpha} \sum_{\nu=0}^{n}(v+1)^{\alpha-1} R_{v}\left(f^{(r)}\right)_{p}, \quad n \geqslant r \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{n}(f)_{q} \leqslant c_{2} n^{-r-\alpha} \sum_{v=1}^{n} v^{\alpha-1} S_{v}^{m}\left(f^{(r)}\right)_{p}, \quad n \geqslant r+m-1 \tag{2}
\end{equation*}
$$

hold in the following situations:
(i) $r=1,1 \leqslant q<\infty, p=1$,
(ii) $r=1, q=\infty, 1<p \leqslant \infty$,
(iii) $r \geqslant 2, q=\infty, p=1$,
where $c_{1}=c(p, q, r, \alpha)(b-a)^{r+(1 / q)-(1 / p)}, c_{2}=c(p, q, r, \alpha, m)(b-a)^{r+(1 / q)-(1 / p)}$.
Remark. The estimates (1) and (2) do not hold in the case $r=1, q=\infty, p=1$, since $\left\{R_{n}(f)_{c}\right\}_{n=1}^{\infty}$ may tend to zero as slowly as we want in the class of all absolutely continuous functions $f$ (see theorem 11.3 in subsection 11.1.2).

Theorem 8.10. If $f \in W_{p}^{r}[a, b], \alpha>0, k>r+\alpha$, then the estimate

$$
\begin{equation*}
S_{n}^{k}(f)_{q} \leqslant c n^{-r-\alpha} \sum_{v=0}^{n}(v+1)^{\alpha-1} R_{v}\left(f^{(r)}\right)_{p}, \quad n \geqslant 1, \tag{3}
\end{equation*}
$$

holds in the following situations:
(i) $r=1,1 \leqslant q<\infty, p=1$,
(ii) $r=1, q=\infty, 1<p \leqslant \infty$,
(iii) $r \geqslant 2, q=\infty, p=1$,
where $c=c_{1}(p, q, r, \alpha)(b-a)^{r+(1 / q)-(1 / p)}$.
Remark. The right-hand-sides of estimates (1)-(3) involve rational or spline functions as tools for approximation. From our proofs it will become clear that these tools can be replaced by more general ones. Namely, it is sufficient that the approximating functions and their derivatives up to a certain order are monotone in $\mathrm{O}(n)$ subintervals. However, such a general formulation is not used here, since other approximating tools that produce a better order of approximation are not known to us.

Next, we shall prove theorem 8.9. We need some auxiliary results.
Theorem 8.11. Let $f \in W_{p}^{1}[a, b], 1<p \leqslant \infty$, and assume that there exist $a$ partition of $[a, b]$ into $m(m \geqslant 1)$ subintervals $a=x_{0}<x_{1}<\cdots<x_{m}=b$ and rational functions $\left\{r_{i}\right\}_{i=0}^{m-1}$ such that for $i=0,1, \ldots, m-1$

$$
\begin{equation*}
\left\|f-r_{i}\right\|_{C\left[x_{i}, x_{i}+1\right]} \leqslant \varepsilon_{1} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{deg} r_{i} \leqslant k_{i} \tag{5}
\end{equation*}
$$

where $\varepsilon_{1}>0$ and $k_{i} \geqslant 0$ are given numbers.
Then for each $\varepsilon_{2}>0$ there exists a rational function $r$ such that

$$
\begin{equation*}
\|f-r\|_{C[a, b]} \leqslant \varepsilon_{1}+\varepsilon_{2} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{deg} r \leqslant 2 \sum_{i=0}^{m-1} k_{i}+D p^{\prime} m \ln ^{2}\left(\mathrm{e}+\frac{\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}}}{m \varepsilon_{2}}\right) \tag{7}
\end{equation*}
$$

where $D>1$ is an absolute constant, $p^{\prime}=(1-1 / p)^{-1}$.
Proof. We shall proceed similarly as in the proof of theorem 5.2 in section 5.2.
Since the function $F(x)=x \ln ^{2}(\mathrm{e}+1 / x)$ is increasing in $(0, \infty)$, it is readily seen that, if the theorem holds for $m=2^{s}, s=0,1, \ldots$, then it holds with some other constant $D$ for all $m=1,2, \ldots$. Thus we shall suppose that $m=2^{s}, s$ integer, and also without loss of generality $1<p<\infty$.

Next, we shall make use of the following notations: $f_{\Delta}(x)=f(x)-f(u)$ for each interval $\Delta=[u, v] \subset[a, b]$;

$$
\begin{equation*}
N(\mu, \Delta)=6 B_{1} p^{\prime} \sum_{v=0}^{\mu} 2^{v} \ln ^{2}\left(\mathrm{e}+2^{\mu} 4^{-v}\left\|f^{\prime}\right\|_{L_{p}(\Delta)}|\Delta|^{1 / p^{\prime}} \varepsilon_{2}^{-1}\right) \tag{8}
\end{equation*}
$$

where $B_{1}>1$ is the constant from lemma 5.3 in section $5.1, f, p$ and $\varepsilon_{2}$ are from the assumptions of theorem $8.11, \mu$ and the interval $\Delta$ are parameters.

To avoid more complicated indexation we shall denote

$$
\begin{equation*}
\Omega_{\mu}=\left\{\left[x_{i}, x_{i+2^{\mu}}\right]: i=0,1, \ldots, m-2^{\mu}\right\}, \quad 0 \leqslant \mu \leqslant s \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{\Delta}=\left\{\Delta^{*}: \Delta^{*} \in \Omega_{0}, \Delta^{*} \subset \Delta\right\} . \tag{10}
\end{equation*}
$$

Note that $\Omega_{0}=\left\{\left[x_{i}, x_{i+1}\right]: i=0,1, \ldots, m-1\right\}$. Also, we set $r_{\Delta}=r_{i}$ and $k_{\Delta}=k_{i}$ for each interval $\Delta=\left[x_{i}, x_{i+1}\right], \Delta \in \Omega_{0}$.

Briefly we shall denote $\|\cdot\|_{\Delta}=\|\cdot\|_{C(\Delta)}$.
We need some lemmas, where we shall use the assumptions and notations introduced above.

Lemma 8.9. For each interval $\Delta \in \Omega_{0}$ there exists a rational function $Q_{\Delta}$ such that

$$
\begin{align*}
& \left\|f_{\Delta}-Q_{\Delta}\right\|_{\Delta} \leqslant \varepsilon_{1}+\varepsilon_{2} / 2  \tag{11}\\
& \left\|Q_{\Delta}\right\|_{(-\infty, \infty)} \leqslant 2\left(V_{\Delta} f\right)^{3 / 2} \varepsilon_{2}^{-1 / 2} \tag{12}
\end{align*}
$$

and

$$
\begin{equation*}
\operatorname{deg} Q_{\Delta} \leqslant 2 k_{\Delta} \tag{13}
\end{equation*}
$$

Proof. Let $\Delta \in \Omega_{0}$ and $\Delta=[u, v]$. If $V_{\Delta} f=0$, then, obviously, the rational function $Q_{\Delta} \equiv 0$ satisfies (11)-(13).

If $\left\|r_{\Delta}-f(u)\right\|_{\Delta}>2\|f\|_{\Delta}$, then by (4) we get $\left\|f_{\Delta}\right\|_{\Delta} \leqslant\left\|r_{\Delta}-f(u)\right\|_{\Delta}-\left\|f_{\Delta}\right\|_{\Delta} \leqslant$ $\left\|f-r_{\Delta}\right\|_{\Delta} \leqslant \varepsilon_{1}$ and therefore the rational function $Q_{\Delta} \equiv 0$ satisfies (11)-(13).

Let $V_{\Delta} f>0$ and $\left\|r_{\Delta}-f(u)\right\|_{\Delta} \leqslant 2\left\|f_{\Delta}\right\|_{\Delta}$. Consider the rational function

$$
Q_{\Delta}(x)=\frac{r_{\Delta}(x)-f(u)}{1+\eta_{\Delta}\left(r_{\Delta}(x)-f(u)\right)^{2}}, \quad \eta_{\Delta}=\frac{1}{8}\left(V_{\Delta} f\right)^{-3} \varepsilon_{2}
$$

It is readily seen, in view of (5), that

$$
\operatorname{deg} Q_{\Delta} \leqslant 2 \operatorname{deg} r_{\Delta} \leqslant 2 k_{\Delta}
$$

and

$$
\left\|Q_{\Delta}\right\|_{(-\infty, \infty)} \leqslant \frac{1}{2 \sqrt{\eta_{\Delta}}}<2\left(V_{\Delta} f\right)^{3 / 2} \varepsilon_{2}^{-1 / 2}
$$

i.e. $Q_{\Delta}$ satisfies (12) and (13). It remains to estimate $\left\|f_{\Delta}-Q_{\Delta}\right\|_{\Delta}$. By our assumptions and (4) we get $\left\|f_{\Delta}-Q_{\Delta}\right\|_{\Delta} \leqslant\left\|f-r_{\Delta}\right\|_{\Delta}+\eta_{\Delta}\left\|r_{\Delta}-f(u)\right\|_{\Delta}^{2}\left\|f_{\Delta}\right\|_{\Delta} \leqslant$ $\varepsilon_{1}+4 \eta_{\Delta}\left\|f_{\Delta}\right\|_{\Delta}^{3} \leqslant \varepsilon_{1}+4 \eta\left(V_{\Delta} f\right)^{3}=\varepsilon_{1}+\varepsilon_{2} / 2$. Hence $Q_{\Delta}$ satisfies (11).

We shall prove theorem 8.11 starting from lemma 8.9 and applying several times the following lemma.

Lemma 8.10. Let $0 \leqslant \mu \leqslant s-1$. Assume that for each $\Delta \in \Omega_{\mu}$ there exists a rational function $Q_{\Delta}$ such that

$$
\begin{equation*}
\left\|f_{\Delta}-Q_{\Delta}\right\|_{\Delta} \leqslant \varepsilon_{1}+\varphi(\mu) \varepsilon_{2} \tag{14}
\end{equation*}
$$

where $\varphi(\mu) \geqslant \frac{1}{2}$ depends only on $\mu$,

$$
\begin{equation*}
\left\|Q_{\Delta}\right\|_{(-\infty, \infty)} \leqslant 2\left(V_{\Delta} f\right)^{3 / 2} \varepsilon_{2}^{-1 / 2} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{deg} Q_{\Delta} \leqslant 2 \sum_{\Delta^{*} \in \Omega_{\Delta}} k_{\Delta^{*}}+N(\mu, \Delta) \tag{16}
\end{equation*}
$$

Then for each $\Delta \in \Omega_{\mu+1}$ there exists a rational function $Q_{\Delta}$ such that

$$
\begin{align*}
\left\|f_{\Delta}-Q_{\Delta}\right\|_{\Delta} & \leqslant \varepsilon_{1}+\left(\varphi(\mu)+\frac{1}{2^{\mu+1}}\right) \varepsilon_{2}  \tag{17}\\
\left\|Q_{\Delta}\right\|_{(-\infty, \infty)} & \leqslant 2\left(V_{\Delta} f\right)^{3 / 2} \varepsilon_{2}^{-1 / 2}  \tag{18}\\
\operatorname{deg} Q_{\Delta} & \leqslant 2 \sum_{\Delta^{*} \in \Omega_{\Delta}} k_{\Delta^{*}}+N(\mu+1, \Delta) \tag{19}
\end{align*}
$$

where the last sum is taken over all intervals $\Delta^{*} \in \Omega_{\Delta}, N(\mu, \Delta), \Omega_{\mu}$ and $\Omega_{\Delta}$ are defined in (8), (9) and (10) respectively.

Proof. Let $\Delta \in \Omega_{\mu+1}$ and $\Delta=\left[z_{1}, z_{3}\right]$. If $V_{\Delta} f \leqslant \varepsilon_{2} / 2$, then, since $\left\|f_{\Delta}\right\|_{\Delta} \leqslant V_{\Delta} f$, the rational function $Q_{\Delta} \equiv 0$ satisfies (17)-(19).

Let $V_{\Delta} f>\varepsilon_{2} / 2$. Clearly, there exists a point $z_{2} \in \Delta$ such that the intervals
$\Delta_{1}=\left[z_{1}, z_{2}\right]$ and $\Delta_{2}=\left[z_{2}, z_{3}\right]$ belong to $\Omega_{\mu}$. Next, we shall denote for brevity

$$
\begin{aligned}
M_{1} & =V_{\Delta_{1}} f, \quad M_{2}=V_{\Delta_{2}} f, \quad M=V_{\Delta} f=M_{1}+M_{2}, \\
\eta & =\left(\frac{\varepsilon_{2}}{2^{\mu+2}\left\|f^{\prime}\right\|_{L_{p}(\Delta)}}\right)^{p^{\prime}}, \quad d_{1}=\left[z_{1}, z_{2}+\eta\right], \quad d_{2}=\left[z_{2}-\eta, z_{3}\right] .
\end{aligned}
$$

Note that $\left\|f^{\prime}\right\|_{L_{p}(\Delta)}>0$, since $V_{\Delta} f=\left\|f^{\prime}\right\|_{L_{1}(\Delta)}>0$.
By (14)-(16) there exist rational functions $Q_{\Delta_{1}}, Q_{\Delta_{2}}$ such that for $i=1,2$

$$
\begin{align*}
& \left\|f_{\Delta_{i}}-Q_{\Delta_{i}}\right\|_{\Delta_{i}} \leqslant \varepsilon_{1}+\varphi(\mu) \varepsilon_{2}  \tag{20}\\
& \left\|Q_{\Delta_{i}}\right\|_{(-\infty, \infty)} \leqslant 2 M_{i}^{3 / 2} \varepsilon_{2}^{-1 / 2}  \tag{21}\\
& \quad \operatorname{deg} Q_{\Delta_{i}} \leqslant 2 \sum_{\Delta^{*} \in \Omega_{\Delta_{i}}} k_{\Delta^{*}}+N\left(\mu, \Delta_{i}\right) \tag{22}
\end{align*}
$$

We need an estimate of the modulus of continuity of the function $f$ on $\Delta$ :

$$
\omega(f, \Delta ; \delta)_{C}=\sup \left\{\left|f\left(x^{\prime}\right)-f\left(x^{\prime \prime}\right)\right|: x^{\prime}, x^{\prime \prime} \in \Delta,\left|x^{\prime}-x^{\prime \prime}\right| \leqslant \delta\right\} .
$$

By Hölder's inequality we get, for $x^{\prime}, x^{\prime \prime} \in \Delta, x^{\prime} \leqslant x^{\prime \prime}$,

$$
\left|f\left(x^{\prime}\right)-f\left(x^{\prime \prime}\right)\right| \leqslant \int_{x^{\prime}}^{x^{\prime \prime}}\left|f^{\prime}(x)\right| \mathrm{d} x \leqslant\left\|f^{\prime}\right\|_{L_{p}\left[x^{\prime}, x^{\prime \prime}\right]}\left|x^{\prime}-x^{\prime \prime}\right|^{1 / p^{\prime}}
$$

Consequently

$$
\begin{equation*}
\omega(f, \Delta ; \delta)_{C} \leqslant\left\|f^{\prime}\right\|_{L_{p}(\Delta)} \delta^{1 / p^{\prime}}, \quad \delta \geqslant 0 \tag{23}
\end{equation*}
$$

Let $\alpha_{i}(i=1,2)$ be the linear increasing function which maps $d_{i}$ onto $\Delta_{i}$. Clearly

$$
\begin{equation*}
\left\|\alpha_{i}(x)-x\right\|_{d_{i}}=\eta, \quad i=1,2 \tag{24}
\end{equation*}
$$

Put $r_{1}(x)=Q_{\Delta_{1}}\left(\alpha_{1}(x)\right)$ and $r_{2}(x)=Q_{\Delta_{2}}\left(\alpha_{2}(x)\right)-f\left(z_{1}\right)+f\left(z_{2}\right)$. By (20), (23) and (24) we get

$$
\begin{aligned}
\left\|f_{\Delta}-r_{1}\right\|_{d_{1} \cap \Delta} \leqslant & \left\|f_{\Delta_{1}}-f_{\Delta_{1}}\left(\alpha_{1}\right)\right\|_{d_{1} \cap \Delta}+\left\|f_{\Delta_{1}}\left(\alpha_{1}\right)-Q_{\Delta_{1}}\left(\alpha_{1}\right)\right\|_{d_{1}} \leqslant \omega\left(f_{\Delta}, \Delta ; \eta\right) \\
& +\left\|f_{\Delta_{1}}-Q_{\Delta_{1}}\right\|_{\Delta_{1}} \leqslant \varepsilon_{1}+\left(\varphi(\mu)+\frac{1}{2^{\mu+2}}\right) \varepsilon_{2}
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
\left\|f_{\Delta}-r_{1}\right\|_{d_{1 \cap \Delta}} \leqslant \varepsilon_{1}+\left(\varphi(\mu)+\frac{1}{2^{\mu+2}}\right) \varepsilon_{2} \tag{25}
\end{equation*}
$$

By (21), (22) we obtain

$$
\begin{gather*}
\left\|r_{1}\right\|_{(-\infty, \infty)} \leqslant 2 M_{1}^{3 / 2} \varepsilon_{2}^{-1 / 2} \leqslant 2 M^{3 / 2} \varepsilon_{2}^{-1 / 2}  \tag{26}\\
\operatorname{deg} r_{1} \leqslant 2 \sum_{\Delta^{*} \in \Omega_{A_{1}}} k_{\Delta^{*}}+N\left(\mu, \Delta_{1}\right) \tag{27}
\end{gather*}
$$

Similarly, by (20), (23) and (24) we get

$$
\begin{equation*}
\left\|f_{\Delta}-r_{2}\right\|_{d_{2} \cap \Delta} \leqslant \varepsilon_{1}+\left(\varphi(\mu)+\frac{1}{2^{\mu+2}}\right) \varepsilon_{2} \tag{28}
\end{equation*}
$$

By (21) and the fact that $M>\varepsilon_{2} / 2$ we get

$$
\begin{align*}
\left\|r_{2}\right\|_{(-\infty, \infty)} & \leqslant\left|f\left(z_{1}\right)-f\left(z_{2}\right)\right|+\left\|Q_{\Delta_{2}}\right\|_{(-\infty, \infty)} \leqslant M_{1}+2 M_{2}^{3 / 2} \varepsilon^{-1 / 2} \\
& \leqslant 2 M_{1} M^{1 / 2} \varepsilon_{2}^{-1 / 2}+2 M_{2} M^{1 / 2} \varepsilon_{2}^{-1 / 2}=2 M^{3 / 2} \varepsilon_{2}^{-1 / 2} \tag{29}
\end{align*}
$$

By (22) we have

$$
\begin{equation*}
\operatorname{deg} r_{2} \leqslant 2 \sum_{\Delta^{*} \in \Omega_{\Delta}} k^{*}+N\left(\mu, \Delta_{2}\right) \tag{30}
\end{equation*}
$$

If $\Delta \subset d_{1}$ or $\Delta \subset d_{2}$, then it follows by (25)-(30) that the rational function $r_{1}$ or $r_{2}$, respectively, satisfies (17)-(19).

In the opposite case we have $\left|d_{1} \cap d_{2} \cap \Delta\right|>\eta$. Now we are able to apply lemma 5.3 in section 5.1 to the function $f_{\Delta}$ with the corresponding values of parameters $\Delta_{1}, \Delta_{2}, \varepsilon_{1}, A$ and $k_{i}$ from (25)-(30). Setting $\varepsilon_{2} / 2^{\mu+2}$ in place of $\varepsilon_{2}$ we conclude that there exists a rational function $Q_{\Delta}$ such that

$$
\begin{aligned}
\left\|f_{\Delta}-Q_{\Delta}\right\|_{\Delta} \leqslant & \varepsilon_{1}+\left(\varphi(\mu)+\frac{1}{2^{\mu+1}}\right) \varepsilon_{2}, \quad\left\|Q_{\Delta}\right\|_{(-\infty, \infty)} \leqslant 2 M^{3 / 2} \varepsilon_{2}^{-1 / 2} \\
\operatorname{deg} Q_{\Delta} \leqslant & 2 \sum_{\Delta^{*} \in \Omega_{\Delta}} k_{\Delta^{*}}+N\left(\mu, \Delta_{1}\right)+N\left(\mu, \Delta_{2}\right) \\
& +B_{1} \ln \left(\mathrm{e}+\frac{|\Delta|}{\left|d_{1} \cap d_{2} \cap \Delta\right|}\right) \ln \left(\mathrm{e}+\frac{2 M^{3 / 2} \varepsilon_{2}^{-1 / 2}}{\varepsilon_{2} 2^{\mu+2}}\right)
\end{aligned}
$$

Consequently $Q_{\Delta}$ satisfies (17) and (18).
It remains to prove that $Q_{\Delta}$ satisfies (19). Since $\left|d_{1} \cap d_{2} \cap \Delta\right|>\eta, \quad M=V_{\Delta} f=\left\|f^{\prime}\right\|_{L_{1}(\Delta)} \leqslant\left\|f^{\prime}\right\|_{L_{p}(\Delta)}|\Delta|^{1 / p^{\prime}} \quad$ and $\quad M>\varepsilon_{2} / 2$ we have

$$
\begin{aligned}
& B_{1} \ln \left(\mathrm{e}+\frac{|\Delta|}{\left|d_{1} \cap d_{2} \cap \Delta\right|}\right) \ln \left(\mathrm{e}+\frac{2 M^{3 / 2} \varepsilon_{2}^{-1 / 2}}{\varepsilon_{2} / 2^{\mu+2}}\right) \\
& \quad=B_{1} \ln \left(\mathrm{e}+\left(2^{\mu+2}\left\|f^{\prime}\right\|_{L_{p}(\Delta)}|\Delta|^{1 / p^{\prime}} \varepsilon_{2}^{-1}\right)^{p^{\prime}}\right) \ln \left(\mathrm{e}+2^{\mu+3}\left(M \varepsilon_{2}^{-1}\right)^{3 / 2}\right) \\
& \\
& \leqslant 6 B_{1} p^{\prime} \ln ^{2}\left(\mathrm{e}+2^{\mu+1}\left\|f^{\prime}\right\|_{L_{p}(\Delta)}|\Delta|^{1 / p^{\prime}} \varepsilon_{2}^{-1}\right)
\end{aligned}
$$

Hence, it suffices to prove that

$$
\begin{equation*}
N\left(\mu, \Delta_{1}\right)+N\left(\mu, \Delta_{2}\right)+6 B_{1} p^{\prime} \ln ^{2}\left(\mathrm{e}+2^{\mu+1}\left\|f^{\prime}\right\|_{L_{p}(\Delta)}|\Delta|^{1 / p^{\prime}} \varepsilon_{2}^{-1}\right) \leqslant N(\Delta, \mu+1) \tag{31}
\end{equation*}
$$

To this end we shall make use of the following inequalities:

$$
\begin{gather*}
\ln ^{2}\left(\mathrm{e}+x_{1}\right)+\ln ^{2}\left(\mathrm{e}+x_{2}\right) \leqslant 2 \ln ^{2}\left(\mathrm{e}+\frac{x_{1}+x_{2}}{2}\right), \quad x_{1}, x_{2} \geqslant 0  \tag{32}\\
\left\|f^{\prime}\right\|_{L_{p}\left(\Delta_{1}\right)}\left|\Delta_{1}\right|^{1 / p^{\prime}}+\left\|f^{\prime}\right\|_{L_{p}\left(\Delta_{2}\right)}\left|\Delta_{2}\right|^{1 / p^{\prime}} \leqslant\left\|f^{\prime}\right\|_{L_{p}(\Delta)}|\Delta|^{1 / p^{\prime}} \tag{33}
\end{gather*}
$$

The inequality (32) follows from the fact that the function $F_{1}(x)=-\ln ^{2}(\mathrm{e}+x)$ is convex on $[0, \infty)$ and (33) from the fact that the function $F_{2}(x, y)=-x^{1 / p} y^{1 / p^{\prime}}$ is convex on the set $\{(x, y): x, y \geqslant 0\}\left(1 / p+1 / p^{\prime}=1\right)$ and also from the discrete Hölder inequality.

Using the definition of $N(\mu, \Delta)$ in (8) we get

$$
\begin{aligned}
& N\left(\mu, \Delta_{1}\right)+N\left(\mu, \Delta_{2}\right)+6 B_{1} p^{\prime} \ln ^{2}\left(\mathrm{e}+2^{\mu+1}\left\|f^{\prime}\right\|_{L_{p}(\Delta)}|\Delta|^{1 / p^{\prime} \varepsilon_{2}^{-1}}\right) \\
&= 6 B_{1} p^{\prime} \sum_{v=0}^{\mu} 2^{v}\left\{\ln ^{2}\left(\mathrm{e}+2^{\mu} 4^{-v}\left\|f^{\prime}\right\|_{L_{p}\left(\Delta_{1}\right)}\left|\Delta_{1}\right|^{1 / p^{\prime} \varepsilon_{2}^{\prime}-1}\right)\right. \\
&\left.+\ln ^{2}\left(\mathrm{e}+2^{\mu} 4^{-v}\left\|f^{\prime}\right\|_{L_{p}\left(\Delta_{2}\right)}\left|\Delta_{2}\right|^{1 / p^{\prime}} \varepsilon_{2}^{-1 / 2}\right)\right\} \\
&+6 B_{1} p^{\prime} \ln ^{2}\left(\mathrm{e}+2^{\mu+1}\left\|f^{\prime}\right\|_{L_{p}(\Delta)}|\Delta|^{1 / p^{\prime}} \varepsilon_{2}^{-1}\right) \\
& \leqslant 6 B_{1} p^{\prime} \sum_{v=0}^{\mu} 2^{v+1} \ln ^{2}\left(\mathrm{e}+\frac{1}{2} 2^{\mu} 4^{-v}\left(\left\|f^{\prime}\right\|_{L_{p}\left(\Delta_{1}\right)}\left|\Delta_{1}\right|^{1 / p^{\prime}}+\left\|f^{\prime}\right\|_{L_{p}\left(\Delta_{2}\right)}\left|\Delta_{2}\right|^{1 / p^{\prime}}\right) \varepsilon_{2}^{-1}\right) \\
&+6 B_{1} p^{\prime} \ln ^{2}\left(\mathrm{e}+2^{\mu+1}\left\|f^{\prime}\right\|_{L_{p^{\prime}(\Delta)}}|\Delta|^{1 / p^{\prime} \varepsilon_{2}^{\prime}}\right) \\
& \leqslant 6 B_{1} p^{\prime} \sum_{v=0}^{\mu} 2^{v+1} \ln ^{2}\left(\mathrm{e}+2^{\mu+1} 4^{-(v+1)}\left\|f^{\prime}\right\|_{L_{p}(\Delta)}|\Delta|^{1 / p^{\prime} \varepsilon_{2}^{-1}}\right) \\
&+6 B_{1} p^{\prime} \ln ^{2}\left(\mathrm{e}+2^{\mu+1}\left\|f^{\prime}\right\|_{L_{p}(\Delta)}|\Delta|^{1 / p^{\prime} \varepsilon_{2}^{-1}}\right)=N(\mu+1, \Delta) .
\end{aligned}
$$

Thus the inequality ( 31 ) is established.
Completion of the proof of theorem 8.11. Starting from lemma 8.9 and applying lemma 8.10 s times we obtain that there exists a rational function $Q_{\Delta}$, $\Delta=[a, b]$ such that

$$
\left\|f_{\Delta}-Q_{\Delta}\right\|_{\Delta} \leqslant \varepsilon_{1}+\left(\sum_{\mu=0}^{s} \frac{1}{2^{\mu+1}}\right) \varepsilon_{2}<\varepsilon_{1}+\varepsilon_{2}
$$

and

$$
\operatorname{deg} Q_{\Delta} \leqslant 2 \sum_{\Delta \in \Omega_{0}} k_{\Delta}+N(s,[a, b]) .
$$

Putting $r=Q_{\Delta}+f(a)$ we have

$$
\|f-r\|_{[a, b]} \leqslant \varepsilon_{1}+\varepsilon_{2}
$$

and

$$
\operatorname{deg} r \leqslant 2 \sum_{\Delta \in \Omega_{0}} k_{\Delta}+N(s,[a, b]) .
$$

It remains to prove that

$$
\begin{equation*}
N(s, \Delta) \leqslant D p^{\prime} m \ln ^{2}\left(\mathrm{e}+\frac{\left\|f^{\prime}\right\|_{L_{p}}|\Delta|^{1 / p^{\prime}}}{m \varepsilon_{2}}\right) \tag{34}
\end{equation*}
$$

By (8) it follows that

$$
N(s, \Delta) \leqslant 6 B_{1} p^{\prime} \sum_{v=0}^{s} 2^{v} \ln ^{2}\left(\left(\mathrm{e}+\frac{\left\|f^{\prime}\right\|_{L_{p}(\Delta)}|\Delta|^{1 / p^{\prime}}}{2^{s} \varepsilon_{2}}\right) 4^{s-v}\right)
$$

Arguments similar to that of the proof of theorem 5.2 (see p. 121) show that the last estimate implies (34).

Theorem 8.11 provides a new proof of the well-known theorem 5.4 in sections 5.3.2 and 5.4.2:

Theorem 5.4. If $f \in W_{p}^{1}[a, b], p>1$, then

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant C \frac{\left\|f^{\prime}\right\|_{L_{p}}}{n}, \quad n=1,2, \ldots \tag{35}
\end{equation*}
$$

where $C=C_{1} p^{\prime}(b-a)^{1 / p^{\prime}}, C_{1}=\mathrm{constant}$.
Proof. Clearly (see theorem 7.2 in section 7.3 ), for each $m \geqslant 1$ there exist points $a=x_{0}<x_{1}<\cdots<x_{m}=b$ such that for $i=0,1, \ldots, m-1$

$$
\left\|f-f\left(x_{i}\right)\right\|_{C\left[x_{i}, x_{i}+1\right.} \leqslant \frac{V_{a}^{b} f}{m}=\frac{\left\|f^{\prime}\right\|_{L_{1}}}{m} \leqslant \frac{\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}}}{m}
$$

Then applying theorem 8.11 for the function $f$ with $\varepsilon_{1}=\varepsilon_{2}=\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}} / m$ when $\left\|f^{\prime}\right\|_{L_{p}}>0$ (the case $\left\|f^{\prime}\right\|_{L_{p}}=0$ is trivial) we conclude that there exists a rational function $r$ such that

$$
\|f-r\|_{C[a, b]} \leqslant \frac{2\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}}}{m}
$$

and

$$
\operatorname{deg} r \leqslant D p^{\prime} m \ln ^{2}\left(\mathrm{e}+\frac{\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}}}{m \varepsilon_{2}}\right) \leqslant C p^{\prime} m
$$

These estimates imply (35) immediately.
Theorem 8.12. Let $f$ be defined on $[a, b], f^{\prime} \in L_{p}[a, b], 1<p \leqslant \infty$, and $f^{\prime}$, $f^{\prime \prime}, \ldots, f^{(k)}(k \geqslant 1)$ be monotone but possible unbounded on $(a, b)$. Then

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant C \frac{\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}}}{n^{k+1}}, \quad n=1,2, \ldots, \tag{36}
\end{equation*}
$$

where $C=C_{1}(k)\left(p^{\prime}\right)^{4(k+1)}$.

Proof. Suppose $[a, b]=[0,1],\left\|f^{\prime}\right\|_{L_{p}}=1,1<p<\infty$, and $f^{(k)} \in C(0,1)$. Clearly, if theorem 8.12 holds in this case then it holds also in the general case.

Denote $x_{i}=1 / 2^{i}$ and $y_{i}=1-1 / 2^{i}, i=1,2, \ldots$. First we estimate $\left|f^{(k)}\left(x_{i}\right)\right|$ and $\left|f^{(k)}\left(y_{i}\right)\right|$ for $i=1,2, \ldots$.
Since $f^{\prime}$ is monotone in $(0,1)$ and $0<x_{i} \leqslant \frac{1}{2}, 1=\int_{0}^{1}\left|f^{\prime}(x)\right|^{p} \mathrm{~d} x \geqslant \mid f^{\prime}\left(\left.x_{i}\right|^{p} x_{i}\right.$ and therefore $\left|f^{\prime}\left(x_{i}\right)\right| \leqslant 2^{i / p}$. Similarly $\left|f^{\prime}\left(y_{i}\right)\right| \leqslant 2^{i / q}, i=1,2, \ldots$. Since $f^{\prime \prime}$ is monotone, $f^{\prime}$ is either convex or concave and therefore, for $i=2,3, \ldots$,

$$
\left|f^{\prime \prime}\left(x_{i}\right)\right| \leqslant \max \left\{\left|\frac{f^{\prime}\left(x_{i}\right)-f^{\prime}\left(x_{i+1}\right)}{x_{i}-x_{i+1}}\right|,\left|\frac{f^{\prime}\left(x_{i}\right)-f^{\prime}\left(x_{i-1}\right)}{x_{i}-x_{i-1}}\right|\right\}
$$

and

$$
\left|f^{\prime \prime}\left(x_{1}\right)\right| \leqslant \max \left\{\left|\frac{f^{\prime}\left(x_{1}\right)-f^{\prime}\left(x_{2}\right)}{x_{1}-x_{2}}\right|,\left|\frac{f^{\prime}\left(y_{1}\right)-f^{\prime}\left(y_{2}\right)}{y_{1}-y_{2}}\right|\right\} .
$$

Hence

$$
\left|f^{\prime \prime}\left(x_{i}\right)\right| \leqslant 2^{3} \cdot 2^{(1+1 / p) i},\left|f^{\prime \prime}\left(y_{i}\right)\right| \leqslant 2^{3} \cdot 2^{(1+1 / p) i}, \quad i=1,2, \ldots
$$

Just in the same manner we estimate $\left|f^{(v)}\left(x_{i}\right)\right|$ and $\left|f^{(v)}\left(y_{i}\right)\right|, i=1,2, \ldots$. Finally we get

$$
\left.\begin{array}{l}
\left|f^{(k)}\left(x_{i}\right)\right| \leqslant 2^{(k+1)^{2}} 2^{i(k-1+1 / p)}=2^{(k+1)^{2}} 2^{i\left(k-1 / p^{\prime}\right)}  \tag{37}\\
\left|f^{(k)}\left(y_{i}\right)\right| \leqslant 2^{(k+1)^{2}} 2^{i\left(k-1 / p^{\prime}\right)}, \quad i=1,2, \ldots
\end{array}\right\}
$$

Denote $A=\mathrm{e}^{18} D^{2}(k+1)^{6}\left(p^{\prime}\right)^{4}$, where $D>1$ is the constant from theorem 8.11.

Clearly

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant V_{0}^{1} f=\left\|f^{\prime}\right\|_{L_{1}} \leqslant\left\|f^{\prime}\right\|_{L_{p}} \leqslant \frac{A^{k+1}}{n^{k+1}}, \quad 1 \leqslant n \leqslant A . \tag{38}
\end{equation*}
$$

Let $n>A$. Choose $s$ to be an integer and $s \geqslant 2$ such that

$$
\begin{equation*}
2^{s} \leqslant\left(\frac{n \ln 2}{16 k(k+1) p^{\prime}}\right)^{(k+1) p^{\prime}} \leqslant 2^{s+1} \tag{39}
\end{equation*}
$$

Denote $\Delta_{i}=\left[x_{i+1}, x_{i}\right]$ and $\Delta_{i}^{*}=\left[y_{i}, y_{i+1}\right]$ for $i=1,2, \ldots, s, \Delta_{s+1}=\left[0, x_{s+1}\right]$ and $\Delta_{s+1}^{*}=\left[y_{s+1}, 1\right]$. Put

$$
n_{i}=\left[\frac{n \ln 2}{16(k+1) p^{\prime} \cdot 2^{i /(k+1) p^{\prime}}}\right], \quad n_{i}^{*}=n_{i}, \quad i=1,2, \ldots, s,
$$

where $[x]$ denotes the integer part of $x$.
From the choice of $n$ and $s$ it follows that $n_{i}=n_{i}^{*} \geqslant k, i=1,2, \ldots, s$. Then
by theorem 5.1 in section 5.2 and (37) we get for $i=1,2, \ldots, s$

$$
\begin{aligned}
R_{n_{i}}(f)_{C\left(\Delta_{i}\right)} & \leqslant C(k) \frac{V_{\Delta_{i}} f^{(k)}\left|\Delta_{i}\right|^{k}}{n_{i}^{k+1}} \leqslant C(k) \frac{\left(\left|f^{(k)}\left(x_{i}\right)\right|+\left|f^{(k)}\left(x_{i+1}\right)\right|\right)\left|\Delta_{i}\right|^{k}}{n_{i}^{k+1}} \\
& \leqslant C(k) \frac{2^{(k+1)^{2}+k+1} 2^{i\left(k-1 / p^{\prime}\right)} 2^{-(i+1) k}}{\left(\frac{n \ln 2}{32(k+1) p^{\prime} \cdot 2^{i /(k+1) p^{\prime}}}\right)^{k+1}} \leqslant \frac{C_{1}(k)\left(p^{\prime}\right)^{k+1}}{n^{k+1}} .
\end{aligned}
$$

Hence, for each $i=1,2, \ldots, s$ there exists a rational function $r_{i} \in R_{n_{i}}$ such that

$$
\begin{equation*}
\left\|f-r_{i}\right\|_{C\left(\Delta_{i}\right)} \leqslant \frac{C_{1}(k)\left(p^{\prime}\right)^{k+1}}{n^{k+1}} \tag{40}
\end{equation*}
$$

Put $r_{s+1}=f\left(x_{s+1}\right)$. Clearly, by (39) we get

$$
\begin{aligned}
\left\|f-r_{s+1}\right\|_{C\left(\Delta_{s+1}\right)} & \leqslant V_{\Delta_{s+1}} f=\left\|f^{\prime}\right\|_{L_{1}\left(\Delta_{s+1}\right)} \leqslant\left\|f^{\prime}\right\|_{L_{p}\left(\Delta_{s+1}\right)}\left|\Delta_{s+1}\right|^{1 / p^{\prime}} \\
& \leqslant\left(\frac{1}{2^{s+1}}\right)^{1 / p^{\prime}} \leqslant\left(\frac{16 k(k+1) p^{\prime}}{n \ln 2}\right)^{k+1}
\end{aligned}
$$

Hence

$$
\begin{equation*}
\left\|f-r_{s+1}\right\|_{C\left(\Delta_{s}+1\right)} \leqslant \frac{C_{2}(k)\left(p^{\prime}\right)^{k+1}}{n^{k+1}}, \quad r_{s+1} \in R_{0} \tag{41}
\end{equation*}
$$

Similarly, for each $i=1,2, \ldots, s$ there exists a rational function $r_{i}^{*} \in R_{n_{i}^{*}}$ such that

$$
\begin{equation*}
\left\|f-r_{i}^{*}\right\|_{C\left(\Delta_{i}^{*}\right)} \leqslant \frac{C_{1}(k)\left(p^{\prime}\right)^{k+1}}{n^{k+1}} \tag{42}
\end{equation*}
$$

Put $r_{s+1}^{*} \equiv f\left(y_{s+1}\right)$. As above we have

$$
\begin{equation*}
\left\|f-r_{s+1}^{*}\right\|_{C\left(\Delta_{s+1}^{*}\right)} \leqslant \frac{C_{2}(k)\left(p^{\prime}\right)^{k+1}}{n^{k+1}}, \quad r_{s+1}^{*} \in R_{0} \tag{43}
\end{equation*}
$$

In addition by the choice of $n_{i}$ and $n_{i}^{*}$

$$
\begin{aligned}
\sum_{i=1}^{s} n_{i}+\sum_{i=1}^{s} n_{i}^{*} & \leqslant 2 \sum_{i=1}^{s} \frac{n \ln 2}{8(k+1) p^{\prime} \cdot 2^{i /(k+1) p^{\prime}}} \leqslant \frac{n \ln 2}{4(k+1) p^{\prime}} \sum_{i=1}^{\infty}\left(\frac{1}{2^{1 /(k+1) p^{\prime}}}\right)^{i} \\
& =\frac{n \ln 2}{4(k+1) p^{\prime}\left(\mathrm{e}^{\ln 2 /(k+1) p^{\prime}}-1\right)} \leqslant \frac{n}{4}
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
\sum_{i=1}^{s} n_{i}+\sum_{i=1}^{s} n_{i}^{*} \leqslant \frac{n}{4} \tag{44}
\end{equation*}
$$

Now, in view of (40)-(43) we are able to apply theorem 8.11. Setting
$\varepsilon_{2}=1 / n^{k+1}$ we conclude that there exists a rational function $r$ such that

$$
\|f-r\|_{C[0,1]} \leqslant \frac{C(k)\left(p^{\prime}\right)^{k+1}}{n^{k+1}}
$$

and

$$
\operatorname{deg} r \leqslant 2 \sum_{i=1}^{s} n_{i}+2 \sum_{i=1}^{s} n_{i}^{*}+D p^{\prime} \cdot 2(s+1) \ln ^{2}\left(\mathrm{e}+\frac{\left\|f^{\prime}\right\|_{L_{p}}}{2(s+1) n^{-k-1}}\right) .
$$

By (39), (44) and because of $\left\|f^{\prime}\right\|_{L_{p}}=1, n>A=\mathrm{e}^{18} D^{2}(k+1)^{6}\left(p^{\prime}\right)^{4}$ and $\ln ^{3} x \leqslant \sqrt{ } x$ for $x>\mathrm{e}^{18}$ we get

$$
\begin{aligned}
\operatorname{deg} r & \leqslant \frac{n}{2}+4 D p^{\prime} \ln ^{2}\left(n^{k+1}\right) \leqslant \frac{n}{2}+\frac{4 D(k+1)^{3}\left(p^{\prime}\right)^{2} \ln ^{3} n}{\ln 2} \\
& \leqslant \frac{n}{2}+8 D(k+1)^{3}\left(p^{\prime}\right)^{2} \sqrt{ } n \leqslant n
\end{aligned}
$$

## Consequently

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant \frac{C(k)\left(p^{\prime}\right)^{k+1}}{n^{k+1}}, \quad n>A . \tag{45}
\end{equation*}
$$

The estimates (38) and (45) prove theorem 8.12.
Theorem 8.13. Let $f \in W_{p}^{1}[a, b], 1<p \leqslant \infty$, and assume that there exists a partition of $[a, b]$ into $m(m \geqslant 1)$ subintervals $a=x_{0}<x_{1}<\cdots<x_{m}=b$ such that $f^{\prime}, f^{\prime \prime}, \ldots, f^{(k)}(k \geqslant 1)$ are monotone but possibly unbounded in each interval $\left(x_{i-1}, x_{i}\right)$. Then

$$
\begin{equation*}
R_{n}(f)_{c} \leqslant C \frac{\left\|f^{\prime}\right\|_{L_{p}(a, b) b}(b-a)^{1 / p^{\prime}} m^{k}}{n^{k+1}}, \quad n=1,2, \ldots \tag{46}
\end{equation*}
$$

where $C=C_{1}(k)\left(p^{\prime}\right)^{4(k+1)}$.
Proof. Denote $A=\mathrm{e}^{10} D^{2}(k+1)^{4}\left(p^{\prime}\right)^{2} m$, where $D>1$ is the constant from theorem 8.11. If $1 \leqslant n \leqslant A$, then by theorem 5.4 in subsection 5.3 .2 we have

$$
R_{n}(f)_{C} \leqslant C \frac{\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}}}{n} \leqslant C A^{k} \frac{\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}}}{n^{k+1}} .
$$

Hence

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant C_{1} \frac{\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}} m^{k}}{n^{k+1}}, \quad 1 \leqslant n \leqslant A . \tag{47}
\end{equation*}
$$

Now consider the case $n>A$. Suppose $\left\|f^{\prime}\right\|_{L_{p}}>0$ (the case $\left\|f^{\prime}\right\|_{L_{p}}=0$ is trivial) and put

$$
n_{i}=\left[\frac{n}{8}\left(\frac{\left\|f^{\prime}\right\|_{L_{p}\left(\Delta_{i}\right)}\left|\Delta_{i}\right|^{1 / p^{\prime}}}{\left\|f^{\prime}\right\|_{L_{p}[a, b]}(b-a)^{1 / p^{\prime}} m^{k}}\right)^{1 /(k+1)}+1\right], \quad \Delta_{i}=\left[x_{i-1}, x_{i}\right] .
$$

Then by theorem 8.12 for $f$ in the interval $\Delta_{i}$ we obtain
$R_{n_{i}}\left(f, \Delta_{i}\right)_{C} \leqslant C \frac{\left\|f^{\prime}\right\|_{L_{p}\left(\Delta_{i}\right)}\left|\Delta_{i}\right|^{1 / p^{\prime}}}{n_{i}^{k+1}} \leqslant C_{1} \frac{\left\|f^{\prime}\right\|_{L_{p}[a, b]}(b-a)^{1 / p^{\prime}} m^{k}}{n^{k+1}}, \quad C_{1}=C_{2}(k)\left(p^{\prime}\right)^{k+1}$.
Hence, for each $i=1,2, \ldots, n$ there exists a rational function $r_{i} \in R_{n_{i}}$ such that

$$
\left\|f-r_{i}\right\|_{C\left(\Delta_{i}\right)} \leqslant C_{1} \frac{\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}} m^{k}}{n^{k+1}}
$$

From this estimate using theorem 8.11 with

$$
\varepsilon_{1}=C_{1} \frac{\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}} m^{k}}{n^{k+1}}, \quad \varepsilon_{2}=\frac{\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}} m^{k}}{n^{k+1}}
$$

and $k_{i}=n_{i}$ we conclude that there exists a rational function $r$ such that

$$
\begin{equation*}
\|f-r\|_{C[a, b]} \leqslant\left(C_{1}+1\right) \frac{\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}} m^{k}}{n^{k+1}} \tag{48}
\end{equation*}
$$

and

$$
\operatorname{deg} r \leqslant 2 \sum_{i=1}^{m} n_{i}+D p^{\prime} m \ln ^{2}\left(\mathrm{e}+\left(\frac{n}{m}\right)^{k+1}\right)
$$

It remains to estimate degr. Using twice discrete variants of Hölder's inequality (see (33)) we get

$$
\begin{aligned}
2 \sum_{i=1}^{m} n_{i} \leqslant & 2 \sum_{i=1}^{m}\left\{\frac{n}{8}\left(\frac{\left\|f^{\prime}\right\|_{L_{p}\left(\Delta_{i}\right)}\left|\Delta_{i}\right|^{1 / p^{\prime}}}{\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}} m^{k}}\right)^{1 /(k+1)}+1\right\} \\
\leqslant & 2 m+\frac{n}{4\left(\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}}\right)^{1 /(k+1)} m^{k /(k+1)}} \\
& \times \sum_{i=1}^{m}\left(\left\|f^{\prime}\right\|_{L_{p}\left(\Delta_{i}\right)}\left|\Delta_{i}\right|^{1 / p^{\prime}}\right)^{1 /(k+1)} 1^{k /(k+1)} \\
\leqslant & 2 m+\frac{n}{4\left(\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}}\right)^{1 /(k+1)} m^{k /(k+1)}} \\
& \times\left(\sum_{i=1}^{m}\left\|f^{\prime}\right\|_{L_{p}\left(\Delta_{i}\right)}\left|\Delta_{i}\right|^{1 / p^{\prime}}\right)^{1 /(k+1)} m^{k /(k+1)} \\
\leqslant & 2 m+\frac{n}{4} \leqslant \frac{n}{2}
\end{aligned}
$$

On the other hand, since $\ln ^{2} x \leqslant \sqrt{ } x$ for $x>\mathrm{e}^{10}$ and $n>A$ we have

$$
D p^{\prime} m \ln ^{2}\left(\mathrm{e}+\left(\frac{n}{m}\right)^{k+1}\right) \leqslant 4 D(k+1)^{2} p^{\prime} m \ln ^{2}\left(\frac{n}{m}\right) \leqslant 4 D(k+1)^{2} p^{\prime} \sqrt{ }(m n) \leqslant \frac{n}{2}
$$

Thus $r \in R_{n}$ and by (48) we obtain

$$
R_{n}(f)_{C} \leqslant C \frac{\left\|f^{\prime}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}} m^{k}}{n^{k+1}}, \quad n>A .
$$

This estimate and (47) imply (46).
Proof of theorem 8.9. First we consider the case $r=1, p>1, q=\infty$. We shall prove only the estimate (2). The estimate (1) can be proved similarly. We shall proceed similarly as in the proof of theorem 8.1.

Choose $\varphi_{2^{v}} \in S\left(m, 2^{v},[a, b]\right)$ such that

$$
\begin{equation*}
\left\|f^{\prime}-\varphi_{2^{v}}\right\|_{L_{p}}=S_{2^{2}}^{m}\left(f^{\prime}\right)_{p} \tag{49}
\end{equation*}
$$

Clearly

$$
\begin{equation*}
\left\|\varphi_{2^{v}}-\varphi_{2^{v-1}}\right\|_{L_{p}} \leqslant 2 S_{2^{v-1}}^{m}\left(f^{\prime}\right)_{p} \tag{50}
\end{equation*}
$$

Set $\phi_{2^{v}}(x)=\int \varphi_{2^{r}}(x) \mathrm{d} x$ and $k=[\alpha]+2$.
Let $s$ be an arbitrary non-negative integer. For each $v(1 \leqslant v \leqslant s)$ choose $N_{v}$ to be a positive integer and

$$
\begin{equation*}
\frac{1}{2} N_{v} \leqslant 2^{(s(\alpha+1)+v(k-\alpha)) /(k+1)} \leqslant N_{v} . \tag{51}
\end{equation*}
$$

Put $N_{0}=m+1, N_{s+1}=2^{s}, N=\sum_{v=0}^{s+1} N_{v}$. Clearly, we have

$$
\begin{align*}
R_{N}(f)_{C} \leqslant & R_{N_{s+1}}\left(f-\phi_{2^{s}}\right)_{C}+R_{N_{s}}\left(\phi_{2^{s}}-\phi_{2^{s-1}}\right)_{C}+R_{N_{s-1}}\left(\phi_{2^{s-1}}-\phi_{2^{s-2}}\right)_{C} \\
& +\cdots+R_{N_{1}}\left(\phi_{2^{1}}-\phi_{2^{0}}\right)_{C}+R_{N_{0}}\left(\phi_{2^{0}}\right)_{C} . \tag{52}
\end{align*}
$$

Consider the function $\psi_{2^{v}}=\phi_{2^{v}}-\phi_{2^{v-1}}$. Obviously $\psi_{2^{v}}^{\prime}=\varphi_{2^{v}}-\varphi_{2^{v-1}} \in$ $S\left(m, 3 \cdot 2^{v-1},[a, b]\right)$ and therefore there exist at most $m_{v}+1 \leqslant$ $3 \cdot 2^{v-1}(1+1+2+\cdots+m)+1<3 \cdot 2^{v-1}(m+1)^{2}+1 \quad$ points $\quad a=x_{0}^{(v)}<$ $x_{1}^{(v)}<\cdots<x_{m_{v}}^{(v)}=b$ such that the functions $\psi_{2^{v}}^{\prime}, \psi_{2^{v}}^{\prime \prime}, \ldots, \psi_{2^{\prime}}^{(k)}$ are monotone in each interval $\left(x_{i-1}^{(v)}, x_{i}^{(\nu)}\right)$. Then by theorem 8.13

$$
R_{N_{v}}\left(\phi_{2^{v}}-\phi_{2^{v-1}}\right)_{C} \leqslant C \frac{\left\|\varphi_{2^{v}}-\varphi_{2^{v-1}}\right\|_{L_{p}}(b-a)^{1 / p^{\prime}} m_{v}^{k}}{N_{v}^{k+1}},
$$

where $C=C_{1}(k)\left(p^{\prime}\right)^{4(k+1)}$. From this estimate and (50) we obtain

$$
\begin{equation*}
R_{N_{v}}\left(\phi_{2^{v}}-\phi_{2^{v-1}}\right)_{C} \leqslant C_{2}(b-a)^{1 / p^{\prime}} \frac{2^{(v-1) \alpha} S_{2^{v}-1}^{m}\left(f^{\prime}\right)_{p}}{2^{s(\alpha+1)}} \tag{53}
\end{equation*}
$$

Also, by theorem 5.4 in subsection 5.3 .2 and (49) we get

$$
\begin{equation*}
R_{N_{s+1}}\left(f-\phi_{2^{s}}\right)_{C} \leqslant C p^{\prime}(b-a)^{1 / p^{\prime}} \frac{\left\|f^{\prime}-\varphi_{2^{s}}\right\|_{L_{p}}}{2^{s}} \leqslant C p^{\prime}(b-a)^{1 / p^{\prime}} \frac{2^{s x} S_{2^{s}\left(f^{\prime}\right)_{p}}^{2^{s(\alpha+1)}} . . .}{} \tag{54}
\end{equation*}
$$

Obviously

$$
\begin{equation*}
R_{N_{0}}\left(\phi_{0}\right)_{C}=0 \tag{55}
\end{equation*}
$$

Combining (52) with (53)-(55) and (51) we get

$$
R_{N}(f)_{C} \leqslant C_{3}(b-a)^{1 / p^{\prime}} 2^{-s(x+1)} \sum_{v=0}^{s} 2^{v \alpha} S_{2^{v}}^{m}\left(f^{\prime}\right)_{p}
$$

where

$$
\begin{gathered}
N=\sum_{v=0}^{s+1} N_{v} \leqslant m+1+\sum_{v=1}^{s} 2 \cdot 2^{(s(\alpha+1)+v(k-\alpha)) /(k+1)}+2^{s} \\
\leqslant \frac{9(k+1)(m+1)}{k-\alpha} 2^{s} \leqslant 9(\alpha+3)(m+1) 2^{s} .
\end{gathered}
$$

Consequently, for each $s \geqslant 0$

$$
\begin{equation*}
R_{N}(f)_{C} \leqslant C(b-a)^{1 / p^{\prime}} \cdot 2^{-s(\alpha+1)} \sum_{v=0}^{s} 2^{v \alpha} S_{2^{2}}^{m^{\prime}}\left(f^{\prime}\right)_{p} \tag{56}
\end{equation*}
$$

for some $N \leqslant 9(\alpha+3)(m+1) 2^{\text {s }}$.
If $m \leqslant n \leqslant A=9(\alpha+3)(m+1)$, then

$$
\begin{aligned}
R_{n}(f)_{C} & \leqslant R_{0}\left(f-\phi_{2^{0}}\right)_{C}+R_{m}\left(\phi_{1}\right)_{C}=R_{0}\left(f-\phi_{1}\right)_{C} \leqslant V_{a}^{b}\left(f-\phi_{1}\right) \\
& =\left\|f^{\prime}-\phi_{1}^{\prime}\right\|_{L_{1}} \leqslant(b-a)^{1 / p^{\prime}}\left\|f^{\prime}-\phi_{1}^{\prime}\right\|_{L_{p}}=(b-a)^{1 / p^{\prime}}\left\|f^{\prime}-\varphi_{1}\right\|_{L_{p}} \\
& =(b-a)^{1 / p^{\prime}} S_{1}^{m}\left(f^{\prime}\right)_{p} \\
& \leqslant(9(\alpha+3)(m+1))^{\alpha+1}(b-a)^{1 / p^{\prime}} n^{-(\alpha+1)} \sum_{v=1}^{n} v^{\alpha-1} S_{v}^{m}\left(f^{\prime}\right)_{p} .
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant C(b-a)^{1 / p^{\prime}} n^{-(\alpha+1)} \sum_{v=1}^{n} v^{\alpha-1} S_{v}^{m}\left(f^{\prime}\right)_{p}, \quad m \leqslant n \leqslant A \tag{57}
\end{equation*}
$$

Let $n>A$. Choose $s$ to be integer and $A \cdot 2^{s} \leqslant n<A \cdot 2^{s+1}$. By (56) we obtain

$$
\begin{aligned}
R_{n}(f)_{C} & \leqslant R_{N}(f)_{\mathbf{C}} \leqslant C_{1}(b-a)^{1 / p^{\prime}} \cdot 2^{-s(\alpha+1)}\left\{S_{1}^{m}\left(f^{\prime}\right)_{p}+\sum_{v=1}^{s} 2^{(v-1) \alpha} S_{2^{\prime}}^{m}\left(f^{\prime}\right)_{p}\right\} \\
& \leqslant C_{2}(b-a)^{1 / p^{\prime} n^{-(\alpha+1)}\left\{S_{1}^{m}\left(f^{\prime}\right)_{p}+\sum_{v=1}^{s} \sum_{\mu=2^{v-1}+1}^{2^{v}} \mu^{\alpha-1} S_{\mu}^{m}\left(f^{\prime}\right)_{p}\right\}}
\end{aligned}
$$

Hence

$$
R_{n}(f)_{C} \leqslant C(b-a)^{1 / p^{\prime}} n^{-(\alpha+1)} \sum_{v=1}^{n} v^{\alpha-1} S_{v}^{m}\left(f^{\prime}\right)_{p}, \quad n>A .
$$

This estimate and (57) imply (2) in the case $r=1, p>1, q=\infty$.
Now we prove theorem 8.9 in the case $r=1,1 \leqslant q<\infty, p=1$. We shall prove only the estimate (1). The proof of estimate (2) is similar.

If $1 \leqslant n \leqslant[\alpha]+1$, then

$$
\begin{aligned}
R_{n}(f)_{q} & \leqslant(b-a)^{1 / q} R_{1}(f)_{C} \leqslant(b-a)^{1 / q} R_{0}\left(f^{\prime}\right)_{1} \\
& \leqslant(\alpha+1)^{\alpha+1}(b-a)^{1 / q} n^{-\alpha-1} \sum_{v=0}^{n}(v+1)^{\alpha-1} R_{v}\left(f^{\prime}\right)_{1}
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
R_{n}(f)_{q} \leqslant C(\alpha)(b-a)^{1 / q_{n}-\alpha-1} \sum_{v=0}^{n}(v+1)^{\alpha-1} R_{v}\left(f^{\prime}\right)_{1}, \quad 1 \leqslant n \leqslant[\alpha]+1 . \tag{58}
\end{equation*}
$$

Let $n>[\alpha]+1$. By theorem 8.1 with $\alpha$ replaced by $\alpha+2$ and $k=[\alpha]+2$ we have for $n \geqslant k-1=[\alpha]+1$

$$
\begin{equation*}
R_{n}(f)_{q} \leqslant C n^{-\alpha-2} \sum_{v=1}^{n} v^{\alpha+1} S_{v}^{k}(f)_{q}, \quad C=C(q, \alpha) \tag{59}
\end{equation*}
$$

On the other hand by theorem 8.10 with $k=[\alpha]+2>\alpha+1$ we have for $n=1,2, \ldots$

$$
\begin{equation*}
S_{n}^{k}(f)_{q} \leqslant C n^{-\alpha-1} \sum_{\mu=0}^{n}(\mu+1)^{\alpha-1} R_{\mu}\left(f^{\prime}\right)_{1} \tag{60}
\end{equation*}
$$

where $C=C_{1}(q, \alpha)(b-a)^{1 / q}$.
Combining (59) and (60) we obtain

$$
\begin{aligned}
R_{n}(f)_{q} & \leqslant C_{2} n^{-\alpha-2} \sum_{\nu=1}^{n} \sum_{\mu=0}^{\nu}(\mu+1)^{\alpha-1} R_{\mu}\left(f^{\prime}\right)_{1} \\
& =C_{2} n^{-\alpha-2}\left\{\sum_{\mu=1}^{n}(\mu+1)^{\alpha-1}\left(\sum_{v=\mu}^{n} 1\right) R_{\mu}\left(f^{\prime}\right)_{1}+\left(\sum_{v=1}^{n} 1\right) R_{0}\left(f^{\prime}\right)_{1}\right\}
\end{aligned}
$$

Hence
$R_{n}(f)_{q} \leqslant C n^{-\alpha-1} \sum_{v=0}^{n}(v+1)^{\alpha-1} R_{v}\left(f^{\prime}\right)_{1}, \quad n>[\alpha]+1, \quad C=C_{3}(q, \alpha)(b-a)^{1 / q}$.

The estimates (58) and (61) imply estimate (1) in the case $r=1,1 \leqslant q<\infty$, $p=1$.

Theorem 8.9 in the case $r \geqslant 2, q=\infty, p=1$ can be proved in the same manner as above using inequality (2) in the case $r=1, q=\infty, p>1$ and the estimate (3) in theorem 8.10 in an appropriate situation. The details are omitted.

In order to prove theorem 8.10 we need the following.
Theorem 8.14. Let $f$ be absolutely continuous on $[a, b]$ and assume that there exists a partition of $[a, b]$ into $m(m \geqslant 1)$ subintervals $a=x_{0}<x_{1}<\cdots<x_{m}=b$ such that $f, f^{\prime}, \ldots, f^{(k-1)}(k \geqslant 1)$ are monotone but possibly unbounded in each interval $\left(x_{i-1}, x_{i}\right)$. Let $1 \leqslant q<\infty$. Then for $n=1,2, \ldots$

$$
\begin{equation*}
S_{n}^{k}(f)_{q} \leqslant C \frac{m^{k-1}\left\|f^{\prime}\right\|_{L_{1}[a, b]}}{n^{k}} \tag{62}
\end{equation*}
$$

where $C=C(q, k)(b-a)^{1 / q}$.

Proof of theorem 8.14 in the case $m=1$. Without loss of generality we shall suppose that $[a, b]=[0,1],\left\|f^{\prime}\right\|_{L_{1}}=1$ and $f^{(k-1)} \in C_{(0,1)}, k \geqslant 2$.

Denote $A=16^{2} k^{2} q /(\ln 2)^{2}$.
If $1 \leqslant n \leqslant A$, then obviously

$$
S_{n}^{k}(f)_{q} \leqslant S_{n}^{k}(f)_{C} \leqslant \frac{V_{0}^{1} f}{n}=\frac{\left\|f^{\prime}\right\|_{L_{1}}}{n} \leqslant \frac{A^{k-1}}{n^{k}}
$$

Thus we have

$$
\begin{equation*}
S_{n}^{k}(f)_{q} \leqslant \frac{C(q, k)}{n^{k}}, \quad 1 \leqslant n \leqslant A \tag{63}
\end{equation*}
$$

Let $n>A$. Denote $x_{i}=1 / 2^{i}, y_{i}=1-1 / 2^{i}, i=1,2, \ldots$ Exactly as in the proof of theorem 8.12 we get

$$
\left.\begin{array}{l}
\left|f^{(k-1)}\left(x_{i}\right)\right| \leqslant C_{1}(k) \cdot 2^{i(k-1)}  \tag{64}\\
\left|f^{(k-1)}\left(y_{i}\right)\right| \leqslant C_{1}(k) \cdot 2^{i(k-1)}, \quad i=1,2, \ldots
\end{array}\right\}
$$

Choose $s \geqslant 0$ to be an integer such that

$$
\begin{equation*}
\frac{1}{2^{s+1}} \leqslant\left(\frac{q}{n}\right)^{k q} \leqslant \frac{1}{2^{s}} \tag{65}
\end{equation*}
$$

Denote $\Delta_{i}=\left[x_{i+1}, x_{i}\right], \quad \Delta_{i}^{*}=\left[y_{i}, y_{i+1}\right], \quad i=1,2, \ldots, s, \quad \Delta_{s+1}=\left[0,1 / 2^{s+1}\right]$, $\Delta_{s+1}^{*}=\left[1-1 / 2^{s+1}, 1\right]$. Put $n_{i}=\left[n \ln 2 /\left(16 k q \cdot 2^{i / 2 k q}\right)\right]$ and $n_{i}^{*}=n_{i}$ for $i=$ $1,2, \ldots, s$. From the condition $n>A$ and (65) it follows that $n_{i}=n_{i}^{*} \geqslant 1$, $i=1,2, \ldots, s$.

Using theorem 7.2 in subsection 7.3.1, (64) and the choice of $n_{i}$ we obtain

$$
\begin{aligned}
S_{n_{i}}^{k}\left(f, \Delta_{i}\right)_{q} & \leqslant\left|\Delta_{i}\right|^{1 / q} S_{n_{i}}^{k}\left(f, \Delta_{i}\right)_{C} \leqslant C(k) \frac{\left(V_{\Delta_{i}} f^{(k-1)}\right)\left|\Delta_{i}\right|^{k-1+1 / q}}{n_{i}^{k}} \\
& \leqslant C(k) \frac{\left(\left|f^{(k-1)}\left(x_{i}\right)\right|+\left|f^{(k-1)}\left(x_{i+1}\right)\right|\right)\left|\Delta_{i}\right|^{k-1+1 / q}}{n_{i}^{k}} \\
& \leqslant C_{1}(q, k) \frac{2^{i(k-1)} 2^{-i(k-1+1 / q)}}{\left(n / 2^{i / 2 k q}\right)^{k}}
\end{aligned}
$$

Hence

$$
\begin{equation*}
S_{n_{i}}^{k}\left(f, \Delta_{i}\right)_{q} \leqslant \frac{C(q, k)}{n^{k} \cdot 2^{i / 2 q}}, \quad i=1,2, \ldots, s \tag{66}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
S_{n_{i}^{*}}^{k}\left(f, \Delta_{i}\right)_{q} \leqslant \frac{C(q, k)}{n^{k} \cdot 2^{i / 2 q}}, \quad i=1,2, \ldots, s \tag{67}
\end{equation*}
$$

Obviously in view of (65)

$$
\begin{equation*}
S_{1}^{k}\left(f, \Delta_{s+1}\right)_{q} \leqslant\left|\Delta_{s+1}\right|^{1 / q}\left\|f^{\prime}\right\|_{L_{1}} \leqslant\left|\Delta_{s+1}\right|^{1 / q}=\left(\frac{1}{2^{s+1}}\right)^{1 / q} \leqslant \frac{q^{k}}{n^{k}} \tag{68}
\end{equation*}
$$

## Similarly

$$
\begin{equation*}
S_{1}^{k}\left(f, \Delta_{s+1}^{*}\right)_{q} \leqslant \frac{q^{k}}{n^{k}} \tag{69}
\end{equation*}
$$

In addition, by the choice of $n_{i}$ and $n_{i}^{*}$ we have

$$
\sum_{i=1}^{s} n_{i}+\sum_{i=1}^{s} n_{i}^{*}+2 \leqslant 2 \sum_{i=1}^{s} \frac{n \ln 2}{16 k q \cdot 2^{i / 2 k q}}+2 \leqslant 2+\frac{2 n \ln 2}{16 k q\left(1-2^{-1 / 2 k q}\right)} \leqslant n .
$$

Hence

$$
\begin{equation*}
\sum_{i=1}^{s} n_{i}+\sum_{i=1}^{s} n_{i}^{*}+2 \leqslant n . \tag{70}
\end{equation*}
$$

Finally, using (66)-(70) we obtain

$$
\begin{aligned}
S_{n}^{k}(f,[0,1])_{q} & \leqslant\left\{S_{1}^{k}\left(f, \Delta_{s+1}\right)_{q}^{q}+\sum_{i=1}^{s} S_{n_{i}}^{k}\left(f, \Delta_{i}\right)_{q}^{q}+\sum_{i=1}^{s} S_{n_{i}^{*}}^{k}\left(f, \Delta_{i}^{*}\right)_{q}^{q}+S_{1}^{k}\left(f, \Delta_{s+1}^{*}\right)_{q}^{q}\right\}^{1 / q} \\
& \leqslant C_{1}(q, k)\left\{\frac{1}{n^{k q}}+\sum_{i=1}^{s}\left(\frac{1}{n^{k} \cdot 2^{i / 2 q}}\right)^{q}\right\}^{1 / q}
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
S_{n}^{k}(f)_{q} \leqslant \frac{C(q, k)}{n^{k}}, \quad n>A . \tag{71}
\end{equation*}
$$

The estimates (63) and (71) imply (62) in the case $m=1$.
Proof of theorem 8.14 in the general case. If $1 \leqslant n \leqslant 2 m$, then

$$
S_{n}^{k}(f)_{q} \leqslant(b-a)^{1 / q} S_{n}^{k}(f)_{C} \leqslant \frac{(b-a)^{1 / q}\left\|f^{\prime}\right\|_{L_{1}}}{n} \leqslant 2^{k-1}(b-a)^{1 / q} \frac{m^{k-1}\left\|f^{\prime}\right\|_{L_{1}}}{n^{k}}
$$

as required.
Let $n>2 m$. Set

$$
n_{i}=\left[\frac{n}{2}\left(\frac{\left\|f^{\prime}\right\|_{L_{1}\left(\Delta_{i}\right)}}{m^{k-1}\left\|f^{\prime}\right\|_{L_{1}[a, b]}}\right)^{1 / k}+1\right], \quad \Delta_{i}=\left[x_{i-1}, x_{i}\right],
$$

when $\left\|f^{\prime}\right\|_{L_{1}}>0$ (the case $\left\|f^{\prime}\right\|_{L_{1}}=0$ is trivial). Then by theorem 8.14 with $m=1$ we have

$$
\begin{equation*}
S_{n_{i}}^{k}\left(f, \Delta_{i}\right)_{q} \leqslant C_{1} \frac{\left|\Delta_{i}\right|^{1 / q} \mid f^{\prime} \|_{L_{1}\left(\Delta_{i}\right)}}{n_{i}^{k}} \leqslant C_{2}(q, k) \frac{\left\|f^{\prime}\right\|_{L_{1}[a, b]}\left|\Delta_{i}\right|^{1 / q} m^{k-1}}{n^{k}} \tag{72}
\end{equation*}
$$

Using a discrete variant of the Hölder's inequality we obtain

$$
\begin{equation*}
\sum_{i=1}^{m} n_{i} \leqslant m+\frac{n}{2\left\|f^{\prime}\right\|_{L_{1}} m^{(k-1) / k}} \cdot \sum_{i=1}^{m}\left\|f^{\prime}\right\|_{L_{1}\left(\Delta_{i}\right)}^{1 / k} \cdot 1^{(k-1) / k} \leqslant n . \tag{73}
\end{equation*}
$$

Finally, by (72) and (73) we get

$$
\begin{aligned}
S_{n}^{k}(f)_{q} & \leqslant\left(\sum_{i=1}^{m} S_{n_{i}}^{k}\left(f, \Delta_{i}\right)_{q}^{q}\right)^{1 / q} \leqslant C(q, k)\left\{\sum_{i=1}^{m}\left(\frac{\left\|f^{\prime}\right\|_{L_{1}} m^{k-1}\left|\Delta_{i}\right|^{1 / q}}{n^{k}}\right)^{q}\right\}^{1 / q} \\
& \leqslant C_{1}(q, k)(b-a)^{1 / q} \frac{m^{k-1}\left\|f^{\prime}\right\|_{L_{1}}}{n^{k}}
\end{aligned}
$$

Theorem 8.14 is proved.
Proof of theorem 8.10. One can prove theorem 8.10 in the case $r=1$, $1 \leqslant q<\infty, p=1$ as a consequence of theorem 8.14 just as theorem 8.1 was proved in section 8.1 using theorem 8.2 and also as theorem 8.9 was proved by means of theorem 8.13. The details are omitted.

Theorem 8.10 in the case $r=1, q=\infty, p>1$ can be proved using theorem 8.5 in section 8.2 and lemma 7.13 in subsection 7.3 .1 just as theorem 8.9 was proved in the case $r=1,1 \leqslant q<\infty, p=1$. In the same manner theorem 8.10 in the case $r \geqslant 2, q=\infty, p=1$ can be proved using theorem $8.10, r=1, q<\infty$, $p=1$, and lemma 7.13 in subsection 7.3.1. The details are omitted.

Remark. Corollaries similar to corollaries 8.1-8.3 follow from theorems 8.9 and 8.10 . For some other consequences of theorem 8.9 see Chapter 10.

### 8.4 Notes

Theorem 8.2, and as a consequence theorem 8.1, is based on lemma 8.3, which gives a 'good' rational approximation of the function

$$
\varphi(x)= \begin{cases}0, & |x|>d \\ 1, & |x| \leqslant d\end{cases}
$$

In our opinion this lemma is the $L_{p}$ analog of Newman's theorem 4.1 for uniform rational approximation of $|x|$ :

$$
\begin{equation*}
R_{n}(|x|)_{C[-1,1]}=\mathrm{O}\left(\mathrm{e}^{-c_{\sqrt{ }} n}\right) \tag{1}
\end{equation*}
$$

Lemma 8.3 can be used successfully also for rational uniform approximation on the whole real line of functions with finite support. It is easy to see that lemma 8.3 implies for example the following estimate:

$$
\begin{equation*}
\sup _{\alpha>0} R_{n}\left(\psi_{\alpha}\right)_{C(-\infty, \infty)}=\mathrm{O}\left(\mathrm{e}^{-c \sqrt{ } n}\right), \quad c>0, \tag{2}
\end{equation*}
$$

where

$$
\psi_{\alpha}(x)= \begin{cases}1-|x| / \alpha, & |x| \leqslant \alpha  \tag{3}\\ 0, & |x|>\alpha\end{cases}
$$

The estimate (2) is a generalization of Newman's estimate (1).

The functions $\psi_{\alpha}$, given by (3), are a typical example of integrals of 'atoms'. Let us remember that a function $\varphi$, defined on $(-\infty, \infty)$, is called an 'atom' if its support is a finite interval $\Delta$ and

$$
\int_{\Delta} \varphi(x) \mathrm{d} x=0, \quad|\varphi(x)| \leqslant 1 /|\Delta| \text { for every } x \in(-\infty, \infty)
$$

The most essential fact connected with the 'atoms' is the following description of the Hardy space $H_{1}(-\infty, \infty)$ :
$f \in H_{1}(-\infty, \infty)$ if and only if $f=\sum_{i=1}^{\infty} \lambda_{i} \varphi_{i}$, where $\sum_{i=1}^{\infty}\left|\lambda_{i}\right|<\infty$ and $\varphi_{i}$, $i=1,2, \ldots$, are 'atoms' (see Coifman (1974), Latter (1978), Kashin and Saakjan (1984)).

Let us note that from here follows the famous Fefferman theorem (Fefferman, 1971) that $H_{1}$ and BMO are dual spaces.
E. Moskona proved that if $f(x)=\int_{-\infty}^{x} \varphi(t) \mathrm{d} t$, where $\varphi$ is an 'atom', then

$$
R_{n}(f)_{C(-\infty, \infty)}=\mathrm{o}\left(n^{-1}\right)
$$

Our conjecture, which in our opinion is very important for rational approximations, is that if $f^{\prime} \in H_{1}$, then

$$
R_{n}(f)_{C(-\infty, \infty)} \leqslant C \frac{\left\|f^{\prime}\right\|_{H_{1}}}{n}, \quad C=\text { constant }
$$

If this conjecture is true, then together with the Bernstein type inequality of Russak from section 6.2 , theorem 6.3 , we can obtain a complete characterization of the best uniform rational approximations of order $\mathrm{O}\left(n^{-\alpha}\right)$, $0<\alpha<1$.

The theorems 8.1, 8.2, 8.3, 8.9 and 8.10 are due to P. Petrushev (1984a, b, 1987), see also P. Petrushev (1981, 1983a). Theorem 8.5 is proved by A. Pekarskii (1986).

The first who remarked that the spaces $L_{p}, 0<p<1$, are important for rational approximation, was Yu.A. Brudnyi (1979); see also Brudnyi (1980). Let us mention that at the conference on approximation theory, Kiev, 1983, Brudnyi announced without proofs some connections between best rational approximations and Besov spaces.

In Brudnyi $(1979,1980)$ the following estimates are given without proof:
For every $n>\lambda$ we have

$$
R_{n}(f)_{L_{p}(0,1)} \leqslant \frac{c}{n^{\lambda}}\left\{\sum_{j=n}^{\infty} \frac{1}{j}\left(j^{\lambda} \omega_{k}\left(f ; \frac{1}{j}\right)_{q}\right)^{q}\right\}^{1 / q}
$$

where $q>q(\lambda, p)=(\lambda+1 / p)^{-1}$.

For every $t>0$ we have

$$
\omega_{k}(f ; t)_{q} \leqslant c t^{\lambda}\left\{\sum_{0 \leqslant j \leqslant t^{-1}} \frac{1}{j}\left(j^{2} R_{j}(f)_{p}\right)^{q^{*}}\right\}^{1 / q^{*}},
$$

where $q^{*}=\min [1, q], q=q(\lambda, p)=(\lambda+1 / p)^{-1}$.
The Jackson type theorem for best rational approximations to analytic functions on the unit disk as well as a characterization of the corresponding approximation spaces as Besov spaces are proved by Pekarskii (1985).

## 9

## Approximation with respect to Hausdorff distance

In this chapter we shall consider rational approximation of functions with respect to the Hausdorff distance. The Hausdorff distance in the space $C[a, b]$ of the continuous functions in the interval $[a, b]$ was introduced by Bl . Sendov and B. Penkov (1962). After this Bl. Sendov developed the theory of approximation of bounded functions by means of algebraic polynomials with respect to the Hausdorff distance. Many mathematicians have obtained results in the theory of approximation of functions with respect to the Hausdorff distance - the results are collected in the book of Bl. Sendov (1979).

In section 9.1 we give the definition of Hausdorff distance in the set of all bounded functions in a given interval and we consider some of its properties.

In section 9.2 we consider the most interesting examples of rational approximation in Hausdorff distance - rational approximation of $\operatorname{sign} x$. In our opinion this result is basic in the theory of rational approximation - from here follows the most essential results for uniform and $L_{p}$ rational approximation - for example Newman's result for $|x|$. The Hausdorff distance is the natural distance by means of which we can explain the fact that $\operatorname{sign} x$ can be approximated to order $O\left(\mathrm{e}^{-c \sqrt{ } n}\right)$ by means of rational functions.

In section 9.3 we consider the general case of rational approximation of bounded functions with respect to the Hausdorff distance. From the estimate obtained it follows for example that functions with bounded variation can be approximated by rational functions in order $\mathrm{O}\left(n^{-1}\right)$ in Hausdorff distance, while the order of the best polynomial Hausdorff approximation of this class of functions is $\mathrm{O}(\ln n / n)$.

In the notes at the end of the chapter we give some other results connected with rational Hausdorff approximation.

### 9.1 Hausdorff distance and its properties

Let $F_{\Delta}$ be the set of all closed and bounded sets in the plane which are convex with respect to the $y$-axis and the projection of which on the $x$-axis coincides with the interval $\Delta=[a, b]$.

The Hausdorff distance with a parameter $\alpha, \alpha>0$, between two sets $F$ and $G, F \in F_{\Delta}, G \in F_{\Delta}$, is defined as follows:

$$
\begin{equation*}
r(F, G ; \alpha)=\max \left\{\max _{A \in F} \min _{B \in G} d_{\alpha}(A, B), \max _{A \in G} \min _{B \in F} d_{\alpha}(A, B)\right\}, \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{\alpha}(A, B)=d_{x}\left(A\left(a_{1}, a_{2}\right), B\left(b_{1}, b_{2}\right)\right)=\max \left\{\alpha^{-1}\left|a_{1}-b_{1}\right|\left|a_{2}-b_{2}\right|\right\} \tag{2}
\end{equation*}
$$

Here $A\left(a_{1}, a_{2}\right), B\left(b_{1}, b_{2}\right)$ denote the point $A$, respectively $B$, in the plane with coordinates $\left(a_{1}, a_{2}\right)$, respectively ( $b_{1}, b_{2}$ ).

It is easily seen that $r(F, G ; \alpha)$ is a real distance in $F_{\Delta}$, i.e. $r$ satisfies the three axioms for distance.

The distance $d_{\alpha}(A, B)$ between the points $A$ and $B$ in the plane may be defined in another way as well, not only by (2), for example in the case $\alpha=1$ we can use the usual Euclidean distance $e(A, B)=\sqrt{ }\left(\left(a_{1}-b_{1}\right)^{2}+\left(a_{2}-b_{2}\right)^{2}\right)$. The choice of the distance $d_{\alpha}$ is convenient for some calculations which appear in the theory of Hausdorff approximation.

Now we shall define the notion of the complemented graph $\bar{f}$ of the function $f$ which is bounded on the interval $\Delta=[a, b]$. The complemented graph $\bar{f}$ of the function $f$ is the following set of points in the plane:

$$
\bar{f}=\left\{\bigcap F: F \in F_{\Delta}, f \subset F\right\}
$$

where $f$ denotes the usual graph of the function $f$, i.e. the set of points $f=\{(x, y): x \in \Delta, y=f(x)\}$.

Obviously $\bar{f} \in F_{\Delta}$.
We define the Hausdorff distance with a parameter $\alpha$ in the set of all functions bounded in the interval $[a, b]$ as the Hausdorff distance with parameter $\alpha$ between the complemented graphs of the functions:

$$
r(f, g ; \alpha)=r(\bar{f}, \bar{g} ; \alpha)
$$

The so defined distance $r(f, g ; \alpha)$ is not a real distance in the set of all bounded functions in the interval $[a, b]$, since evidently there exist different functions $f$ and $g$ for which $\bar{f}=\bar{g}$ and consequently $r(f, g ; \alpha)=0$, for example for the functions $f$ and $g$, given in $[-1,1]$ by

$$
f(x)=\left\{\begin{array}{ll}
0, & x \in[-1,0] \\
1, & x \in(0,1]
\end{array} \quad g(x)= \begin{cases}0, & x \in[-1,0) \\
\frac{1}{2}, & x=0 \\
1, & x \in(0,1]\end{cases}\right.
$$

This fact will not be essential for us.
The Hausdorff distance with a parameter $\alpha$ may be considered as a generalization of the uniform distance in the space $C[a, b]$. For $f \in C[a, b]$ we have obviously $\bar{f}=f$, i.e the complemented graph of $f$ coincides with the graph of $f$. It is easily seen that in this case the Hausdorff distance between $f \in C[a, b]$ and $g \in C[a, b]$ can be defined as follows:

$$
\begin{align*}
r(f, g ; \alpha)= & \max \left\{\max _{x \in[a, b]} \min \max \{[a, b]\right. \\
& \left.\alpha^{-1}|x-y|,|f(x)-g(y)|\right\},  \tag{3}\\
& \left.\max _{x \in[a, b]} \min _{y \in[a, b]} \max \left\{\alpha^{-1}|x-y|,|f(y)-g(x)|\right\}\right\}
\end{align*}
$$

From (3) it follows immediately that

$$
\begin{equation*}
r(f, g ; \alpha) \leqslant\|f-g\|_{C[a, b]} \tag{4}
\end{equation*}
$$

(take in (3) $y=x$ instead of $\min _{y \in[a, b]}$ ).
It is not difficult also to obtain an estimate for $\|f-g\|_{C[a, b]}$ by means of $r(f, g ; \alpha)$ and the modulus of continuity of one of the functions $f$ or $g$. The following lemma holds.

Lemma 9.1. Let $f \in C[a, b], g \in C[a, b]$. Then

$$
\begin{equation*}
\|f-g\|_{c[a, b]} \leqslant r(f, g ; \alpha)+\omega(g ; \alpha r(f, g ; \alpha)) \tag{5}
\end{equation*}
$$

Proof. From the continuity of $f$ and $g$ and the definition (3) it follows that for every $x \in[a, b]$ there exists a point $y_{x} \in[a, b]$ such that

$$
r(f, g ; \alpha) \geqslant \max \left\{\alpha^{-1}\left|x-y_{x}\right|,\left|f(x)-g\left(y_{x}\right)\right|\right\}
$$

i.e.

$$
\begin{aligned}
\alpha^{-1}\left|x-y_{x}\right| & \leqslant r(f, g ; \alpha) \\
\left|f(x)-g\left(y_{x}\right)\right| & \leqslant r(f, g ; \alpha)
\end{aligned}
$$

On the other hand for every $x \in[a, b]$ we have

$$
\begin{aligned}
|f(x)-g(x)| & \leqslant\left|f(x)-g\left(y_{x}\right)\right|+\left|g\left(y_{x}\right)-g(x)\right| \\
& \leqslant r(f, g ; \alpha)+\omega\left(g ;\left|x-y_{x}\right|\right) \leqslant r(f, g ; \alpha)+\omega(g ; \alpha r(f, g ; \alpha))
\end{aligned}
$$

From lemma 9.1 we immediately obtain the following.
Corollary 9.1. Let $f \in C[a, b]$ and $\left\{f_{n}\right\}_{n=1}^{\infty}, f_{n} \in C[a, b]$, be such that $r\left(f, f_{n} ; \alpha\right) \underset{n \rightarrow \infty}{\longrightarrow} 0$. Then $\left\|f-f_{n}\right\|_{C[a, b]} \underset{n \rightarrow \infty}{\longrightarrow} 0$.

In other words, the topologies in the space $C[a, b]$ generated by the Hausdorff distance and the uniform distance coincide.

Corollary 9.2. If $f \in C[a, b], g \in C[a, b]$, then

$$
\lim _{x \rightarrow 0} r(f, g ; \alpha)=\|f-g\|_{C[a, b]} .
$$

Corollary 9.2 follows directly from (4) and (5), setting in (5) $\alpha \rightarrow 0$.
This corollary shows that the Hausdorff distance with a parameter $\alpha$ can be considered as a generalization of the uniform distance - if we have some result for the Hausdorff distance with a parameter $\alpha$ we can obtain the corresponding result for the uniform distance setting $\alpha \rightarrow 0$.

To conclude this section we shall give one working lemma, as follows.
Lemma 9.2. Let $f$ and $g$ be bounded functions in the interval $\Delta=[a, b]$ and $\delta>0$. Iffor every $x \in \Delta$ there are intervals $\Delta_{x}, \Delta_{x}^{\prime}, x \in \Delta_{x}, x \in \Delta_{x}^{\prime},\left|\Delta_{x}\right| \leqslant \delta,\left|\Delta_{x}^{\prime}\right| \leqslant \delta$, such that

$$
\begin{array}{ll}
\inf \left\{g(t): t \in \Delta_{x}\right\} \leqslant y \leqslant \sup \left\{g(t): t \in \Delta_{x}\right\}, & \forall(x, y) \in \bar{f}, \\
\inf \left\{f(t): t \in \Delta_{x}^{\prime}\right\} \leqslant y \leqslant \sup \left\{f(t): t \in \Delta_{x}^{\prime}\right\}, & \forall(x, y) \in \bar{g}
\end{array}
$$

then

$$
r(f, g ; \alpha) \leqslant \alpha^{-1} \delta
$$

Proof. Since $\bar{f}$ and $\bar{g}$ are connected, from the conditions of the lemma it follows that for every $\varepsilon>0$ and every $(x, y) \in \bar{f}$ there is $\left(x^{\prime}, z\right) \in \bar{g}$ such that

$$
\left.\begin{array}{l}
\left|x^{\prime}-x\right| \leqslant\left|\Delta_{x}\right| \leqslant \delta  \tag{6}\\
|y-z| \leqslant \varepsilon
\end{array}\right\}
$$

and for every $\left(x, y^{\prime}\right) \in \bar{g}$ there is $\left(x^{\prime \prime}, z^{\prime}\right) \in \bar{f}$ such that

$$
\begin{align*}
& \left|x^{\prime \prime}-x\right| \leqslant\left|\Delta_{x}^{\prime}\right| \leqslant \delta \\
& \left|y^{\prime}-z^{\prime}\right| \leqslant \varepsilon \tag{7}
\end{align*}
$$

From (6), (7) and the definition (1), (2) it follows that

$$
r(f, g ; \alpha)=r(\bar{f}, \bar{g} ; \alpha) \leqslant \max \left\{\alpha^{-1} \delta, \varepsilon\right\} .
$$

Since $\varepsilon>0$ is arbitrary, the lemma follows.

### 9.2 Hausdorff approximation of the jump

We shall consider best rational and polynomial approximation of bounded functions on the interval $[a, b]$ in respect to the Hausdorff distance with a parameter $\alpha, \alpha>0$.

The best Hausdorff approximation with a parameter $\alpha$ to the function $f$ bounded on the interval $[a, b]$ by means of algebraic polynomials of $n$th
degree is given by

$$
E_{n}(f ; \alpha)=E_{n}(f ; \alpha ;[a, b])=\inf \left\{r(f, p ; \alpha): p \in P_{n}\right\}
$$

and the best Hausdorff approximation to $f$ with a parameter $\alpha$ by means of rational functions of $n$th degree is given by

$$
R_{n}(f ; \alpha)=R_{n}(f ; \alpha ;[a, b])=\inf \left\{r(f, q ; \alpha): q \in R_{n}\right\} .
$$

The basic result in the theory of approximation of function with respect to the Hausdorff distance is the following result of Bl. Sendov (1962), see also Bl. Sendov (1979).

Let $f$ be a bounded function in the interval $[a, b]$. Then

$$
\begin{equation*}
E_{n}(f ; \alpha) \leqslant c(\alpha,(b-a)) \frac{\ln n}{n}, \tag{1}
\end{equation*}
$$

where the constant $c(\alpha, b-a)$ depends only on $\alpha$ and the length $b-a$ of the interval $[a, b]$.

We shall not give here the proof of this result.
Typical functions for which the order $\ln n / n$ is obtained are

$$
\sigma(x)=\operatorname{sign} x=\left\{\begin{array}{rl}
-1, & x \in[-1,0), \\
0, & x=0, \\
1, & x \in(0,1],
\end{array} \quad \delta(x)= \begin{cases}0, & x \in[-1,0) \\
1, & x=0 \\
0, & x \in(0,1]\end{cases}\right.
$$

In Bl. Sendov, V.A. Popov (1972) (see also Bl. Sendov (1979, pp. 127, 135)), it is proved that

$$
\left.\begin{array}{l}
\lim _{n \rightarrow \infty} \frac{n}{\ln n} E_{n}(\sigma ; 1 ;[-1,1])=1  \tag{2}\\
\lim _{n \rightarrow \infty} \frac{n}{\ln n} E_{n}(\delta ; 1 ;[-1,1])=1
\end{array}\right\}
$$

These exact asymptotics can be obtained also for the whole class of uniformly bounded functions, see Bl. Sendov, V.A. Popov (1972), Bl. Sendov (1979), p. 135.

In this section we shall consider the best Hausdorff rational approximation to the functions $\sigma$ and $\delta$.

Theorem 9.1. We have for $n \geqslant 2$

$$
R_{n}(\delta ; \alpha ;[-1,1])=0
$$

Proof. Obviously for every $\alpha>0$ we have

$$
r\left(\delta, \frac{1}{1+A x^{2}} ; \alpha\right) \underset{A \rightarrow \infty}{\longrightarrow} 0
$$

To obtain an estimate for $R_{n}(\operatorname{sign} x ; 1 ;[-1,1])$ we shall need two lemmas. The first lemma is a very useful one in obtaining lower bounds in rational approximation (not only for the Hausdorff rational approximation - see Chapter 11).

Lemma 9.3. Let $0<\varepsilon<1$ and $n \geqslant 1$. Then the rational function $r \in R_{n}$,

$$
r(x)=\frac{p(x)-p(-x)}{p(x)+p(-x)}, \quad p(x)=\prod_{v=1}^{n}\left(x+\varepsilon^{(2 v-1) / 2 n}\right)
$$

satisfies the conditions

$$
\begin{equation*}
|\operatorname{sign} x-r(x)|>\exp \left\{-\frac{\pi^{2} n}{\ln (1 / \varepsilon)}\right\} \tag{3}
\end{equation*}
$$

for

$$
x \in\left\{\varepsilon^{v / n}\right\}_{v=0}^{n} \bigcup\left\{-\varepsilon^{v / n}\right\}_{v=0}^{n}
$$

and $\operatorname{sign} x-r(x)$ has alternate signs at the points $-1,-\varepsilon^{1 / n}, \ldots,-\varepsilon, \varepsilon, \ldots, \varepsilon^{1 / n}, 1$.
Proof. Let $x=\varepsilon^{i / n}, 0 \leqslant i \leqslant n$. Obviously $|p(-x)| /|p(x)| \leqslant 1$. Then we have

$$
\begin{aligned}
|\operatorname{sign} x-r(x)| & =\frac{2|p(-x)|}{|p(x)+p(-x)|} \geqslant \frac{2|p(-x)| /|p(x)|}{1+|p(-x)| /|p(x)|} \\
& \geqslant\left|\frac{p(-x)}{p(x)}\right|=\prod_{v=1}^{n} \frac{\left|\varepsilon^{i / n}-\varepsilon^{(2 v-1) / 2 n}\right|}{\varepsilon^{i / n}+\varepsilon^{(2 v-1) / 2 n} \geqslant\left(\prod_{j=1}^{n} \frac{1-\varepsilon^{(2 j-1) / 2 n}}{1+\varepsilon^{(2 j-1) / 2 n}}\right)^{2}} \\
& >\left(\prod_{j=1}^{n} \frac{1-\varepsilon^{j / 2 n}}{1+\varepsilon^{j / 2 n}}\right)^{2}=\exp \left\{2 \sum_{j=1}^{n} \ln \frac{1-\varepsilon^{j / 2 n}}{1+\varepsilon^{j / 2 n}}\right\} .
\end{aligned}
$$

For $|x|<1$ we have

$$
\ln \frac{1-x}{1+x}=-2 \sum_{k=1}^{\infty} \frac{x^{2 k-1}}{2 k-1} .
$$

Therefore

$$
\begin{aligned}
|\operatorname{sign} x-r(x)| & >\exp \left\{-4 \sum_{j=1}^{n} \sum_{k=1}^{\infty} \frac{\left(\varepsilon^{j / 2 n}\right)^{2 k-1}}{2 k-1}\right\} \\
& =\exp \left\{-4 \sum_{k=1}^{\infty} \frac{1}{2 k-1} \sum_{j=1}^{n}\left(\varepsilon^{(2 k-1) / 2 n) j}\right\}\right. \\
& =\exp \left\{-4 \sum_{k=1}^{\infty} \frac{1}{2 k-1} \frac{\varepsilon^{(2 k-1) / 2 n}\left(1-\varepsilon^{(2 k-1) / 2}\right)}{1-\varepsilon^{(2 k-1) / 2 n}}\right\} \\
& >\exp \left\{-4 \sum_{k=1}^{\infty} \frac{1}{2 k-1} \frac{\varepsilon^{(2 k-1) / 2 n}}{1-\varepsilon^{(2 k-1) / 2 n}}\right\}
\end{aligned}
$$

We have $\ln (1 / x) \leqslant(1-x) / x$ for $0<x \leqslant 1$. Using this inequality we obtain

$$
\begin{aligned}
|\operatorname{sign} x-r(x)| & >\exp \left\{-4 \sum_{k=1}^{\infty} \frac{1}{2 k-1} \frac{1}{\ln (1 / \varepsilon)^{(2 k-1) / 2 n}}\right\} \\
& =\exp \left\{-\frac{8 n}{\ln (1 / \varepsilon)} \sum_{k=1}^{\infty} \frac{1}{(2 k-1)^{2}}\right\}=\exp \left\{-\pi^{2} \frac{n}{\ln (1 / \varepsilon)}\right\}
\end{aligned}
$$

Therefore the estimate (3) is proved for $x=\varepsilon^{i / n}, i=0, \ldots, n$. The case $x=-\varepsilon^{i / n}, i=0, \ldots, n$, is similar.

Since

$$
r(x)=\frac{p(x)-p(-x)}{p(x)+p(-x)}, \quad p(x)=\prod_{v=1}^{n}\left(x+\varepsilon^{(2 v-1) / 2 n}\right)
$$

it is evident that $r\left(-\varepsilon^{(2 v-1) / 2 n}\right)=-1, v=1, \ldots, n$, and $r\left(\varepsilon^{(2 v-1) / 2 n}\right)=1, v=$ $1, \ldots, n$. Since the points $-\varepsilon^{(2 v-1) / 2 n}, v=1, \ldots, n, \varepsilon^{(2 v-1) / 2 n}, v=1, \ldots, n$, separate the points $-\varepsilon^{\nu / n}, v=0, \ldots, n, \varepsilon^{v / n}, v=0, \ldots, n$, condition (3) gives us that $\operatorname{sign} x-r(x)$ has alternate signs at the points $-1,-\varepsilon^{1 / n}, \ldots,-\varepsilon, \varepsilon, \ldots, \varepsilon^{1 / n}, 1$.

We shall need also one particular application of a theorem of the type 2.3 (de la Vallée-Poussin theorem) to the function $\operatorname{sign} x$. By the same method as in theorem 2.3 it is possible to obtain the following result.

Lemma 9.4. Let $\Delta(\varepsilon)=[-1,-\varepsilon] \cup[\varepsilon, 1]$. Let there exist $2 n+2$ points $x_{1}<$ $x_{2}<\cdots<x_{2 n+2}, x_{i} \in \Delta(\varepsilon), i=1, \ldots, 2 n+2$, and a rational function $r \in R_{n}$ such that

$$
\operatorname{sign} x_{i}-r\left(x_{i}\right)=\mu(-1)^{i} \lambda_{i}, \quad \mu= \pm 1, \quad \lambda_{i}>0, \quad i=1, \ldots, 2 n+2
$$

Then

$$
R_{n}(\operatorname{sign} x)_{C[\Delta(\varepsilon)]} \geqslant \min \left\{\lambda_{i}: i=1, \ldots, 2 n+2\right\}
$$

Lemmas 9.3 and 9.4 give us
Corollary 9.3. For every $\varepsilon, 0<\varepsilon<1$, we have

$$
R_{n}(\operatorname{sign} x)_{C[\Delta(\varepsilon)]} \geqslant \exp \left\{-\pi^{2} \frac{n}{\ln (1 / \varepsilon)}\right\}
$$

Theorem 9.2. There exist absolute constants $c_{1}$ and $c_{2}$ such that

$$
\mathrm{e}^{-\pi \sqrt{ } n} \leqslant R_{n}(\operatorname{sign} x ; 1 ;[-1,1]) \leqslant c_{1} \mathrm{e}^{-c_{2} \sqrt{ } n}
$$

Proof. The upper bound for $R_{n}(\operatorname{sign} x ; 1 ;[-1,1])$ we shall obtain using lemma 5.1. Let us set in lemma $5.1 \beta=1, \alpha=\mathrm{e}^{-\sqrt{ } n}, \gamma=\mathrm{e}^{-\sqrt{ } n}$. We obtain that there exists a rational function $r \in R_{N}, N \leqslant B \ln \left(\mathrm{e}+\mathrm{e}^{\mathrm{e}^{/ n}}\right) \ln \left(\mathrm{e}+\mathrm{e}^{\sqrt{ } n}\right) \leqslant B_{1} n, B_{1}$ an
absolute constant, such that

$$
\begin{aligned}
& |r(x)| \leqslant \mathrm{e}^{-\sqrt{ } n}, \quad x \in\left[-1,-\mathrm{e}^{-\sqrt{ } n}\right], \\
& |1-r(x)| \leqslant \mathrm{e}^{-\sqrt{ } n}, \quad x \in\left[\mathrm{e}^{-\sqrt{ } n}, 1\right] \text {, } \\
& 0 \leqslant r(x) \leqslant 1, \quad \forall x .
\end{aligned}
$$

Therefore the rational function $q=2 r-1 \in R_{N}, N \leqslant B_{1} n$, satisfies

$$
\begin{aligned}
|-1-q(x)| & \leqslant 2 \mathrm{e}^{-\sqrt{ } n}, \quad x \in\left[-1,-\mathrm{e}^{-\sqrt{ } n}\right] \\
|1-q(x)| & \leqslant 2 \mathrm{e}^{-\sqrt{ } n}, \quad x \in\left[\mathrm{e}^{-\sqrt{ } n}, 1\right] \\
0 & \leqslant r(x) \leqslant 1, \quad \forall x .
\end{aligned}
$$

Therefore the graph of $q$ belongs to the domain

$$
G=\left\{(x, y): \mathrm{e}^{-\sqrt{ } n} \leqslant|x| \leqslant 1,|y-\operatorname{sign} x| \leqslant 2 \mathrm{e}^{-\sqrt{ } n} ;|x| \leqslant \mathrm{e}^{-\sqrt{ } n},|y| \leqslant 1\right\} .
$$

Using the definition of the Hausdorff distance with a parameter 1 we obtain that

$$
r(\operatorname{sign} x, q ; 1 ;[-1,1]) \leqslant 2 \mathrm{e}^{-\sqrt{ } n}
$$

Since $q \in R_{N}, N \leqslant B_{1} n, B_{1}$ an absolute constant, we obtain the upper bound

$$
R_{n}(\operatorname{sign} x ; 1 ;[-1,1]) \leqslant c_{1} \mathrm{e}^{-c_{2} \sqrt{n}}
$$

To prove the lower bound let us assume the converse, that

$$
R_{n}(\operatorname{sign} x ; 1 ;[-1,1])<\mathrm{e}^{-\pi \sqrt{ } n}
$$

Using the definition of the Hausdorff distance we obtain that there exists a rational function $r \in R_{n}$ such that

$$
\begin{equation*}
|\operatorname{sign} x-r(x)|<\mathrm{e}^{-\pi \sqrt{ } n}, \quad \varepsilon \leqslant|x| \leqslant 1, \tag{4}
\end{equation*}
$$

where $\varepsilon=\mathrm{e}^{-\pi \sqrt{ } n}$,

$$
-1-\varepsilon \leqslant r(x) \leqslant 1+\varepsilon, \quad|x| \leqslant \varepsilon
$$

But (4) gives us that

$$
\begin{equation*}
R_{n}(\operatorname{sign} x)_{C(\Delta(\varepsilon))} \leqslant \exp \left\{-\pi^{2} \frac{n}{\ln (1 / \varepsilon)}\right\}=\mathrm{e}^{-\pi \sqrt{ } n} \tag{5}
\end{equation*}
$$

since $\varepsilon=\mathrm{e}^{-\pi \sqrt{ } n}$.
The inequality (5) contradicts corollary 9.3 .
Remark. Using the same method it is possible to prove that

$$
c_{3}(\alpha) \mathrm{e}^{-c_{4}(\alpha) \sqrt{ } n} \leqslant R_{n}(\operatorname{sign} x ; \alpha ;[-1,1]) \leqslant c_{1}(\alpha) \mathrm{e}^{-c_{2}(\alpha) \sqrt{ } n}
$$

where the constants $c_{i}(\alpha), i=1, \ldots, 4$, depend only on $\alpha$.

### 9.3 Bounded functions

In this section we shall consider the general case of rational Hausdorff approximation of bounded functions. We shall obtain an analog of Sendov's theorem (1) in section 9.2, but in the logarithm will appear the so-called averaged modulus $\tau(f ; \delta)$. Therefore we shall give first the definition and some properties of the averaged modulus.

We define the local modulus of continuity of the bounded on $[0,1]$ function $f$ at the point $x \in[0,1]$ by

$$
\omega(f, x ; \delta)=\sup \left\{\left|f\left(x^{\prime}\right)-f\left(x^{\prime \prime}\right)\right|: x^{\prime}, x^{\prime \prime} \in[x-\delta / 2, x+\delta / 2] \cap[0,1]\right\} .
$$

Then the averaged modulus of $f$ is the following function of $\delta, \delta>0$ :

$$
\tau(f ; \delta)=\|\omega(f, ; \delta)\|_{L_{1}(0.1)}=\int_{0}^{1} \omega(f, x ; \delta) \mathrm{d} x .
$$

For the history of the averaged modulus see Bl. Sendov (1979).
The following properties of $\tau(f ; \delta)$ are evident.
(i) $\tau(f ; \delta) \leqslant \tau\left(f ; \delta^{\prime}\right), \delta \leqslant \delta^{\prime}$.
(ii) $\tau(f+g ; \delta) \leqslant \tau(f ; \delta)+\tau(g ; \delta)$.

We shall need also the following two properties.
(iii) $\tau(f ; n \delta) \leqslant n \tau(f ; \delta), n>0, n$ integer.

Proof. We have

$$
\begin{aligned}
\omega(f, x ; n \delta) & =\sup \left\{\left|f\left(x^{\prime}\right)-f\left(x^{\prime \prime}\right)\right|: x^{\prime}, x^{\prime \prime} \in\left[x-\frac{n \delta}{2}, x+\frac{n \delta}{2}\right] \cap[0,1]\right\} \\
& \leqslant \sum_{i=0}^{n-1} \sup \left\{\left|f\left(x^{\prime}\right)-f\left(x^{\prime \prime}\right)\right|: x^{\prime}, x^{\prime \prime}\right. \\
& \left.\in\left[x-\frac{n-1-2 i}{2} \delta-\frac{\delta}{2}, x-\frac{n-1-2 i}{2} \delta+\frac{\delta}{2}\right] \cap[0,1]\right\} \\
& \leqslant \sum_{i=0}^{n-1} \omega\left(f, x-\frac{n-1-2 i}{2} \delta ; \delta\right)
\end{aligned}
$$

where we set $f(x)=f(0)$ for $x<0, f(x)=f(1)$ for $x>1$.
From here we get

$$
\tau(f ; n \delta)=\int_{0}^{1} \omega(f, x ; \delta) \mathrm{d} x \leqslant \sum_{i=0}^{n-1} \int_{0}^{1} \omega\left(f, x-\frac{n-1-2 i}{2} \delta ; \delta\right) \mathrm{d} x \leqslant n \tau(f ; \delta) .
$$

(iv) If $f$ is a function with bounded variation in $[0,1]$ then

$$
\tau(f ; \delta) \leqslant \delta V_{o}^{1} f .
$$

Proof. Let us set again $f(x)=f(0)$ for $x<0, f(x)=f(1)$ for $x>1$. Then

$$
\omega(f, x ; \delta) \leqslant V_{x-\delta / 2}^{x+\delta / 2} f
$$

therefore

$$
\begin{aligned}
\tau(f ; \delta) & \leqslant \int_{0}^{1} V_{x-\delta / 2}^{x+\delta / 2} f \mathrm{~d} x=\int_{0}^{1} V_{0}^{x+\delta / 2} f \mathrm{~d} x-\int_{0}^{1} V_{0}^{x-\delta / 2} f \mathrm{~d} x \\
& =\int_{\delta / 2}^{1+\delta / 2} V_{0}^{x} f \mathrm{~d} x-\int_{-\delta / 2}^{1-\delta / 2} V_{0}^{x} f \mathrm{~d} x \leqslant \int_{1-\delta / 2}^{1} V_{0}^{x} \mathrm{~d} x+\delta / 2 V_{0}^{1} f \leqslant \delta V_{0}^{1} f .
\end{aligned}
$$

We shall need also the following lemma.
Lemma 9.5. Let $f$ be a bounded function in the interval $[0,1]$. For every natural number $m>0$ there exists a step function $\varphi_{m}$ with jumps at the points $x_{i}=i / 2 m$, $i=1, \ldots, 2 m-1$, such that
(a) $r\left(f, \varphi_{m}\right) \leqslant 1 / m,{ }^{\dagger}$
(b) $\left\|f-\varphi_{m}\right\|_{L_{1}(0,1)} \leqslant 2 \tau\left(f ; m^{-1}\right)$,
(c) $V_{0}^{1} \varphi_{m} \leqslant 6 m \tau\left(f ; m^{-1}\right)$.

Proof. Let us denote $x_{i}=i / 2 m, i=0, \ldots, 2 m, x_{-1}=x_{0}=0, x_{2 m+1}=x_{2 m}=1$,

$$
\begin{aligned}
m_{i} & =\inf \left\{f(x): x \in\left[x_{i-1}, x_{i+1}\right]\right\} \\
M_{i} & =\sup \left\{f(x): x \in\left[x_{i-1}, x_{i+1}\right]\right\} .
\end{aligned}
$$

We set

$$
\varphi_{m}(x)= \begin{cases}m_{2 i-1}, & x \in\left[x_{2 i-2}, x_{2 i-1}\right), \quad i=1, \ldots, m \\ M_{2 i-1}, & x \in\left[x_{2 i-1}, x_{2 i}\right), \quad i=1, \ldots, m \\ \varphi_{m}\left(x_{2 m-1}\right), & x=1 .\end{cases}
$$

From the construction of $\varphi_{m}$ and lemma 9.2 it follows that $r\left(f, \varphi_{m}\right) \leqslant$ $m^{-1}$, i.e. we have (a).

For the difference $f(x)-\varphi_{m}(x)$ we have, using again the definition of $\varphi_{m}$,

$$
\left|f(x)-\varphi_{m}(x)\right| \leqslant \omega\left(f, x ; 2 m^{-1}\right)
$$

therefore, using property (iii) of $\tau(f ; \delta)$ we obtain (b):

$$
\left\|f-\varphi_{m}\right\|_{1}=\int_{0}^{1}\left|f(x)-\varphi_{m}(x)\right| \mathrm{d} x \leqslant \int_{0}^{1} \omega\left(f, x ; 2 m^{-1}\right) \mathrm{d} x \leqslant 2 \tau\left(f ; m^{-1}\right)
$$

[^11]Finally let us estimate the variation of $\varphi_{m}$. We have

$$
\begin{aligned}
V_{0}^{1} \varphi_{m} & =\sum_{i=1}^{2 m-1}\left|\varphi_{m}\left(x_{i}\right)-\varphi_{m}\left(x_{i-1}\right)\right| \leqslant \sum_{i=1}^{2 m-1} \omega\left(f, x_{i} ; 2 m^{-1}\right) \\
& =2 m \sum_{i=1}^{2 m-1} \int_{x_{i-1}}^{x_{i}} \omega\left(f, x_{i} ; 2 m^{-1}\right) \mathrm{d} x \leqslant 2 m \sum_{i=1}^{2 m-1} \int_{x_{i-1}}^{x_{i}} \omega\left(f, x ; 3 m^{-1}\right) \mathrm{d} x \\
& \leqslant 2 m \int_{0}^{1} \omega\left(f, x ; 3 m^{-1}\right) \mathrm{d} x=2 m \tau\left(f ; 3 m^{-1}\right) \leqslant 6 m \tau(f ; \delta),
\end{aligned}
$$

since evidently for $x \in\left[x_{i-1}, x_{i}\right]$ we have

$$
\omega\left(f, x_{i} ; 2 m^{-1}\right) \leqslant \omega\left(f, x ; 3 m^{-1}\right) .
$$

Theorem 9.3. For every function $f$ bounded in the interval $[0,1]$ we have

$$
R_{n}(f, 1 ;[0,1]) \leqslant c \frac{\ln \left(\mathrm{e}+n \tau\left(f ; n^{-1}\right)\right)}{n}, \quad n \geqslant 1,
$$

where $c$ is an absolute constant.
Proof. Let $f$ be a bounded function in the interval [0,1]. Let us consider first the case when

$$
\alpha_{n} \equiv \operatorname{se} D \frac{\ln \left(\mathrm{e}+n \tau\left(f ; n^{-1}\right)\right)}{n}>1,
$$

where $D$ is the constant from theorem 5.1.
Since obviously $R_{n}(f, 1 ;[0,1]) \leqslant 1$, we have

$$
\begin{equation*}
R_{n}(f, 1 ;[0,1]) \leqslant c_{1} \frac{\ln \left(\mathrm{e}+n \tau\left(f ; n^{-1}\right)\right)}{n} \tag{1}
\end{equation*}
$$

with a constant $c_{1}=8 \mathrm{e} D$.
Now let $\alpha_{n} \leqslant 1$. We set

$$
\begin{equation*}
r=\left[\ln \left(\mathrm{e}+n \tau\left(f ; n^{-1}\right)\right)\right], \quad h=2 \mathrm{e} D / n, \quad m=\left[\frac{1}{4 r h}\right] . \tag{2}
\end{equation*}
$$

Since $r h \leqslant \frac{1}{4}, m \geqslant 1, D>1$, we have

$$
\begin{align*}
& \frac{1}{8 m} \leqslant r h \leqslant \frac{1}{4 m}  \tag{3}\\
& m \leqslant(4 r h)^{-1} \leqslant n / 8 . \tag{4}
\end{align*}
$$

For $m$ so defined let us consider the step function $\varphi_{m}$ from lemma 9.5. We set $\varphi_{m}(x)=\varphi(0)$ for $x<0$ and $\varphi_{m}(x)=\varphi_{m}(1)$ for $x>1$. Let us consider the
function

$$
\psi(x)=\frac{1}{2 H} \int_{-H}^{H} \varphi_{m}(x+t) \mathrm{d} t, \quad H=\frac{1}{16 m} .
$$

For the function $\psi$ we have $\varphi_{m}(x)=\psi(x)$ if

$$
x \in\left[x_{i-1}+H, x_{i}-H\right]=\left[x_{i-1}+\frac{1}{16 m}, x_{i}-\frac{1}{16 m}\right], \quad i=1, \ldots, 2 m .
$$

Moreover $\psi$ is continuous and linear in the intervals $\left[x_{i}-H, x_{i}+H\right]$, $i=0, \ldots, 2 m$.

From the properties of $\psi$ and lemma 9.5 we obtain

$$
\begin{equation*}
V_{0}^{1} \psi=V_{0}^{1} \varphi_{m} \leqslant 6 m \tau\left(f ; m^{-1}\right) . \tag{5}
\end{equation*}
$$

Let us consider the function $\psi_{r, h}$ given by

$$
\psi_{r, h}(x)=h^{-r} \int_{-h / 2}^{h / 2} \cdots \int_{-h / 2}^{h / 2} \psi\left(x+t_{1}+\cdots+t_{r}\right) \mathrm{d} t_{1} \cdots \mathrm{~d} t_{r}
$$

Since $r h / 2 \leqslant 1 / 8 m$, we obtain, using the properties of the function $\psi$ given above, that

$$
\psi_{r, h}\left(x_{i}+1 / 4 m\right)=\psi\left(x_{i}+1 / 4 m\right)=\varphi_{m}\left(x_{i}+1 / 4 m\right), \quad i=0, \ldots, 2 m-1,
$$

$\min \left\{\varphi_{m}\left(x_{i-1}\right), \varphi_{m}\left(x_{i}\right)\right\} \leqslant \psi_{r, h}(x) \leqslant \max \left\{\varphi_{m}\left(x_{i-1}\right), \varphi_{m}\left(x_{i}\right)\right\} \quad$ for $\quad x \in\left[x_{i}-1 / 4 m\right.$, $\left.x_{i}+1 / 4 m\right], i=1, \ldots, 2 m-1$.

Therefore lemma 9.2 gives us

$$
\begin{equation*}
r\left(\varphi_{m}, \psi_{r, h}\right) \leqslant \frac{1}{2 m} . \tag{6}
\end{equation*}
$$

From here and lemma 9.5 we get

$$
\begin{equation*}
r\left(f, \psi_{r, h}\right) \leqslant r\left(f, \varphi_{m}\right)+r\left(\varphi_{m}, \psi_{r, h}\right) \leqslant 2 m^{-1} . \tag{7}
\end{equation*}
$$

On the other hand we have

$$
\psi_{r, h}^{(r)}(x)=h^{-r} \sum_{v=0}^{r}\binom{r}{v}(-1)^{r+v} \psi(x+v h-r h / 2)
$$

From here and (5) we obtain

$$
\begin{equation*}
V_{0}^{1} \psi_{r, h}^{(r)} \leqslant 2^{r} h^{-r} \cdot 6 m \tau\left(f ; m^{-1}\right) \tag{8}
\end{equation*}
$$

Using theorem 5.1, (8), (2)-(4) and property (iii) of $\tau(f ; \delta)$ we get.

$$
\begin{aligned}
R_{n}\left(\psi_{r, h}\right)_{\mathrm{C}[0,1]} & \leqslant D^{r} \frac{V_{0}^{1} \psi_{r, h}^{(r)}}{n^{r+1}} \\
& \leqslant D^{r}\left(\frac{2}{h n}\right)^{r} \frac{6 m \tau\left(f ; m^{-1}\right)}{n} \leqslant \frac{6 m \tau\left(f ; m^{-1}\right)}{\mathrm{e}^{r} n}
\end{aligned}
$$

$$
\begin{align*}
& \leqslant \frac{6 m \mathrm{e} \tau(f ; 8 r h)}{\left(\mathrm{e}+n \tau\left(f ; n^{-1}\right)\right) n} \leqslant \frac{6 \mathrm{e} n\left(\left[2 \mathrm{e} D \ln \left(\mathrm{e}+n \tau\left(f ; n^{-1}\right)\right)\right]+1\right) \tau\left(f ; n^{-1}\right)}{\left(\mathrm{e}+n \tau\left(f ; n^{-1}\right)\right) n} \\
& \leqslant 18 \mathrm{e}^{2} D \frac{\ln \left(\mathrm{e}+n \tau\left(f ; n^{-1}\right)\right)}{n} \tag{9}
\end{align*}
$$

From (7), (2)-(4) and (9) we obtain

$$
\begin{align*}
R_{n}(f, 1 ;[0,1]) \leqslant & r\left(f, \psi_{r, h}\right)+R_{n}\left(\psi_{r, h}, 1 ;[0,1]\right) \\
\leqslant & 2 m^{-1}+R_{n}\left(\psi_{r, h}\right)_{C[0,1]} \leqslant 16 r h \\
& +18 \mathrm{e}^{2} D \frac{\ln \left(\mathrm{e}+n \tau\left(f ; n^{-1}\right)\right)}{n} \leqslant 50 \mathrm{e}^{2} D \frac{\ln \left(\mathrm{e}+n \tau\left(f ; n^{-1}\right)\right)}{n} \tag{10}
\end{align*}
$$

i.e. we have the statement of the theorem with $c=50 \mathrm{e}^{2} D$.

From (1) and (10) the theorem follows with $c=50 \mathrm{e}^{2} D$.
Corollary 9.4. Let $f$ be a function of bounded variation on the interval $[0,1]$. Then

$$
R_{n}(f ; 1 ;[0,1])=\mathrm{O}\left(n^{-1}\right)
$$

The corollary follows directly from theorem 9.3 and property (iv) of $\tau(f ; \delta)$.

### 9.4 Notes

As we mentioned in the introduction to this chapter, the Hausdorff distance between bounded functions was introduced by Bl. Sendov and B. Penkov (1962). The results for approximation of functions with respect to the Hausdorff distance by means of polynomials, splines, rational functions, linear operators, are collected in the book of Bl. Sendov (1979). We shall restrict ourselves to rational Hausdorff approximations.

In connection with theorem 9.2 we want to mention the following upper bound given by S.A. Agahanov and N.Sh. Zagirov (1978) (compare with A.P. Bulanov (1975a)):

$$
\begin{equation*}
R_{n}(\operatorname{sign} x)_{C(\Delta(\varepsilon))} \leqslant c \exp \left(-\frac{\pi^{2}}{2} \frac{n}{\ln (1 / \varepsilon)}\right) \tag{1}
\end{equation*}
$$

where $\Delta(\varepsilon)=[-1,-\varepsilon] \cup[\varepsilon, 1], \varepsilon \in\left(0, \mathrm{e}^{-v^{\prime} n}\right), c$ a constant.
The exact lower bound is given by A.A. Gonchar (1967b), (see also A.P. Bulanov (1975a)):

$$
\begin{equation*}
\exp \left(-\frac{\pi^{2}}{2} \frac{n}{\ln (1 / \varepsilon)}\right) \leqslant R_{n}(\operatorname{sign} x)_{C(\Delta(\varepsilon))} \tag{2}
\end{equation*}
$$

It is not very difficult to obtain from the estimates (1) and (2) the following asymptotics for the best Hausdorff rational approximation to $\operatorname{sign} x$, which
improves theorem 9.2:

$$
R_{n}(\operatorname{sign} x ; 1 ;[-1,1]) \asymp \exp \left(-\frac{\pi}{\sqrt{2}} \sqrt{ } n\right)
$$

(compare with theorem 4.2).
Theorem 9.3 is proved by P. Petrushev (1980b). This theorem is exact in the following sense (P. Petrushev, 1980c):

For every function $\tau(\delta), \delta \geqslant 0$, such that $\tau(\delta)=\tau(g ; \delta)$ for $\delta \geqslant 0$, where $g$ is a bounded function on the interval $[0,1]$ with unbounded variation (i.e. $\tau(\delta) / \delta \underset{\delta \rightarrow 0}{\longrightarrow})$, there exists a bounded function on the interval $[0,1]$ such that $\tau(f ; \delta) \leqslant \tau(\delta), \delta \geqslant 0$, and

$$
\limsup _{n \rightarrow \infty}\left(R_{n}(f ; 1 ;[0,1]) n / \ln (\mathrm{e}+n \tau(1 / n))\right)>0
$$

Corollary 9.4 also can be improved (P. Petrushev, 1980d): for every function $f$ with bounded variation on $[0,1]$ we have $R_{n}(f ; 1 ;[0,1])=\mathrm{o}(1 / n)$.

Let us remark that there exists an absolutely continuous function $f$ on [ 0,1$]$ for which the order of the best polynomial Hausdorff approximation is exactly $\ln n / n$ (see Bl. Sendov (1979)).

Many interesting results concerning rational Hausdorff approximation are given by E.P. Dolženko and E.A. Sevastijanov (1976a, b) and E.P. Dolženko (1976). These results are connected with the so-called piecewise monotone approximation.

For example if $\sum_{n=0}^{\infty}\left(R_{n}(f ; 1 ; \Delta)\right)^{1 / s}$ converges for $s \geqslant 1$ then the function $f$ has almost everywhere on the interval $\Delta$ a differential of order $s$, and this result is exact

If $R_{n}(f ; 1 ; \Delta)=o(1 / n)$, then $f$ is univalent and continuous almost everywhere on $\Delta$.

Finally, we want to give the generalizations of Gonchar's results from section 5.6 given by Bl. Sendov (see Bl. Sendov (1979)).

Let the function $f$ be analytic in the unit disk $D=\{z:|z|<1\}$. We say that $f$ belongs to the class $A$ if

$$
\lim _{\rho \rightarrow 1-0} \frac{1}{2 \pi} \int_{0}^{2 \pi} \ln _{+}\left|f\left(\rho \mathrm{e}^{\mathrm{i} \theta}\right)\right| \mathrm{d} t=A(f)<\infty
$$

where $\ln _{+} a=\max \{0, \ln a\}$, and that $f$ belongs to the class $H_{p}$ (Hardy spaces) if

$$
\lim _{\rho \rightarrow 1-0} \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|f\left(\rho \mathrm{e}^{\mathrm{i} \theta}\right)\right|^{p} \mathrm{~d} \theta=H_{p}(f)<\infty
$$

The result of Bl . Sendov is the following.
Let $f$ be a continuous real valued function on the interval $(0,1]$, which is
bounded from above or from below in $(0,1]$. Let there exist an analytic function $F(z)$ in $\{z:|z-1|<1\}$ which coincides with $f$ on $(0,1]$. Then if $F(z-1) \in A$, then

$$
R_{n}(f ; 1 ;(0,1])=\mathrm{O}\left(\frac{\ln n}{n}\right)
$$

If $F(z-1) \in H_{p}$, then

$$
R_{n}(f ; 1 ;(0,1])=\mathrm{O}\left(\mathrm{e}^{-c \sqrt{ } n}\right)
$$

where $c$ is a positive constant.

## The o-effect

As we have noted in section 5.1 a characteristic property of the rational approximation is the appearance of the o-effect in the order of approximation of individual functions of some functional classes. The chapter is devoted to the study of this phenomenon.

In section 10.1 is established and characterized the o-effect for uniform rational approximation of the functions from the class $V_{r}$ and for the rational $L_{1}$ approximation of functions of bounded variation. Section 10.2 investigates the o-effect for the rational uniform approximation of functions in some classes of absolutely continuous functions. The same effect for the rational uniform approximation of convex functions is considered in section 10.3. The o-effect for the rational $L_{p}$ approximation of functions of bounded variation is investigated in section 10.4.

### 10.1 Existence and characterization for uniform approximation of individual functions of the class $V_{r}$ and for $L_{1}$ approximation of functions of bounded variation

The class $V_{r}=V_{r}(M,[a, b])$ of all functions $f$ for which $V_{a}^{b} f^{(r)} \leqslant M<\infty$ is basic for rational approximation. In theorem 5.1 in section 5.2 we established the exact order for the rational uniform approximation of the class $V_{r}(r \geqslant 1)$ :

$$
\sup _{f \in V_{r}} R_{n}(f)_{C}=\mathrm{O}\left(\frac{1}{n^{r+1}}\right) .
$$

In this section we prove that for each function $f \in V_{r}$ there exists a sequence $\left\{\varepsilon_{n}(f)\right\}_{n=1}^{\infty}, \varepsilon_{n}(f) \rightarrow 0$ as $n \rightarrow \infty$, such that

$$
R_{n}(f)_{C} \leqslant \frac{\varepsilon_{n}(f)}{n^{r+1}}, \quad n=1,2, \ldots,
$$

i.e. the o-effect appears. In addition, we characterize this effect. More precisely we replace $\varepsilon_{n}(f)$ in the last estimate by one new functional characteristic. Also, we consider the same problem for the spline approximation. We investigate the o-effect for the rational $L_{1}$ approximation of functions of bounded variation. Finally we present some generalizations.

### 10.1.1 One new functional characteristic

Definition of the function $\theta(f)$. Suppose that $f$ is a function of bounded variation on $[a, b]$. The general notion of complemented graph $\bar{f}$ for a given function $f$ was defined in section 9.1. In our case ( $V_{a}^{b} f<\infty$ ) $\bar{f}$ consists of the graph $f$ of the function $f$ and all closed line-segments in the plane that joint the points $(x, f(x-0)),(x, f(x))$ and $(x, f(x+0))$ for each point $x \in[a, b]$ of discontinuity for $f$. Note that the complemented graph $\bar{f}$ coincides with the graph $f$ when the function $f$ is continuous.

We consider the complemented graph $\bar{f}$ of $f$ as a curve in the plane. Since $V_{a}^{b} f<\infty$, the curve $\bar{f}$ is rectifiable, i.e. $\bar{f}$ is of finite length. Further we shall denote always the length of $\bar{f}$ by $l=l(f)$.

Let $s$ be the natural parameter (the arc length) of $\bar{f}$ so that

$$
\begin{equation*}
\bar{f}: x=x(s), \quad y=y(s), \quad s \in[0, l], \quad x(0)=a, \quad x(l)=b . \tag{1}
\end{equation*}
$$

Naturally, the points $(x, y) \in \bar{f}$ for which $y$ is not between $f(x-0)$ and $f(x+0)$ are obtained from (1) for two different values of $s$. For example, the complemented graph $\bar{f}$ of the function

$$
f(x)= \begin{cases}0, & 0<|x| \leqslant 1 \\ 1, & x=0\end{cases}
$$

is the set $\bar{f}=\{(x, 0):-1 \leqslant x \leqslant 1\} \cup\{(0, y): 0 \leqslant y \leqslant 1\}$ and $\bar{f}$ has the following parametric equations:

$$
\begin{aligned}
& x(s)=\left\{\begin{array}{ll}
s-1, & s \in[0,1], \\
0, & s \in(1,3], \\
s-3, & s \in(3,4],
\end{array} \quad y(s)= \begin{cases}0, & s \in[0,1], \\
s-1, & s \in(1,2], \\
3-s, & s \in(2,3], \\
0, & s \in(3,4]\end{cases} \right. \\
& l(f)=4
\end{aligned}
$$

Lemma 10.1. For the parametric equations (1) of $\bar{f}\left(V_{a}^{b} f<\infty\right)$ we have $x(s)$, $y(s) \in \operatorname{Lip}_{1} 1^{\dagger}$ and

$$
\begin{equation*}
\left(x^{\prime}(s)\right)^{2}+\left(y^{\prime}(s)\right)^{2}=1 \quad \text { for almost all } s \in[0, l] \tag{2}
\end{equation*}
$$

[^12]Proof. From the definition of length of arc it follows that

$$
\left\{\left(x\left(s^{\prime}\right)-x\left(s^{\prime \prime}\right)\right)^{2}+\left(y\left(s^{\prime}\right)-y\left(s^{\prime \prime}\right)\right)^{2}\right\}^{1 / 2} \leqslant\left|s^{\prime}-s^{\prime \prime}\right|, \quad s^{\prime}, s^{\prime \prime} \in[0, l],
$$

and therefore $x(s), y(s) \in \operatorname{Lip}_{1} 1$.
Now we prove (2). First we observe that

$$
\begin{equation*}
\left(x^{\prime}(s)\right)^{2}+\left(y^{\prime}(s)\right)^{2} \leqslant 1 \quad \text { almost everywhere (a.e.) in }[0, l] . \tag{3}
\end{equation*}
$$

Indeed, by the definition of length of arc we have

$$
\left((x(s+h)-x(s))^{2}+(y(s+h)-y(s))^{2}\right)^{1 / 2} \leqslant|h|, \quad s, s+h \in[0, l]
$$

and hence

$$
\left(\frac{x(s+h)-x(s)}{h}\right)^{2}+\left(\frac{y(s+h)-y(s)}{h}\right)^{2} \leqslant 1 .
$$

Taking the limit in this inequality with $h \rightarrow 0$ we obtain (3) a.e. in $[0, l]$.
Also, we shall prove that

$$
\begin{equation*}
\int_{0}^{l}\left(\left(x^{\prime}(s)\right)^{2}+\left(y^{\prime}(s)\right)^{2}\right)^{1 / 2} \mathrm{~d} s \geqslant l . \tag{4}
\end{equation*}
$$

To this end it suffices to prove that

$$
\begin{equation*}
\left(\left(x\left(s^{\prime}\right)-x\left(s^{\prime \prime}\right)\right)^{2}+\left(y\left(s^{\prime}\right)-y\left(s^{\prime \prime}\right)\right)^{2}\right)^{1 / 2} \leqslant \int_{s^{\prime}}^{s^{\prime}}\left(\left(x^{\prime}(s)\right)^{2}+\left(y^{\prime}(s)\right)^{2}\right)^{1 / 2} \mathrm{~d} s \tag{5}
\end{equation*}
$$

for $0 \leqslant s^{\prime} \leqslant s^{\prime \prime} \leqslant l$.
Set $\int_{s^{\prime}}^{s^{*}} x^{\prime}(s) \mathrm{d} s=\rho \cos \alpha$ and $\int_{s^{\prime}}^{s^{s}} y^{\prime}(s) \mathrm{d} s=\rho \sin \alpha, \rho \geqslant 0$. Then we have

$$
\begin{aligned}
& \left(\left(x\left(s^{\prime}\right)-x\left(s^{\prime \prime}\right)\right)^{2}+\left(y\left(s^{\prime}\right)-y\left(s^{\prime \prime}\right)\right)^{2}\right)^{1 / 2}=\left\{\left(\int_{s^{\prime}}^{s^{\prime \prime}} x^{\prime}(s) \mathrm{d} s\right)^{2}+\left(\int_{s^{\prime}}^{s^{\prime \prime}} y^{\prime}(s) \mathrm{d} s\right)^{2}\right\}^{1 / 2} \\
& \quad=\rho=\rho \cos ^{2} \alpha+\rho \sin ^{2} \alpha=\int_{s^{\prime}}^{s^{\prime}}\left(x^{\prime}(s) \cos \alpha+y^{\prime}(s) \sin \alpha\right) \mathrm{d} s .
\end{aligned}
$$

This and the obvious inequality

$$
\left|x^{\prime}(s) \cos \alpha+y^{\prime}(s) \sin \alpha\right| \leqslant\left(\left(x^{\prime}(s)\right)^{2}+\left(y^{\prime}(s)\right)^{2}\right)^{1 / 2}
$$

give (5) and (5) implies (4). The equality (2) follows from (3) and (4) immediately.

Denote

$$
E=E(f)=\left\{s \in[0, l]:\left(x^{\prime}(s)\right)^{2}+\left(y^{\prime}(s)\right)^{2}=1\right\} .
$$

By lemma 10.1 we have mes $E=l$.
Now we are able to define the function $\theta=\theta(f)$. For each $s \in E$ we define $\theta(s)=\theta(f, s)$ as the oriented angle between the real axes and the tangent
vector $\left(x^{\prime}(s), y^{\prime}(s)\right)$ to $\bar{f}$ at the point $(x(s), y(s))$, i.e. we define

$$
\theta(s)=\arctan \frac{y^{\prime}(s)}{x^{\prime}(s)}, \quad s \in E, \quad x^{\prime}(s) \neq 0,
$$

and

$$
\theta(s)=\frac{\pi}{2} \operatorname{sign} y^{\prime}(s), \quad s \in E, \quad x^{\prime}(s)=0
$$

Some properties of the function $\theta=\theta(f)$. By the definition of $\theta$ it follows that $\theta$ is defined a.e. in $[0, l], \theta$ is measurable and $|\theta(s)| \leqslant \pi / 2$ a.e. in $[0, l]$.
The essential difference between the functions $\theta$ and $f^{\prime}$ is that $(a, f(a))$ and $\theta$ a.e. in $[0, l]$ determine uniquely the complemented graph $\bar{f}$ of $f$, while $f(a)$ and $f^{\prime}$ a.e. in $[a, b]$ determine completely $f$ and hence $\bar{f}$ only when $f$ is absolutely continuous.
The complemented graph $\bar{f}$ of $f$ has the following representation which uses $\theta$ :

$$
\bar{f}:\left\{\begin{array}{l}
x=x(s)=a+\int_{0}^{s} \cos \theta\left(s_{1}\right) \mathrm{d} s_{1},  \tag{6}\\
y=y(s)=f(a)+\int_{0}^{s} \sin \theta\left(s_{1}\right) \mathrm{d} s_{1},
\end{array}\right\} s \in[0, l] .
$$

Indeed, by the definition of $\theta$ it follows that $x^{\prime}(s)=\cos \theta(s)$ and $y^{\prime}(s)=\sin \theta(s)$ a.e. in $[0, l]$ which implies ( 6 ).

Let the function $f$ be absolutely continuous on $[a, b]$. Then the function $x(s)$ is strictly increasing on $[0, l]$. Denote by $s(x), x \in[a, b]$ the converse function to $x(s)$. It is well known that $s(x)=\int_{a}^{x} \sqrt{ }\left(1+\left(f^{\prime}(t)\right)^{2}\right) \mathrm{d} t$ for $x \in[a, b]$. Clearly $\theta(s)=\arctan f^{\prime}(x(s))$ a.e. in $[0, l]$. It is readily seen that, if $f \in C_{[a, b]}^{1}$, then $\theta(s)=\arctan f^{\prime}(x(s))$ for each $s \in[0, l]$.

Further we shall apply the following functional characteristic

$$
\omega(\theta, \delta)_{L}=\sup _{0 \leqslant h \leqslant \delta} \int_{0}^{l-h}|\theta(s+h)-\theta(s)| \mathrm{d} s, \quad \delta \geqslant 0,
$$

to describe the o-effect in some situations.
Since $\theta(f)$ is measurable and bounded a.e. in [0,l], then $\omega(\theta ; \delta)_{L} \rightarrow 0$ as $\delta \rightarrow 0$. If $f$ is convex and bounded on $[a, b]$, then $\theta$ is monotone and bounded. Hence $\omega(\theta ; \delta)_{L}=\mathrm{O}(\delta)$. Also, $\omega(\theta ; \delta)_{L}$ satisfies the usual properties of the integral moduli of continuity; see section 3.1. A very essential property of $\omega(\theta ; \delta)_{L}$ is provided by the following lemma.
Lemma 10.2. If $f$ is absolutely continuous on $[a, b]$ and $\theta=\theta(f)$, then

$$
\begin{equation*}
\omega(\theta ; \delta)_{L} \leqslant C \omega\left(f^{\prime} ; \delta\right)_{L}, \quad \delta \geqslant 0, \tag{7}
\end{equation*}
$$

where $C>0$ is an absolute constant.

Proof. Our arguments are based on the following well-known inequality (see lemma 7.6 in section 7.1): if $g \in L_{[u, v]}$, then

$$
\begin{equation*}
\int_{u}^{v}\left|g(x)-\frac{1}{v-u} \int_{u}^{v} g(t) \mathrm{d} t\right| \mathrm{d} x \leqslant \frac{2}{v-u} \int_{0}^{v-u} \int_{u}^{v-t}|g(x+t)-g(x)| \mathrm{d} x \mathrm{~d} t \tag{8}
\end{equation*}
$$

Consider the case $0<h \leqslant \delta \leqslant(b-a) / 4<l / 3$, where $l=l(f)$ is the length of the graph $f$ of the function $f$. Note that $\bar{f}=f$, since $f$ is continuous. Set $n=[l / 2 h]$. Then we have

$$
\begin{aligned}
& \int_{0}^{l-h}|\theta(s+h)-\theta(s)| \mathrm{d} s \\
& \quad \leqslant \sum_{v=0}^{n-1} \int_{2 v h}^{(2 v+1) h}|\theta(s+h)-\theta(s)| \mathrm{d} s \\
& \quad+\sum_{v=0}^{n-2} \int_{(2 v+1) h}^{(2 v+2) h}|\theta(s+h)-\theta(s)| \mathrm{d} s+\int_{l-3 h}^{l-2 h}|\theta(s+h)-\theta(s)| \mathrm{d} s \\
& \quad+\int_{l-2 h}^{l-h}|\theta(s+h)-\theta(s)| \mathrm{d} s=\sigma_{1}+\sigma_{2}+\sigma_{3}+\sigma_{4}
\end{aligned}
$$

Now we estimate each integral in the sum $\sigma_{1}$. Let $f: x=x(s), y=y(s)$, $s \in[0, l], x(0)=a$ be the parametric equations of the graph $f$ of the function $f$ with respect to its natural parameter $s$. By $s(x), x \in[a, b]$ we denote the converse function to $x(s), s \in[0, l]$.

Denote $x_{v}=x(v h), \Delta_{v}=\left[x_{v}, x_{v+2}\right], K_{v}=\left|\Delta_{v}\right|^{-1} \int_{\Delta_{v}} f^{\prime}(u) \mathrm{d} u$.
Clearly, we have

$$
I_{v}=\int_{2 v h}^{(2 v+1) h}|\theta(s+h)-\theta(s)| \mathrm{d} s \leqslant 2 \int_{2 v h}^{(2 v+2) h}\left|\theta(s)-\arctan K_{2 v}\right| \mathrm{d} s
$$

Since $f$ is absolutely continuous, $s^{\prime}(x)=\sqrt{\left(1+\left(f^{\prime}(x)\right)^{2}\right)}$ a.e. in $[a, b]$ and

$$
\begin{aligned}
I_{v} & \leqslant 2 \int_{2 v h}^{(2 v+2) h}\left|\arctan f^{\prime}(x(s))-\arctan K_{2 v}\right| \mathrm{d} s \\
& =2 \int_{x_{2 v}}^{x_{2 v+2}}\left|\arctan f^{\prime}(t)-\arctan K_{2 v}\right| \sqrt{\left(1+\left(f^{\prime}(t)\right)^{2}\right)} \mathrm{d} t
\end{aligned}
$$

where we have made the substitution $t=x(s)$.
Because of

$$
\left(\sqrt{ }\left(1+x^{2}\right) \arctan x\right)^{\prime}=\frac{x \arctan x}{\sqrt{\left(1+x^{2}\right)}}+\frac{1}{\sqrt{ }\left(1+x^{2}\right)}
$$

and

$$
\left(\sqrt{ }\left(1+x^{2}\right)\right)^{\prime}=\frac{x}{\sqrt{ }\left(1+x^{2}\right)}
$$

we have for $x_{1}, x_{2} \in(-\infty, \infty)$

$$
\begin{aligned}
& \left|\sqrt{ }\left(1+x_{1}^{2}\right) \arctan x_{1}-\sqrt{ }\left(1+x_{2}^{2}\right) \arctan x_{2}\right| \\
& \quad \leqslant \sup _{x \in(-\infty, \infty)}\left(\frac{x \arctan x}{\sqrt{ }\left(1+x^{2}\right)}+\frac{x}{\sqrt{ }\left(1+x^{2}\right)}\right)\left|x_{1}-x_{2}\right| \leqslant\left(\frac{\pi}{2}+1\right)\left|x_{1}-x_{2}\right|
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|\left(\sqrt{ }\left(1+x_{1}^{2}\right)-\sqrt{ }\left(1+x_{2}^{2}\right)\right) \arctan x_{2}\right| \\
& \quad \leqslant \frac{\pi}{2} \sup _{x \in(-\infty, \infty)} \frac{x}{\sqrt{\left(1+x^{2}\right)}\left|x_{1}-x_{2}\right| \leqslant \frac{\pi}{2}\left|x_{1}-x_{2}\right|}
\end{aligned}
$$

The last inequalities imply that

$$
\begin{aligned}
I_{v} \leqslant & 2 \int_{\Delta_{2 v}}\left|\sqrt{ }\left(1+\left(f^{\prime}(t)\right)^{2}\right) \arctan f^{\prime}(t)-\sqrt{ }\left(1+K_{2 v}^{2}\right) \arctan K_{2 v}\right| \mathrm{d} t \\
& +2 \int_{\Delta_{2 v}}\left|\left(\sqrt{ }\left(1+K_{2 v}^{2}\right)-\sqrt{ }\left(1+\left(f^{\prime}(t)\right)^{2}\right)\right) \arctan K_{2 v}\right| \mathrm{d} t \\
\leqslant & 2(\pi+1) \int_{\Delta_{2 v}}\left|f^{\prime}(t)-K_{2 v}\right| \mathrm{d} t
\end{aligned}
$$

Thus we have for $v=0,1, \ldots, n-1$

$$
\begin{equation*}
\int_{2 v h}^{(2 v+1) h}|\theta(s+h)-\theta(s)| \mathrm{d} s \leqslant 2(\pi+1) \int_{\Delta_{2 v}}\left|f^{\prime}(t)-K_{2 v}\right| \mathrm{d} t . \tag{9}
\end{equation*}
$$

Choose $\eta$ such that $2 \delta \leqslant \eta \leqslant 4 \delta(0<\delta \leqslant(b-a) / 4)$ and $\eta=(b-a) / 2 m$ for some positive integer $m$.

Denote $d_{i}=[a+i \eta, a+(i+2) \eta]$. Also, denote by $\Omega_{1}$ the set of all intervals $\Delta_{v}=\left[x_{v}, x_{v+2}\right]$ such that $\Delta_{v} \subset d_{2 i}$ for some $i(0 \leqslant i \leqslant m-1)$ and by $\Omega_{2}$ the set of all intervals $\Delta_{v}$ such that $\Delta_{v} \subset d_{2 i+1}$ for some $i(0 \leqslant i \leqslant m-1)$. Clearly $\left\{\Delta_{v}: v=0,1, \ldots, n-1\right\}=\Omega_{1} \cup \Omega_{2}$. Set

$$
C_{i}=\frac{1}{2 \eta} \int_{d_{i}} f^{\prime}(u) \mathrm{d} u
$$

If $\Delta_{v} \subset d_{i}$, then

$$
\begin{aligned}
\int_{\Delta_{v}}\left|f^{\prime}(t)-K_{v}\right| \mathrm{d} t \leqslant & \int_{\Delta_{v}}\left|f^{\prime}(t)-C_{i}\right| \mathrm{d} t \\
& +\int_{\Delta_{v}}\left|C_{i}-\frac{1}{\left|\Delta_{v}\right|} \int_{\Delta_{v}} f^{\prime}(u) \mathrm{d} u\right| \mathrm{d} t \\
\leqslant & 2 \int_{\Delta_{v}}\left|f^{\prime}(t)-C_{i}\right| \mathrm{d} t
\end{aligned}
$$

Consequently, we obtain for fixed $i(0 \leqslant i \leqslant 2 m-2)$

$$
\begin{aligned}
\sum_{\Delta_{v} \subset d_{i}} \int_{\Delta_{v}}\left|f^{\prime}(x)-K_{v}\right| \mathrm{d} x & \leqslant 2 \sum_{\Delta_{v} \subset d_{i}} \int_{\Delta_{v}}\left|f^{\prime}(x)-C_{i}\right| \mathrm{d} x \\
& \leqslant 2 \int_{d_{i}}\left|f^{\prime}(x)-C_{i}\right| \mathrm{d} x
\end{aligned}
$$

Hence, in view of the inequality (8) we obtain

$$
\begin{aligned}
& \sum_{\Delta_{v} \in \Omega_{1}} \int_{\Delta_{v}}\left|f^{\prime}(x)-K_{v}\right| \mathrm{d} x \leqslant 2 \sum_{i=0}^{m-1} \int_{d_{2 i}}\left|f^{\prime}(x)-C_{2 i}\right| \mathrm{d} x \\
& \leqslant 2 \sum_{i=0}^{m-1} \frac{1}{\eta} \int_{0}^{2 \eta} \int_{a+2 i \eta}^{a+(2 i+2) \eta-t}\left|f^{\prime}(x+t)-f^{\prime}(x)\right| \mathrm{d} x \mathrm{~d} t \\
& \leqslant \frac{2}{\eta} \int_{0}^{2 \eta} \int_{a}^{b-t}\left|f^{\prime}(x+t)-f^{\prime}(x)\right| \mathrm{d} x \mathrm{~d} t \leqslant 4 \omega\left(f^{\prime}, 2 \eta\right)_{L}
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
\sum_{\Delta_{v} \in \Omega_{1}} \int_{\Delta_{v}}\left|f^{\prime}(x)-K_{v}\right| \mathrm{d} x \leqslant 32 \omega\left(f^{\prime} ; \delta\right)_{L} \tag{10}
\end{equation*}
$$

Similarly we find

$$
\begin{equation*}
\sum_{\Delta_{v} \in \Omega_{2}} \int_{\Delta_{v}}\left|f^{\prime}(x)-K_{v}\right| \mathrm{d} x \leqslant 32 \omega\left(f^{\prime} ; \delta\right)_{L} \tag{11}
\end{equation*}
$$

The estimates (9)-(11) imply that for $0 \leqslant \delta \leqslant(b-a) / 4$

$$
\begin{equation*}
\sigma_{1} \leqslant C \omega\left(f^{\prime} ; \delta\right)_{L}, \quad C=\mathrm{constant} \tag{12}
\end{equation*}
$$

Similarly we obtain for $i=2,3,4$

$$
\sigma_{i} \leqslant C \omega\left(f^{\prime} ; \delta\right)_{L}, \quad 0 \leqslant \delta \leqslant \frac{b-a}{4}
$$

Consequently, we have in the case $0 \leqslant \delta \leqslant(b-a) / 4$

$$
\begin{equation*}
\int_{0}^{l-h}|\theta(s+h)-\theta(s)| \mathrm{d} s \leqslant 4 C \omega\left(f^{\prime} ; \delta\right)_{L}, \quad 0 \leqslant h \leqslant \delta \tag{13}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\omega(\theta ; \delta)_{L} \leqslant 4 C \omega\left(f^{\prime} ; \delta\right)_{L}, \quad 0 \leqslant \delta \leqslant(b-a) / 4 \tag{14}
\end{equation*}
$$

Since $\omega(\theta ; \delta)_{L}=\omega(\theta ; l)_{L}$ for $\delta \geqslant l(l \geqslant b-a)$, the case $\delta=l$ for the inequality
(14) contains the case $\delta>l$. On the other hand $\omega\left(f^{\prime} ; b-a\right)_{L} \leqslant 4 \omega\left(f^{\prime} ; \delta\right)_{L}$ for $(b-a) / 4<\delta \leqslant b-a$ and therefore the case $(b-a) / 4<\delta \leqslant b-a$ for (14) is contained in the case $\delta=b-a$. Consequently, to prove the inequality (14) when $\delta>(b-a) / 4$ it suffices to establish the inequality (13) with $0<h \leqslant l$ and $\delta=b-a$.

Now, suppose $0<h \leqslant l$. Then we obtain similarly as in the proof of estimate (12)

$$
\begin{aligned}
& \int_{0}^{l-h}|\theta(s+h)-\theta(s)| \mathrm{d} s \\
& \quad \leqslant 2 \int_{0}^{l}\left|\theta(s)-\arctan \left(\frac{1}{b-a} \int_{a}^{b} f^{\prime}(u) \mathrm{d} u\right)\right| \mathrm{d} s \\
& \quad \leqslant 2(\pi+1) \int_{a}^{b}\left|f^{\prime}(x)-\frac{1}{b-a} \int_{a}^{b} f^{\prime}(u) \mathrm{d} u\right| \mathrm{d} x \\
& \quad \leqslant 4(\pi+1) \frac{1}{b-a} \int_{0}^{b-a} \int_{a}^{b-t}\left|f^{\prime}(x+t)-f^{\prime}(x)\right| \mathrm{d} x \mathrm{~d} t \\
& \quad \leqslant 4(\pi+1) \omega\left(f^{\prime} ; b-a\right)_{L}
\end{aligned}
$$

as required. Thus lemma 10.2 is proved.
Remark. A lower estimate of $\omega(\theta(f) ; \delta)_{L}$ by $\omega\left(f^{\prime} ; \delta\right)$ is not true in general. Indeed, for instance, if $f$ is convex and bounded on $[0,1]$, then $\theta=\theta(f)$ is monotone and bounded on $[0, l(f)]$ and therefore $\omega(\theta ; \delta)_{L}=\mathrm{O}(\delta)$. On the other hand, it is readily seen that $\omega\left(f^{\prime} ; \delta\right)_{L} \geqslant \omega(f ; \delta)_{C}$ for $0 \leqslant \delta \leqslant \frac{1}{2}$ where $\omega(f ; \delta)_{C}$ is the modulus of continuity of $f$, which may tend to zero as slow as we want with $\delta \rightarrow 0$. However, if $f \in \operatorname{Lip} 1$, then one can easily prove that $\omega\left(f^{\prime} ; \delta\right)_{L}=\mathrm{O}\left(\omega(\theta ; \delta)_{L}\right)$, i.e. in this case $\omega(\theta ; \delta)_{L} \asymp \mathrm{O}\left(\omega\left(f^{\prime} ; \delta\right)_{L}\right)$.

### 10.1.2 The o-effect in some spline approximations

We start with two lemmas concerning the intermediate approximation by means of polygons (broken lines). The first lemma is trivial, but the second one not and plays the main role in this chapter.

Lemma 10.3. Let $f$ be absolutely continuous on $[a, b]$ and $\varphi$ be the polygon with knots $x_{i}=a+i(b-a) / n, i=0,1, \ldots, n,(n \geqslant 1)$ which interpolates $f$ at these knots, i.e. $\varphi\left(x_{i}\right)=f\left(x_{i}\right)$ and $\varphi$ is a linear function on each interval $\left[x_{i-1}, x_{i}\right]$.

Then we have for $i=1,2, \ldots, n$

$$
\|f-\varphi\|_{C\left[x_{i-1}, x_{i}\right]} \leqslant \frac{2 n}{b-a} \int_{0}^{(b-a) / n} \int_{x_{i-1}}^{x_{i}-t}\left|f^{\prime}(x+t)-f^{\prime}(x)\right| \mathrm{d} x \mathrm{~d} t
$$

and therefore

$$
\|f-\varphi\|_{L[a, b]} \leqslant \frac{2(b-a)}{n} \omega\left(f^{\prime}, \frac{b-a}{n}\right)_{L}
$$

Moreover

$$
\left\|f^{\prime}-\varphi^{\prime}\right\|_{L[a, b]} \leqslant 2 \omega\left(f^{\prime} ; \frac{b-a}{n}\right)_{L}
$$

and

$$
V_{a}^{b} \varphi^{\prime} \leqslant \frac{n}{b-a} \omega\left(f^{\prime} ; \frac{b-a}{n}\right)_{L}
$$

where we take $\varphi^{\prime}\left(x_{i}\right)=\frac{1}{2}\left(\varphi^{\prime}\left(x_{i}-0\right)+\varphi^{\prime}\left(x_{i}+0\right)\right), i=1,2, \ldots, n-1$, when we calculate $V_{a}^{b} \varphi^{\prime}$.

Proof. By our assumptions we have for $x \in\left[x_{i-1}, x_{i}\right]$

$$
\begin{aligned}
\varphi(x) & =f\left(x_{i-1}\right)+\frac{f\left(x_{i}\right)-f\left(x_{i-1}\right)}{x_{i}-x_{i-1}}\left(x-x_{i-1}\right) \\
& =f\left(x_{i-1}\right)+\int_{x_{i-1}}^{x}\left(\frac{1}{x_{i}-x_{i-1}} \int_{x_{i-1}}^{x_{i}} f^{\prime}(u) \mathrm{d} u\right) \mathrm{d} t .
\end{aligned}
$$

Using the estimate (8) in subsection 10.1.1, see also lemma 7.6 in section (7.1), we get for $x \in\left[x_{i-1}, x_{i}\right]$

$$
\begin{aligned}
|f(x)-\varphi(x)| & =\left|\int_{x_{i-1}}^{x}\left(f^{\prime}(t)-\frac{1}{x_{i}-x_{i-1}} \int_{x_{i-1}}^{x_{i}} f^{\prime}(u) \mathrm{d} u\right) \mathrm{d} t\right| \\
& \leqslant \int_{x_{i-1}}^{x_{i}}\left|f^{\prime}(t)-\frac{1}{x_{i}-x_{i-1}} \int_{x_{i-1}}^{x_{i}} f^{\prime}(u) \mathrm{d} u\right| \mathrm{d} t \\
& \leqslant \frac{2 n}{b-a} \int_{0}^{(b-a) / n} \int_{x_{i-1}}^{x_{i}-1}\left|f^{\prime}(x+t)-f^{\prime}(x)\right| \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

In the same manner we obtain

$$
\begin{aligned}
& \int_{a}^{b}\left|f^{\prime}(x)-\varphi^{\prime}(x)\right| \mathrm{d} x \\
& \quad=\sum_{i=1}^{n} \int_{x_{i-1}}^{x_{i}}\left|f^{\prime}(x)-\frac{1}{x_{i}-x_{i-1}} \int_{x_{i-1}}^{x_{i}} f^{\prime}(u) \mathrm{d} u\right| \mathrm{d} x \\
& \quad \leqslant \frac{2 n}{b-a} \sum_{i=1}^{n} \int_{0}^{(b-a) / n} \int_{x_{i-1}}^{x_{i}-t}\left|f^{\prime}(x+t)-f^{\prime}(x)\right| \mathrm{d} x \mathrm{~d} t \\
& \quad \leqslant \frac{2 n}{b-a} \int_{0}^{(b-a) / n} \int_{a}^{b-t}\left|f^{\prime}(x+t)-f^{\prime}(x)\right| \mathrm{d} x \mathrm{~d} t \leqslant 2 \omega\left(f^{\prime} ; \frac{b-a}{n}\right)_{L}
\end{aligned}
$$

and also

$$
\begin{aligned}
V_{a}^{b} \varphi^{\prime} & =\sum_{i=1}^{n-1}\left|\frac{n}{b-a} \int_{x_{i}}^{x_{i}+1} f^{\prime}(u) \mathrm{d} u-\frac{n}{b-a} \int_{x_{i-1}}^{x_{i}} f^{\prime}(u) \mathrm{d} u\right| \\
& \leqslant \frac{n}{b-a} \sum_{i=1}^{n-1} \int_{x_{i-1}}^{x_{i}}\left|f^{\prime}\left(x+\frac{b-a}{n}\right)-f^{\prime}(x)\right| \mathrm{d} x \\
& \leqslant \frac{n}{b-a} \int_{a}^{b-(b-a) / n}\left|f^{\prime}\left(x+\frac{b-a}{n}\right)-f^{\prime}(x)\right| \mathrm{d} x \leqslant \frac{n}{b-a} \omega\left(f^{\prime} ; \frac{b-a}{n}\right)_{L}
\end{aligned}
$$

Lemma 10.4. Let $f$ be a function of bounded variation on $[a, b]$ and the complemented graph of $f$ have the parametric equations

$$
\begin{equation*}
\bar{f}: x=x(s), \quad y=y(s), \quad s \in[0, l], \quad l=l(f), \quad x(0)=a \tag{15}
\end{equation*}
$$

with respect to the natural parameter s. Denote $\theta=\theta(f)$. Let $n \geqslant 1$ and $\varphi$ be the polygon that interpolates $\bar{f}$ at the points $\left(x\left(s_{i}\right), y\left(s_{i}\right)\right), s_{i}=i l / n, i=0,1, \ldots, n$, i.e. $\varphi$ is the polygon which connects consecutively with line-segments the points $\left(x\left(s_{i}\right), y\left(s_{i}\right)\right)$.

Then we have

$$
\begin{equation*}
\|f-\varphi\|_{L[a, b]} \leqslant C \frac{l}{n} \omega\left(\theta ; \frac{l}{n}\right)_{L} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{0}^{l(\varphi)} \theta(\varphi) \leqslant C \frac{n}{l} \omega\left(\theta ; \frac{l}{n}\right)_{L}, \tag{17}
\end{equation*}
$$

where we have taken $\theta\left(\varphi, s_{i}\right)=\frac{1}{2}\left(\theta\left(\varphi, s_{i}-0\right)+\theta\left(\varphi, s_{i}+0\right)\right)$ at the knots $s_{i}$ when $V_{0}^{l(\varphi)} \theta(\varphi)$ is calculated, $C>0$ is an absolute constant.

To prove lemma 10.4 we need some auxiliary statements.
The Hausdorff distance between the functions will play an essential role in our evaluations. The Hausdorff distance with a parameter $\alpha$ was defined and applied in Chapter 9 . Here we shall consider only the Hausdorff distance $r(f, g)=r(f, g ; 1)$ with parameter $\alpha=1$, i.e. the Hausdorff distance generated by the following distance in the plane:

$$
\begin{equation*}
d(A, B)=d\left(A\left(a_{1}, a_{2}\right), B\left(b_{1}, b_{2}\right)\right)=\max \left\{\left|a_{1}-b_{1}\right|,\left|a_{2}-b_{2}\right|\right\} \tag{18}
\end{equation*}
$$

We shall need the Hausdorff distance $r\left(f_{1}, f_{2}\right)$ between functions $f_{1}$ and $f_{2}$ that may be defined on different intervals $\Delta_{1}$ and $\Delta_{2}$ respectively. By definition

$$
r\left(f_{1}, f_{2}\right)=r\left(f_{1}, \Delta_{1} ; f_{2}, \Delta_{2}\right)=r\left(\bar{f}_{1}, \bar{f}_{2}\right)
$$

where $\bar{f}_{i}(i=1,2)$ is the complemented graph of the function $f_{i}$ defined on $\Delta_{i}$.
Also, the Hausdorff distance can be defined as follows. For fixed $\varepsilon>0$ denote by $D_{\varepsilon}=\{(x, y): d((x, y),(0,0)) \leqslant \varepsilon\}$ the $\varepsilon$-neighborhood of the origin
with respect to the distance (18). Define for each two sets $F$ and $G$ in the plane

$$
\begin{equation*}
F+G=\left\{(x, y): x=x_{1}+x_{2}, y=y_{1}+y_{2},\left(x_{1}, y_{1}\right) \in F,\left(x_{2}, y_{2}\right) \in G\right\} \tag{19}
\end{equation*}
$$

Then the $\varepsilon$-neighborhood $\bar{f}^{\varepsilon}$ of $\bar{f}$ is defined by $\bar{f}^{\varepsilon}=\bar{f}+D_{\varepsilon}$. Clearly, we have

$$
\begin{equation*}
r\left(f_{1}, f_{2}\right)=\inf \left\{\varepsilon: \bar{f}_{1} \subset \bar{f}_{2}^{\varepsilon}, \bar{f}_{2} \subset \bar{f}_{1}^{\varepsilon}\right\} \tag{20}
\end{equation*}
$$

We shall denote by $\rho(A, B)$ the Euclidean distance between the points $A$ and $B$ in the plane, i.e.

$$
\rho(A, B)=\rho\left(A\left(a_{1}, a_{2}\right), B\left(b_{1}, b_{2}\right)\right)=\left(\left(a_{1}-b_{1}\right)^{2}+\left(a_{2}-b_{2}\right)^{2}\right)^{1 / 2}
$$

Note that $d(A, B) \leqslant \rho(A, B)$.
Lemma 10.5. Let $f$ be a function of bounded variation on $[a, b]$ and the complemented graph of $f$ have the following parametric equations:

$$
\begin{equation*}
\bar{f}: x=x(s), \quad y=y(s), \quad s \in[0, l], \quad l=l(f), \quad x(0)=a, \tag{21}
\end{equation*}
$$

where $s$ is the natural parameter of $\bar{f}$. Suppose $0 \leqslant s_{1} \leqslant s_{2} \leqslant l$ and $\tilde{f}$ is the arc of $\bar{f}$ which is obtained from (21) for $s \in\left[s_{1}, s_{2}\right]$. Denote $x_{i}=x\left(s_{i}\right), y_{i}=y\left(s_{i}\right)$, $i=1,2$. Let $\varphi$ be the closed line-segment with endpoints $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$.

Then we have

$$
\begin{equation*}
r(\tilde{f}, \varphi) \leqslant \frac{8}{s_{2}-s_{1}} \int_{0}^{s_{2}-s_{1}} \int_{s_{1}}^{s_{2}-t}|\theta(s+t)-\theta(s)| \mathrm{d} s \mathrm{~d} t \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\theta(\varphi)-\frac{1}{s_{2}-s_{1}} \int_{s_{1}}^{s_{2}} \theta(s) \mathrm{d} s\right| \leqslant \frac{2 \pi}{\left(s_{2}-s_{1}\right)^{2}} \int_{0}^{s_{2}-s_{1}} \int_{s_{1}}^{s_{2}-t}|\theta(s+t)-\theta(s)| \mathrm{d} s \mathrm{~d} t \tag{23}
\end{equation*}
$$

where

$$
\theta(\varphi)= \begin{cases}\arctan \left(\frac{y_{2}-y_{1}}{x_{2}-x_{1}}\right), & x_{1}<x_{2} \\ \frac{\pi}{2} \operatorname{sign}\left(y_{2}-y_{1}\right), & x_{1}=x_{2}, \theta=\theta(f)\end{cases}
$$

Proof. The case $x_{1}=x_{2}$ is trivial.
Let $x_{1}<x_{2}$. Consider the linear function

$$
\psi(x)=y_{1}+\tan \theta(\psi) \cdot\left(x-x_{1}\right), \quad x \in\left[x_{1}, x_{3}\right]
$$

where

$$
\theta(\psi)=\frac{1}{s_{2}-s_{1}} \int_{s_{1}}^{s_{2}} \theta(s) \mathrm{d} s, \quad x_{3}=x_{1}+\left(s_{2}-s_{1}\right) \cos \theta(\psi) .
$$

Clearly, $l(\psi)=l(\tilde{f})=s_{2}-s_{1}$. Denote $y_{3}=\psi\left(x_{3}\right)$.
The arcs $\tilde{f}$ and $\psi$ (the graph of the function $\psi$ ) have the following parametric
equations (see (6) in subsection 10.1.1):

$$
\tilde{f}:\left\{\begin{array}{l}
x=x_{f}(s)=x_{1}+\int_{0}^{s} \cos \theta\left(s_{1}+t\right) \mathrm{d} t \\
y=y_{f}(s)=y_{1}+\int_{0}^{s} \sin \theta\left(s_{1}+t\right) \mathrm{d} t, \quad s \in\left[0, s_{2}-s_{1}\right]
\end{array}\right.
$$

and

$$
\psi:\left\{\begin{array}{l}
x=x_{\psi}(s)=x_{1}+\int_{0}^{s} \cos \theta(\psi) \mathrm{d} t \\
y=y_{\psi}(s)=y_{1}+\int_{0}^{s} \sin \theta(\psi) \mathrm{d} t, \quad s \in\left[0, s_{2}-s_{1}\right]
\end{array}\right.
$$

From the above representations of $\tilde{f}$ and $\psi$ we get

$$
\begin{aligned}
& \rho\left(\left(x_{f}(s), y_{f}(s)\right),\left(x_{\psi}(s), y_{\psi}(s)\right)\right) \\
& \quad=\left(\left(x_{f}(s)-x_{\psi}(s)\right)^{2}+\left(y_{f}(s)-y_{\psi}(s)\right)^{2}\right)^{1 / 2} \\
& \quad \leqslant\left|\int_{0}^{s}\left(\cos \theta\left(s_{1}+t\right)-\cos \theta(\psi)\right) \mathrm{d} s\right|+\left|\int_{0}^{s}\left(\sin \theta\left(s_{1}+t\right)-\sin \theta(\psi)\right) \mathrm{d} s\right| \\
& \quad \leqslant 2 \int_{0}^{s_{2}-s_{1}}\left|\theta\left(s_{1}+t\right)-\theta(\psi)\right| \mathrm{d} s=2 \int_{s_{1}}^{s_{2}}|\theta(s)-\theta(\psi)| \mathrm{d} s
\end{aligned}
$$

Set

$$
T=\frac{4}{s_{2}-s_{1}} \int_{0}^{s_{2}-s_{1}} \int_{s_{1}}^{s_{2}-t}|\theta(s+t)-\theta(s)| \mathrm{d} s \mathrm{~d} t
$$

Then by the last estimates and the estimate (8) in subsection 10.1.1 (see also lemma 7.6 in section 7.1), it follows that

$$
\begin{equation*}
\rho\left(\left(x_{f}(s), y_{f}(s)\right),\left(x_{\psi}(s), y_{\psi}(s)\right)\right) \leqslant T, \quad s \in\left[0, s_{2}-s_{1}\right] \tag{24}
\end{equation*}
$$

Hence

$$
\begin{equation*}
r(\tilde{f}, \psi) \leqslant T \tag{25}
\end{equation*}
$$

Since $\varphi$ and $\psi$ are line-segments with common endpoint ( $x_{1}, y_{1}$ ) and the other endpoint of $\varphi$ is on $\tilde{f}$, we have from (24) with $s=s_{2}-s_{1}$

$$
r(\varphi, \psi) \leqslant \rho\left(\left(x_{2}, y_{2}\right),\left(x_{3}, y_{3}\right)\right) \leqslant T
$$

From this and (25) we get

$$
r(\tilde{f}, \varphi) \leqslant r(\tilde{f}, \psi)+r(\psi, \varphi) \leqslant 2 T
$$

i.e. the estimate (22) holds.

It remains to estimate $|\theta(\varphi)-\theta(\psi)|$. Consider the case $|\theta(\varphi)-\theta(\psi)|<\pi / 2$. Let $\left(x_{4}, y_{4}\right)$ be the orthogonal projection of the point $\left(x_{3}, y_{3}\right)$ on the line continuation of $\varphi$. By (24) with $s=s_{2}-s_{1}$ we have $\rho\left(\left(x_{2}, y_{2}\right),\left(x_{3}, y_{3}\right)\right) \leqslant T$
and hence $\rho\left(\left(x_{4}, y_{4}\right),\left(x_{3}, y_{3}\right)\right) \leqslant T$. Then we have

$$
\frac{2}{\pi}|\theta(\varphi)-\theta(\psi)| \leqslant \sin |\theta(\varphi)-\theta(\psi)| \leqslant \frac{\rho\left(\left(x_{4}, y_{4}\right),\left(x_{3}, y_{3}\right)\right)}{l(\psi)} \leqslant \frac{T}{s_{2}-s_{1}}
$$

which implies (23).
Now, let $|\theta(\varphi)-\theta(\psi)| \geqslant \pi / 2$. Because of $\rho\left(\left(x_{2}, y_{2}\right),\left(x_{3}, y_{3}\right)\right) \leqslant T$ we have

$$
s_{2}-s_{1} \leqslant \rho\left(\left(x_{2}, y_{2}\right),\left(x_{3}, y_{3}\right)\right) \leqslant T
$$

Hence $|\theta(\varphi)-\theta(\psi)| \leqslant \pi \leqslant \pi T /\left(s_{2}-s_{1}\right)$ which implies (23).
The next lemma gives a relation between $L_{1}$-distance and the Hausdorff distance between functions of bounded variation.

Lemma 10.6. If $V_{a}^{b} f<\infty$ and $V_{a}^{b} g<\infty$, then

$$
\begin{equation*}
\|f-g\|_{L_{1}[a, b]} \leqslant 9 \min \{l(f), l(g)\} r(f, g) \tag{26}
\end{equation*}
$$

where $l(f)$ and $l(g)$ are the lengths of $\bar{f}$ and $\bar{g}$ respectively.
Proof. Suppose $l(f) \leqslant l(g)$. Set $\varepsilon=r(f, g)$. Obviously $\varepsilon \leqslant b-a$. Denote by $\bar{f}^{\varepsilon}$ the $\varepsilon$-neighborhood of $\bar{f}$ with respect to the distance $d(A, B)$ from (18), i.e. $\bar{f}^{\varepsilon}=\bar{f}+D_{\varepsilon}$, where $D_{\varepsilon}=\{(x, y): d((x, y),(0,0)) \leqslant \varepsilon\}$. Then in view of (20) we have $\bar{g} \subset \bar{f}^{\varepsilon}$ and therefore

$$
\begin{equation*}
\|f-g\|_{L[a, b]} \leqslant \operatorname{mes}_{2} \bar{f}^{x} \tag{27}
\end{equation*}
$$

where $\operatorname{mes}_{2} \bar{f}^{\varepsilon}$ is the two-dimensional Lebesgue measure of the set $\bar{f}^{\varepsilon}$.
Denote

$$
\begin{aligned}
& E_{\varepsilon}^{\prime}=\{(x, y): x \in\{0, \varepsilon,-\varepsilon\},|y| \leqslant \varepsilon\}, \\
& E_{\varepsilon}^{\prime \prime}=\{(x, y): y \in\{0, \varepsilon,-\varepsilon\},|x| \leqslant \varepsilon\},
\end{aligned}
$$

and $E_{\varepsilon}=E_{\varepsilon}^{\prime} \cup E_{\varepsilon}^{\prime \prime}$.
Clearly, since $\varepsilon \leqslant b-a$, it follows that (see (19))

$$
\bar{f}^{\varepsilon}=\bar{f}+D_{\varepsilon}=\bar{f}+E_{\varepsilon}=\left(\bar{f}+E_{\varepsilon}^{\prime}\right) \cup\left(\bar{f}+E_{\varepsilon}^{\prime \prime}\right)
$$

and therefore by (27)

$$
\|f-g\|_{L[a, b]} \leqslant \operatorname{mes}_{2}\left(\bar{f}+E_{\varepsilon}^{\prime}\right)+\operatorname{mes}_{2}\left(\bar{f}+E_{\varepsilon}^{\prime \prime}\right)
$$

It is readily seen that all the sets in consideration are measurable and

$$
\operatorname{mes}_{2}\left(\bar{f}+E_{\varepsilon}^{\prime}\right)=6 \varepsilon(b-a), \quad \operatorname{mes}_{2}\left(\bar{f}+E_{\varepsilon}^{\prime \prime}\right) \leqslant 6 \varepsilon V_{a}^{b} f
$$

Hence

$$
\|f-g\|_{L[a, b]} \leqslant 6 \varepsilon\left(b-a+V_{a}^{b} f\right) \leqslant 9 l(f) r(f, g) .
$$

Proof of lemma 10.4. Denote by $f_{i}$ the arc of the curve $\bar{f}$ which is obtained
from (15) for $s \in\left[s_{i-1}, s_{i}\right], s_{i}=i l / n$, and by $\varphi_{i}$ the line-segment of $\varphi$ which connects the points $\left(x\left(s_{i-1}\right), y\left(s_{i-1}\right)\right)$ and $\left(x\left(s_{i}\right), y\left(s_{i}\right)\right)$. Also denote

$$
\begin{aligned}
& \theta_{i}= \begin{cases}\arctan \frac{y\left(s_{i}\right)-y\left(s_{i-1}\right)}{x\left(s_{i}\right)-x\left(s_{i-1}\right)}, & x\left(s_{i-1}\right)<x\left(s_{i}\right), \\
\frac{\pi}{2} \operatorname{sign}\left(y\left(s_{i}\right)-y\left(s_{i-1}\right)\right), & x\left(s_{i-1}\right)=x\left(s_{i}\right)\end{cases} \\
& \theta_{i}^{*}=\frac{1}{s_{i}-s_{i-1}} \int_{s_{i-1}}^{s_{i}} \theta(s) \mathrm{d} s
\end{aligned}
$$

and

$$
\Delta_{i}=\left[x\left(s_{i-1}\right), x\left(s_{i}\right)\right] .
$$

By lemma 10.5 we have for $i=1,2, \ldots, n$

$$
\begin{equation*}
r\left(f_{i}, \varphi_{i}\right) \leqslant \frac{8 n}{l} \int_{0}^{l / n} \int_{s_{i}-1}^{s_{i}-t}|\theta(s+t)-\theta(s)| \mathrm{d} s \mathrm{~d} t \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\theta_{i}-\theta_{i}^{*}\right| \leqslant \frac{2 \pi n^{2}}{l^{2}} \int_{0}^{l / n} \int_{s_{i-1}}^{s_{i}-t}|\theta(s+t)-\theta(s)| \mathrm{d} s \mathrm{~d} t \tag{29}
\end{equation*}
$$

The estimate (28) and lemma 10.6 imply that for $i=1,2, \ldots, n$

$$
\|f-\varphi\|_{L\left(\Delta_{i}\right)} \leqslant \frac{9 l}{n} r\left(f_{i}, \varphi_{i}\right) \leqslant 72 \int_{0}^{l / n} \int_{s_{i-1}}^{s_{i}-t}|\theta(s+t)-\theta(s)| \mathrm{d} s \mathrm{~d} t
$$

Summing these inequalities we get

$$
\begin{aligned}
\|f-\varphi\|_{L[a, b]} & =\sum_{i=1}^{n}\|f-\varphi\|_{L\left(\Delta_{i}\right)} \\
& \leqslant 72 \sum_{i=1}^{n} \int_{0}^{l / n} \int_{s_{i}-1}^{s_{i}-t}|\theta(s+t)-\theta(s)| \mathrm{d} s \mathrm{~d} t \\
& \leqslant 72 \int_{0}^{l / n} \int_{0}^{l-t}|\theta(s+t)-\theta(s)| \mathrm{d} s \mathrm{~d} t \\
& \leqslant \frac{72 l}{n} \omega\left(\theta ; \frac{l}{n}\right)_{L}
\end{aligned}
$$

i.e. the estimate (16) holds.

Now we estimate $V_{0}^{I(\varphi)} \theta(\varphi)$. By (29) we obtain

$$
V_{0}^{l(\varphi)} \theta(\varphi)=\sum_{i=2}^{n}\left|\theta_{i}-\theta_{i-1}\right| \leqslant \sum_{i=2}^{n}\left|\theta_{i}^{*}-\theta_{i-1}^{*}\right|+2 \sum_{i=1}^{n}\left|\theta_{i}-\theta_{i}^{*}\right|
$$

$$
\begin{aligned}
\leqslant & \frac{n}{l} \sum_{i=1}^{n-1} \int_{s_{i}-1}^{s_{i}}\left|\theta\left(s+\frac{l}{n}\right)-\theta(s)\right| \mathrm{d} s \\
& +\frac{4 \pi n^{2}}{l^{2}} \int_{0}^{l / n}\left(\sum_{i=1}^{n} \int_{s_{i-1}}^{s_{i}-t}|\theta(s+t)-\theta(s)| \mathrm{d} s\right) \mathrm{d} t \\
\leqslant & (1+4 \pi) \frac{n}{l} \omega\left(\theta, \frac{l}{n}\right)_{L}
\end{aligned}
$$

Thus the estimate (17) is established.
Now we shall apply the functional characteristic $\omega(\theta, \delta)_{L}$ for describing the o-effect in some spline approximations. As in the previous chapters (see section 7.3), we shall denote by $S_{n}^{k}(f)_{p}$ and naturally by $S_{n}^{k}(f)_{r}$ the best approximations of the function $f$ by means of all piecewise polynomial functions of degree $k-1$ with $n+1$ (free) knots on $[a, b]$ with respect to $L_{p}$ and Hausdorff metric respectively.
Lemma 10.4 directly implies the following theorem.
Theorem 10.1. Let $V_{a}^{b} f<\infty$. Then we have

$$
\begin{equation*}
S_{n}^{2}(f)_{1}=\mathrm{o}\left(\frac{1}{n}\right) . \tag{30}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
S_{n}^{2}(f)_{1} \leqslant C \frac{l}{n} \omega\left(\theta(f) ; \frac{l}{n}\right)_{L}, \quad n=1,2, \ldots \tag{31}
\end{equation*}
$$

where $l=l(f), C=$ constant.
Theorem 10.2. Let $f \in V_{r} r \geqslant 1$. Then we have

$$
\begin{equation*}
S_{n}^{r+2}(f)_{C}=o\left(\frac{1}{n^{r+1}}\right) . \tag{32}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
S_{n}^{r+2}(f)_{c} \leqslant C \frac{\omega\left(\theta\left(f^{(r)}\right), l / n\right)_{L}}{n^{r+1}}, \quad n=1,2, \ldots \tag{33}
\end{equation*}
$$

where $l=l\left(f^{(r)}\right), C=C_{1}(r) l(b-a)^{r-1}$.
Proof. By lemma 7.13 in section 7.3 we have

$$
S_{3 n}^{r+2}(f)_{C} \leqslant \frac{(b-a)^{r-1}}{n^{r}} S_{n}^{2}\left(f^{(r)}\right)_{1}, \quad n=1,2, \ldots
$$

This estimate and (31) imply (33).
Theorem 10.3. Let $V_{a}^{b} f<\infty$. Then we have

$$
\begin{equation*}
S_{n}^{2}(f)_{r}=0\left(\frac{1}{n}\right) . \tag{3}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
S_{n}^{2}(f)_{r} \leqslant C \frac{\omega(\theta(f) ; l / n)_{L}}{n}, \quad n=1,2, \ldots \tag{35}
\end{equation*}
$$

where $l=l(f), C=$ constant.

## Proof. Let

$$
\begin{equation*}
\bar{f}: x=x(s), \quad y=y(s), \quad s \in[0, l], \quad x(0)=a \tag{36}
\end{equation*}
$$

be the parametric representation of the complemented graph $\bar{f}$ of the function $f$ with respect to the natural parameter $s$. Suppose $n \geqslant 1$. Set

$$
\theta_{1}(s)=\frac{n}{l} \int_{\Delta_{i}} \theta(s) \mathrm{d} s, \quad s \in \Delta_{i}=\left[\frac{(i-1) l}{n}, \frac{i l}{n}\right]
$$

$i=1,2, \ldots, n$, where $\theta=\theta(f)$. By lemma 7.6 in section 7.1 it follows that

$$
\begin{aligned}
\left\|\theta-\theta_{1}\right\|_{L[0, t]} & =\sum_{i=1}^{n}\left\|\theta-\theta_{1}\right\|_{L\left(\Delta_{i}\right)} \\
& \leqslant \sum_{i=1}^{n} \frac{2 n}{l} \int_{0}^{l / n} \int_{(i-1) l / n}^{i l / n-t}|\theta(s+t)-\theta(s)| \mathrm{d} s \mathrm{~d} t \leqslant 2 \omega\left(\theta ; \frac{l}{n}\right)_{L}
\end{aligned}
$$

Hence, there exist points $0=t_{0}<t_{1}<\cdots<t_{n}=l$ such that

$$
\begin{equation*}
\left\|\theta-\theta_{1}\right\|_{L\left[t_{i-1}, t_{i}\right]} \leqslant \frac{2}{n} \omega\left(\theta ; \frac{l}{n}\right)_{L}, \quad i=1,2, \ldots, n \tag{37}
\end{equation*}
$$

Let $\left\{s_{i}\right\}_{i=0}^{2 n}=\{i l / n\}_{i=0}^{n} \cup\left\{t_{i}\right\}_{i=0}^{n}$ and $0=s_{0} \leqslant s_{1} \leqslant \cdots \leqslant s_{2 n}=l$. Then (37) implies that

$$
\begin{equation*}
\left\|\theta-\theta_{1}\right\|_{L\left[s_{i-1}, s_{i}\right]} \leqslant \frac{2}{n} \omega\left(\theta ; \frac{l}{n}\right)_{L} \tag{38}
\end{equation*}
$$

and $\theta_{1}$ equals some constant in each interval $\left(s_{i-1}, s_{i}\right)$.
Denote by $f_{i}$ the arc of $\bar{f}$ which is obtained from (36) for $s \in\left[s_{i-1}, s_{i}\right]$. Let $\varphi$ be the polygon that is defined connecting the consecutive points $\left(x\left(s_{i}\right), y\left(s_{i}\right)\right)$, $i=0,1, \ldots, 2 n$, with line-segments. By $\varphi_{i}$ we denote the line-segment of $\varphi$ which connects the points $\left(x\left(s_{i-1}\right), y\left(s_{i-1}\right)\right)$ and $\left(x\left(s_{i}\right), y\left(s_{i}\right)\right)$.

By lemma 10.5 and (38) we get

$$
\begin{aligned}
r\left(f_{i}, \varphi_{i}\right) & \leqslant \frac{8}{s_{i}-s_{i-1}} \int_{0}^{s_{i}-s_{i}-1} \int_{s_{i-1}}^{s_{i}-t}|\theta(s+t)-\theta(s)| \mathrm{d} s \mathrm{~d} t \\
& =\frac{8}{s_{i}-s_{i-1}} \int_{0}^{s_{i}-s_{i}-1} \int_{s_{i}-1}^{s_{i}-t}\left|\theta(s+t)-\theta_{1}(s+t)-\left(\theta(s)-\theta_{1}(s)\right)\right| \mathrm{d} s \mathrm{~d} t \\
& \leqslant 16\left\|\theta-\theta_{1}\right\|_{L\left[s_{i-1}, s_{i}\right]} \leqslant \frac{32}{n} \omega\left(\theta ; \frac{l}{n}\right)_{L}
\end{aligned}
$$

Consequently

$$
r(f, \varphi) \leqslant \frac{32}{n} \omega\left(\theta ; \frac{l}{n}\right)_{L}
$$

and

$$
\varphi \in S(2,2 n,[a, b]) .
$$

Hence

$$
S_{2 n}^{2}(f)_{r} \leqslant \frac{32}{n} \omega\left(\theta ; \frac{l}{n}\right)_{L}, \quad n=1,2, \ldots
$$

This estimate implies (35) for $n \geqslant 2$. The estimate (35) for $n=1$ follows from lemma 10.5.

Remark. The estimates (30), (32) and (34) are exact in the corresponding function classes. The exactness of these estimates can be established similarly as for the rational approximation; see section 11.1.

### 10.1.3 Uniform approximation of individual functions of the class $V_{r}$ and $L_{1}$ approximation of functions of bounded variation

In theorem 5.1 in section 5.2 we proved that

$$
\sup _{f \in V_{r}} R_{n}(f)_{C}=\mathrm{O}\left(\frac{1}{n^{r+1}}\right), \quad r \geqslant 1
$$

The following theorem establishes the existence and character of the o-effect for the rational uniform approximation of every individual function $f \in V_{r}$.

Theorem 10.4. Let $f \in V_{r}(r \geqslant 1)$. Then we have

$$
\begin{equation*}
R_{n}(f)_{C}=o\left(\frac{1}{n^{r+1}}\right) \tag{39}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant C \frac{\omega\left(\theta\left(f^{(r)}\right) ; l / n\right)_{L}}{n^{r+1}}, \quad n \geqslant r+1 \tag{40}
\end{equation*}
$$

where $l=l\left(f^{(r)}\right)$ and $C=C_{1}(r) l(b-a)^{r-1}$.
Remark. In theorem 11.4 in subsection 11.1.3 we prove that the estimate (39) is exact with respect to the order in the class.

Corollary 10.1. (i) If $f$ is defined on $[a, b]$ and $f^{(r)}(r \geqslant 1)$ is absolutely continuous, then

$$
\begin{equation*}
R_{n}(f)_{C}=\mathrm{O}\left(\frac{\omega\left(f^{(r+1)} ; 1 / n\right)_{L}}{n^{r+1}}\right) \tag{41}
\end{equation*}
$$

(compare with theorem 10.6 in section 10.2).
(ii) If $f$ is defined on $[a, b]$ and $f^{(r)}(r \geqslant 1)$ is convex and bounded, then

$$
\begin{equation*}
R_{n}(f)_{C}=\mathrm{O}\left(\frac{1}{n^{r+2}}\right) \tag{42}
\end{equation*}
$$

Proof of theorem 10.4. We shall prove the estimate (40) only in the case $r \geqslant 2$. The proof of (40) in the most essential case $r=1$ is complicated and needs more precise techniques which are unfortunately too long to be included in this book.

By theorem 8.9 in section 8.3 we have for $n \geqslant r+1$ and $r \geqslant 2$

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant C \frac{\sum_{v=1}^{n} v^{\alpha-1} S_{v}^{2}\left(f^{(r)}\right)_{1}}{n^{r+\alpha}}, \tag{43}
\end{equation*}
$$

where $C=C_{1}(r, \alpha)(b-a)^{r-1}$ and $\alpha>0$. On the other hand, by theorem 10.1 in subsection 10.1.2 we have for $n=1,2, \ldots$

$$
\begin{equation*}
S_{n}^{2}\left(f^{(r)}\right)_{1} \leqslant C \frac{l}{n} \omega\left(\theta\left(f^{(r)}\right) ; \frac{l}{n}\right)_{L} \tag{44}
\end{equation*}
$$

where $l=l\left(f^{(r)}\right)$ and $C=$ constant.
Combining (43) with $\alpha=3$ and (44) we get

$$
\begin{aligned}
R_{n}(f)_{C} & \leqslant C(r)(b-a)^{r-1} l \frac{\sum_{v=1}^{n} v \omega\left(\theta\left(f^{(r)}\right) ; l / v\right)_{L}}{n^{r+3}} \\
& \leqslant C(r)(b-a)^{r-1} l \frac{\sum_{v=1}^{n} v(n / v+1) \omega\left(\theta\left(f^{(r)}\right) ; l / n\right)_{L}}{n^{r+3}} \\
& \leqslant C_{1}(r)(b-a)^{r-1} l \frac{\omega\left(\theta\left(f^{(r)}\right) ; l / n\right)_{L}}{n^{r+1}} .
\end{aligned}
$$

Thus the estimate (40) is proved when $r \geqslant 2$ and (40) implies (39) in this case.
Now we prove (39) in the case $r=1$. By theorem 8.9 in section 8.3 we have for $n=1,2, \ldots$

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant C \frac{\sum_{v=0}^{n}(v+1)^{\alpha-1} R_{v}\left(f^{\prime}\right)_{p}}{n^{\alpha+1}} \tag{45}
\end{equation*}
$$

where $C=C_{1}(p, \alpha)(b-a)^{1-1 / p}, \alpha>0, p>1$. Theorem 10.11 in section 10.4 implies that

$$
\begin{equation*}
R_{n}\left(f^{\prime}\right)_{p}=\mathrm{o}\left(\frac{1}{n}\right) \tag{46}
\end{equation*}
$$

The estimates (45) and (46) imply (39) in the case $r=1$.
Proof of corollary 10.1. If $f^{(r)}(r \geqslant 1)$ is absolutely continuous on $[a, b]$, then
by lemma 10.2 in subsection 10.1 .1 we have $\omega\left(\theta\left(f^{(r)}\right) ; \delta\right)_{L} \leqslant C \omega\left(f^{(r+1)} ; \delta\right)_{L}$ for $\delta \geqslant 0$. Then (41) follows from (40) immediately.

Suppose $f^{(r)}(r \geqslant 1)$ is convex and bounded on $[a, b]$. Then $\theta\left(f^{(r)}\right)$ is monotone and bounded on $\left[0, l\left(f^{(r)}\right)\right]$ and hence $\omega\left(\theta\left(f^{(r)}\right) ; \delta\right)_{L}=\mathrm{O}(\delta)$. Thus (40) implies (42) directly.

Theorem 10.1 in subsection 10.1.2 establishes the o-effect for the $L_{1}$ spline approximation of functions of bounded variations: if $V_{a}^{b} f<\infty$, then

$$
\begin{equation*}
S_{n}^{2}(f)_{1} \leqslant C \frac{l}{n} \omega\left(\theta(f) ; \frac{l}{n}\right)_{L}, \quad n=1,2, \ldots \tag{47}
\end{equation*}
$$

where $l=l(f), C=\mathrm{constant}$.
A similar estimate holds also for the rational approximation.
Theorem 10.5. Let $V_{a}^{b} f<\infty$. Then we have

$$
\begin{equation*}
R_{n}(f)_{1}=\mathrm{o}\left(\frac{1}{n}\right) \tag{48}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
R_{n}(f)_{1} \leqslant C \frac{l}{n} \omega\left(\theta(f) ; \frac{l}{n}\right)_{L}, \quad n=1,2, \ldots \tag{49}
\end{equation*}
$$

where $l=l(f), C=\mathrm{constant}$.
Remark. The exactness of the estimate (48) is proved in theorem 11.6 in subsection 11.1.5.

Proof of theorem 10.5. By theorem 8.1 in section 8.1 we have for each $\alpha>0$

$$
\begin{equation*}
R_{n}(f)_{1} \leqslant C(\alpha) \frac{\sum_{v=1}^{n} v^{\alpha-1} S_{v}^{2}(f)_{1}}{n^{\alpha}}, \quad n=1,2, \ldots \tag{50}
\end{equation*}
$$

Then by (47) and (50) with $\alpha=3$ we get

$$
\begin{aligned}
R_{n}(f)_{1} & \leqslant C_{1} l \frac{\sum_{v=1}^{n} v \omega(\theta(f) ; l / v)_{L}}{n^{3}} \\
& \leqslant C_{1} l \frac{\sum_{v=1}^{n} v(n / v+1) \omega(\theta(f) ; l / n)_{L}}{n^{3}} \leqslant C_{2} \frac{l}{n} \omega\left(\theta(f) ; \frac{l}{n}\right)_{L}
\end{aligned}
$$

Thus the estimate (49) is proved and obviously (49) implies (48).

### 10.2 Uniform approximation of absolutely continuous functions

In section 5.3 we considered the rational uniform approximation of some classes of absolutely continuous functions. Here we investigate the o-effect for these approximations.

Theorem 10.6. If $f \in W_{p}^{r}[0,1]$, then the estimate

$$
\begin{equation*}
R_{n}(f)_{q}=\mathrm{o}\left(\frac{1}{n^{r}}\right) \tag{1}
\end{equation*}
$$

holds in the following situations:
(i) $r=1, p=1,1 \leqslant q<\infty$,
(ii) $r=1, p>1, q=\infty$,
(iii) $r \geqslant 2, p=1, q=\infty$.

Moreover for an arbitrary positive integer $k$ the estimate

$$
\begin{equation*}
R_{n}(f)_{q} \leqslant C \frac{\omega_{k}\left(f^{(r)} ; 1 / n\right)_{p}}{n^{r}}, \quad n \geqslant r+k-1, \quad C=C(p, q, r, k) \tag{2}
\end{equation*}
$$

holds in the above situations (i)-(iii).
Proof. If $f \in W_{p}^{r}[0,1]$, then by theorem 8.9 in section 8.3 the estimate

$$
\begin{equation*}
R_{n}(f)_{q} \leqslant C \frac{\sum_{v=1}^{n} v^{\alpha-1} S_{v}^{k}\left(f^{(r)}\right)_{p}}{n^{r+\alpha}}, \quad n \geqslant r+k-1, \quad C=C(p, q, r, k, \alpha), \tag{3}
\end{equation*}
$$

holds in the situations (i)-(iii) from the suppositions of the theorem.
On the other hand by lemma 7.14 it follows that for each $f \in L_{p}[0,1]$, $1 \leqslant p \leqslant \infty$, and $k \geqslant 1$

$$
\begin{equation*}
S_{n}^{k}(f)_{p} \leqslant C(p, k) \omega_{k}\left(f ; \frac{1}{n}\right)_{p}, \quad n=1,2, \ldots \tag{4}
\end{equation*}
$$

The estimates (3) with $\alpha=k+1$ and (4) imply that

$$
\begin{aligned}
R_{n}(f)_{q} & \leqslant C_{1} \frac{\sum_{v=1}^{n} v^{k} \omega_{k}\left(f^{(r)} ; 1 / \nu\right)_{p}}{n^{r+k+1}} \\
& \leqslant C_{1} \frac{\sum_{v=1}^{n} v^{k}(n / v+1)^{k} \omega_{k}\left(f^{(r)} ; 1 / n\right)_{p}}{n^{r+k+1}} \leqslant C \frac{\omega_{k}\left(f^{(r)} ; 1 / n\right)_{p}}{n^{r}} .
\end{aligned}
$$

The estimate (2) implies (1).
Theorem 10.7. If $f$ is absolutely continuous on $[0,1]$ and $f^{\prime} \in L \log L$, then

$$
\begin{equation*}
R_{n}(f)_{C}=\mathrm{o}\left(\frac{1}{n}\right) \tag{5}
\end{equation*}
$$

Proof. By theorem 5.6 (see also theorem 5.5) we obtain

$$
\begin{equation*}
R_{2 n+1}(f)_{C} \leqslant C \frac{E_{n}\left(f^{\prime}\right)_{L \log L}}{n}, \quad n=1,2, \ldots \tag{6}
\end{equation*}
$$

where $E_{n}\left(f^{\prime}\right)_{L \log L}$ is the best approximation to $f^{\prime}$ in the Orlicz space $L \log L$
by means of algebraic polynomials of degree no greater than $n$. It is well known that for $g \in L \log L E_{n}(g)_{L \log L} \rightarrow 0$ as $n \rightarrow \infty$ and (6) implies (5).

Now we establish the exact order of the rational uniform approximation of individual absolutely continuous function with a given modulus of continuity. Consider the class $V(\omega)=V(M,[a, b], \omega)$ of all functions $f$ continuous on $[a, b]$ such that $V_{a}^{b} f \leqslant M$ and $\omega(f ; \delta)_{C} \leqslant \omega(\delta), \delta \geqslant 0$ where $\omega$ is a given modulus of continuity. In theorem 5.7 in subsection 5.3 .4 we proved that for each

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant C \min _{1 \leqslant t \leqslant n}\left\{\frac{M}{t}+\omega\left(\frac{b-a}{t \mathrm{e}^{n / t}}\right)\right\}, \quad n=1,2, \ldots \tag{7}
\end{equation*}
$$

In theorem 11.7 in section 11.2 we establish the exactness of this estimate in the class $V(\omega)$ when $\omega(\delta) / \delta \rightarrow \infty$ as $\delta \rightarrow 0$. Of course the estimate (7) holds also for all absolutely continuous functions in $V(\omega)$ and it is exact for this class. However, the o-effect appears for 'good' moduli of continuity $\omega$.

Theorem 10.8. Let $f$ be absolutely continuous on $[a, b]$ and $\omega(f ; \delta)_{c} \leqslant \omega(\delta)$ for $\delta \geqslant 0$, where $\omega$ is a given modulus of continuity. Then there exists a sequence $\left\{\varepsilon_{n}(f)\right\}_{n=1}^{\infty}, \varepsilon_{n}(f) \rightarrow 0$ as $n \rightarrow \infty$, such that

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant C \min _{1 \leqslant t \leqslant n}\left\{\frac{\varepsilon_{n}(f)}{t}+\omega\left(\frac{b-a}{t \mathrm{e}^{n / t}}\right)\right\}, \quad n=1,2, \ldots, \tag{8}
\end{equation*}
$$

where $C>0$ is an absolute constant. Moreover

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant C \min _{1 \leqslant t \leqslant n}\left\{\frac{\omega\left(f^{\prime} ;(b-a) t / n^{2}\right)_{L}}{t}+\omega\left(\frac{b-a}{t \mathrm{e}^{n / t}}\right)\right\}, \quad n=1,2, \ldots \tag{9}
\end{equation*}
$$

The estimates (8) and (9) imply the following estimates.
Corollary 10.2 (Newman's conjecture). If $f \in \operatorname{Lip} 1$, then

$$
\begin{equation*}
R_{n}(f)_{C}=o\left(\frac{1}{n}\right) \tag{10}
\end{equation*}
$$

Corollary 10.3. (i) If $f$ is absolutely continuous on $[a, b]$ and $\omega(f ; \delta)_{C}=\mathrm{O}\left(\delta^{\gamma}\right)$, $0<\gamma<1$, then

$$
R_{n}(f)_{C}=\mathrm{o}(\ln n / n)
$$

(ii) If $f$ is absolutely continuous on $[a, b]$ and $\omega(f ; \delta)_{C}=\mathrm{O}\left((\ln (1 / \delta))^{-\gamma}\right)$, $\gamma>0$, then

$$
R_{n}(f)_{C}=\mathrm{o}\left(n^{-\gamma /(1+\gamma)}\right) .
$$

(iii) If $f$ is absolutely continuous on $[a, b]$ and $\omega(f ; \delta)_{C}=\mathrm{O}((\underbrace{\ln \cdots \ln }_{k}(1 / \delta))^{-\gamma})$,
$\gamma>0, k \geqslant 2$, then

$$
R_{n}(f)_{C}=\mathrm{O}((\underbrace{\ln \cdots \ln n}_{k-1} n)^{-\gamma}),
$$

Remark. The estimates (8), (10) and those of corollary 10.3 are exact with respect to the order in the corresponding classes. This fact can be proved in a similar way to the exactness of estimate (7) in $V(\omega)$ (see theorem 11.7 in section 11.2). The precise proof of the exactness of the above estimates is omitted.

Proof of theorem 10.8. We shall prove the estimate (9) which implies (8) with $\varepsilon_{n}(f)=\omega\left(f^{\prime} ;(b-a) / n\right)_{L}$.

Let $n \geqslant 1$ and $1 \leqslant t \leqslant n$. Set $m=\left[n^{2} / t\right]$. Let $\varphi$ be the polygon with knots $x_{i}=a+i(b-a) / m, i=0,1, \ldots, m$, which interpolate $f$ at these knots. Set $\varphi^{\prime}\left(x_{i}\right)=\frac{1}{2}\left(\varphi^{\prime}\left(x_{i}-0\right)+\varphi^{\prime}\left(x_{i}+0\right)\right)$ for $i=1,2, \ldots, m-1$. Then by lemma 10.3 in subsection 10.1.2 we have

$$
\begin{equation*}
V_{a}^{b}(f-\varphi)=\left\|f^{\prime}-\varphi^{\prime}\right\|_{L[a, b]} \leqslant 2 \omega\left(f^{\prime}, \frac{b-a}{m}\right)_{L} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{a}^{b} \varphi^{\prime} \leqslant \frac{m}{b-a} \omega\left(f^{\prime}, \frac{b-a}{m}\right)_{L} \tag{12}
\end{equation*}
$$

It is not difficult to see that

$$
\begin{equation*}
\omega(f-\varphi ; \delta)_{C} \leqslant 2 \omega(f ; \delta)_{C} \leqslant 2 \omega(\delta), \quad \delta \geqslant 0 \tag{13}
\end{equation*}
$$

By (7), (11) and (13) we get

$$
\begin{aligned}
R_{n}(f-\varphi)_{C} & \leqslant C\left\{\frac{V_{a}^{b}(f-\varphi)}{t}+\omega\left(f-\varphi ; \frac{b-a}{t \mathrm{e}^{n / t}}\right)_{C}\right\} \\
& \leqslant 4 C\left\{\frac{\omega\left(f^{\prime} ;(b-a) t / n^{2}\right)_{L}}{t}+\omega\left(\frac{b-a}{t \mathrm{e}^{n / t}}\right)\right\}
\end{aligned}
$$

On the other hand by theorem 5.1 in section 5.2 and (12) we obtain

$$
\begin{aligned}
R_{n}(\varphi)_{C} & \leqslant C_{1} \frac{V_{a}^{b} \varphi^{\prime}(b-a)}{n^{2}} \leqslant C_{1} \frac{m \omega\left(f^{\prime} ;(b-a) / m\right)_{L}}{n^{2}} \\
& \leqslant 2 C_{1} \frac{\omega\left(f^{\prime} ;(b-a) t / n^{2}\right)_{L}}{t}
\end{aligned}
$$

Consequently, for each $t \in[1, n]$

$$
\begin{aligned}
R_{2 n}(f)_{C} & \leqslant R_{n}(f-\varphi)_{C}+R_{n}(\varphi)_{C} \\
& \leqslant\left(4 C+2 C_{1}\right)\left\{\frac{\omega\left(f^{\prime} ;(b-a) t / n^{2}\right)_{L}}{t}+\omega\left(\frac{b-a}{t \mathrm{e}^{n / t}}\right)\right\}
\end{aligned}
$$

which implies the estimate (9).

Proof of corollary 10.2. The estimate (10) follows immediately from (9) setting $t=\max \left\{1, n / \ln \left(\mathrm{e}+1 / \omega\left(f^{\prime}, 1 / n\right)_{L}\right)\right\}$.

Proof of corollary 10.3. The assertions (i)-(iii) in corollary 10.3 follow immediately setting for sufficiently large $n$ consecutively $t=\alpha n /(2 \ln n)$, $t=\sqrt{\varepsilon_{n}}(f) \cdot n^{\gamma /(1+\gamma)}+2$ and $t=(\underbrace{\ln \cdots \ln n}_{k-1})^{\gamma}$ in the estimate (8).

### 10.3 Uniform approximation of convex functions

In section 5.5 we found the exact order of the rational uniform approximation of the class $\operatorname{Conv}_{M}[a, b]$ of all functions $f$ convex and continuous on $[a, b]$ such that $\|f\|_{C[a, b]} \leqslant M$. The same problem was solved also for the class $\operatorname{Conv}_{M}(\alpha,[a, b])$ of all functions $f$ convex on $[a, b]$ such that $\omega(f, \delta)_{C} \leqslant M \delta^{\alpha}$ for $\delta \geqslant 0$. Here we shall prove the existence of the o-effect for the rational uniform approximation of each individual function of these classes.

Theorem 10.9. Let the function $f$ be convex and continuous on $[a, b]$. Then

$$
\begin{equation*}
R_{n}(f)_{C}=o\left(\frac{1}{n}\right) \tag{1}
\end{equation*}
$$

## Moreover

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant C \frac{\omega(f ;(b-a) / n)_{C}}{n}, \quad n=1,2, \ldots, \tag{2}
\end{equation*}
$$

where $C=$ constant.
Remark. The estimate (1) is exact in the class $\operatorname{Conv}_{M}[a, b]$ (see theorem 11.5 in subsection 11.1.4). However, the estimate (2) is not exact with respect to the order of $\omega(f ; \delta)_{C}$. In this book we do not consider the rational approximation of the class of all convex functions with a given modulus of continuity except the class of all convex and Lip $\alpha$ functions.

Proof of theorem 10.9. Set

$$
\begin{aligned}
& \tilde{f}^{\prime}(x)=\frac{1}{2}\left(f^{\prime}(x-0)+f^{\prime}(x+0)\right), \quad x \in(a, b), \\
& f_{1}(x)= \begin{cases}f(a+\delta)+\tilde{f}^{\prime}(a+\delta)(x-a-\delta), & x \in[a, a+\delta], \\
f(x), & x \in(a+\delta, b-\delta), \\
f(b-\delta)+\tilde{f}^{\prime}(b-\delta)(x-b+\delta), & x \in[b-\delta, b],\end{cases}
\end{aligned}
$$

where $\delta=(b-a) / 2 n$ and $f_{2}=f-f_{1}$.
Clearly, $f_{1}$ is a primitive of the function $\tilde{f}_{1}^{\prime}(x)=\frac{1}{2}\left(f_{1}^{\prime}(x-0)+f_{1}^{\prime}(x+0)\right)$, $x \in(a, b)$, and since $f$ is convex

$$
V_{a}^{b} \tilde{f}_{1}^{\prime} \leqslant \tilde{f}^{\prime}(b-\delta)-\tilde{f}^{\prime}(a+\delta) \leqslant \frac{2 \omega(f ; \delta)_{C}}{\delta}=\frac{4 n}{b-a} \omega\left(f ; \frac{b-a}{2 n}\right)_{c}
$$

Then by theorem 5.1 in section 5.2 we obtain

$$
\begin{equation*}
R_{n}\left(f_{1}\right)_{C} \leqslant C \frac{V_{a}^{b} \tilde{f}^{\prime}(b-a)}{n^{2}} \leqslant 4 C \frac{\omega(f ;(b-a) / 2 n)_{C}}{n} \tag{3}
\end{equation*}
$$

On the other hand, obviously $f_{2}$ is convex and continuous on $[a, b]$ and

$$
\left\|f_{2}\right\|_{C[a, b]} \leqslant \omega(f ; \delta)_{C}=\omega\left(f ; \frac{b-a}{2 n}\right)_{c}
$$

Hence, by theorem 5.11 in section 5.5

$$
R_{n}\left(f_{2}\right)_{C} \leqslant C_{1} \frac{\left\|f_{2}\right\|_{C[a, b]}}{n} \leqslant C_{1} \frac{\omega(f ;(b-a) / 2 n)_{C}}{n}
$$

This estimate together with (3) gives

$$
R_{2 n}(f)_{C} \leqslant R_{n}\left(f_{1}\right)_{C}+R_{n}\left(f_{2}\right)_{C} \leqslant\left(4 C+C_{1}\right) \frac{\omega(f ;(b-a) / 2 n)_{C}}{n}
$$

which implies (2).
Theorem 10.10. If $f$ is convex on $[a, b]$ and $\omega(f ; \delta)_{C} \leqslant M \delta^{\alpha}$ for $\delta \geqslant 0$, where $M>0,0<\alpha \leqslant 1$, then

$$
R_{n}(f)_{C}=\mathrm{o}\left(\frac{1}{n^{2}}\right)
$$

Proof. It is readily seen that it suffices to prove the theorem only in the case $[a, b]=[0,1], M=1$ and $f$ nonincreasing on $[0,1]$.

Let $\varepsilon>0$. Choose $d \in(0,1)$ such that $12^{2} C(\alpha) d^{\alpha} \leqslant \varepsilon / 2$, where $C(\alpha)>0$ is the constant from theorem 5.13 in section 5.5. Denote $\Delta_{1}=[0, d]$ and $\Delta_{2}=[d, 1]$. By theorem 5.13 it follows that for each $n \geqslant 6$ there exists a rational function $r_{1} \in R_{[n / 6]}$ such that

$$
\begin{equation*}
\left\|f-r_{1}\right\|_{C\left(\Delta_{1}\right)} \leqslant C(\alpha) \frac{\left|\Delta_{1}\right|^{\alpha}}{[n / 6]^{2}} \leqslant \frac{12^{2} C(\alpha) d^{\alpha}}{n^{2}}<\frac{\varepsilon}{2 n^{2}} \tag{4}
\end{equation*}
$$

Since $f$ is convex and nonincreasing on $[0,1]$ and $\omega(f ; \delta)_{C} \leqslant \delta^{\alpha}, \delta \geqslant 0, f$ is a primitive of the function $\tilde{f}^{\prime}(x)=\frac{1}{2}\left(f^{\prime}(x-0)+f^{\prime}(x+0)\right), x \in(0,1)$ and $V_{\Delta_{2}} \tilde{f}^{\prime} \leqslant \tilde{f}^{\prime}(d)<\infty$. Then by theorem 10.4 in subsection 10.1 .3 it follows that there exists a sequence $\left\{\varepsilon_{n}\right\}_{n=1}^{\infty}, \varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$ such that

$$
\begin{equation*}
R_{n}\left(f, \Delta_{2}\right)_{C} \leqslant \frac{\varepsilon_{n}}{n^{2}}, \quad n=1,2, \ldots \tag{5}
\end{equation*}
$$

Choose $n_{0}$ such that for $n \geqslant n_{0}$ we have $\varepsilon_{[n / 6]} /[n / 6]^{2} \leqslant \varepsilon / 2 n^{2}, 2 / n<\varepsilon / 2$ and $B_{2} \ln \left(\mathrm{e}+n^{3 / \alpha}\right) \ln \left(\mathrm{e}+n^{3}\right) \leqslant n / 3$, where $B_{2}>1$ is the constant from lemma 5.4 in section 5.1.

By (5) it follows that for each $n \geqslant n_{0}$ there exists a rational function $r_{2} \in R_{[n / 6]}$ such that

$$
\begin{equation*}
\left\|f-r_{2}\right\|_{C\left(\Delta_{2}\right)} \leqslant \frac{\varepsilon_{[n / 6]}}{[n / 6]^{2}} \leqslant \frac{\varepsilon}{2 n^{2}} \tag{6}
\end{equation*}
$$

Now we apply lemma 5.4 in section 5.1 for 'joining' of rational functions with $\varepsilon_{2}=1 / n^{3}$ and $\delta=\left(1 / n^{3}\right)^{1 / \alpha}$. We conclude that for each $n \geqslant n_{0}$ there exists a rational function $r$ such that

$$
\|f-r\|_{\mathrm{C}[0,1]} \leqslant \frac{\varepsilon}{2 n^{2}}+\frac{2}{n^{3}}<\frac{\varepsilon}{n^{2}}
$$

and

$$
\begin{aligned}
\operatorname{deg} r & \leqslant 2 \operatorname{deg} r_{1}+2 \operatorname{deg} r_{2}+B_{2} \ln \left(\mathrm{e}+\frac{1}{\delta}\right) \ln \left(\mathrm{e}+\frac{1}{\varepsilon_{2}}\right) \\
& \leqslant \frac{2 n}{3}+B_{2} \ln \left(\mathrm{e}+n^{3 / x}\right) \ln \left(\mathrm{e}+n^{3}\right) \leqslant n
\end{aligned}
$$

Hence for $n \geqslant n_{0}$ we have $R_{n}(f)_{C}<\varepsilon / n^{2}$ and therefore $n^{2} R_{n}(f)_{C} \rightarrow 0$ as $n \rightarrow \infty$.

## 10.4 $L_{p}$ approximation of functions of bounded variation

In theorem 10.5 in subsection 10.1.3 we have proved that, if $V_{a}^{b} f<\infty$, then $R_{n}(f)_{1}=\mathrm{o}(1 / n)$. Here we extend this result for $L_{p}$ rational approximation.

Theorem 10.11. If $V_{a}^{b} f<\infty$ and $1 \leqslant p<\infty$, then

$$
\begin{equation*}
R_{n}(f)_{p}=\mathrm{o}\left(\frac{1}{n}\right) \tag{1}
\end{equation*}
$$

Remark. In theorem 11.6 in subsection 11.1 .5 we prove that the estimate (1) is exact with respect to the order in the class under consideration.

To prove theorem 10.11 we shall make use of the relation between rational and spline approximations in $L_{p}$ metric from theorem 8.1 in section 8.1.

It is well known that each function $f$ of bounded variation on $[a, b]$ can be represented in the form $f=f_{1}+f_{2}$, where $f_{1}$ is absolutely continuous and $f_{2}$ is a singular function. We have established in theorem 10.6 in section 10.2 that the estimate (1) holds for absolutely continuous functions $f$. It remains to prove it for singular functions.

We shall make use of the following functional characteristic for singular functions $f$. Let $\Omega_{n}=\left\{\Delta_{i}\right\}_{i=1}^{n}$ be a partition of $[a, b]$ into $n$ compact intervals $\Delta_{i}=\left[x_{i-1}, x_{i}\right]$ such that $a=x_{0}<x_{1}<\cdots<x_{n}=b$. Denote

$$
\rho_{p}\left(f, \Omega_{n}\right)=\left\{\sum_{i=1}^{n}\left|\Delta_{i}\right|^{1 /(p+1)}\left(V_{\Delta_{i}} f\right)^{p /(p+1)}\right\}^{(p+1) / p}, \quad p>0 .
$$

We define

$$
\begin{equation*}
\rho_{p}(f, n)=\inf _{\Omega_{n}} \rho_{p}\left(f, \Omega_{n}\right) \tag{2}
\end{equation*}
$$

where inf is taken over all partitions of $[a, b]$ into $n$ compact subintervals disjoint except for the endpoints.

Lemma 10.7. If $f$ is a singular function on $[a, b]$ and $p>0$, then $\rho_{p}(f, n) \rightarrow 0$ as $n \rightarrow \infty$.

Proof. Since $f$ is singular, then for each $\varepsilon>0$ there exists a partition $\Omega_{2 n}=\left\{\Delta_{i}\right\}_{i=1}^{2 n}$ of $[a, b]$ such that $\sum_{k=1}^{n}\left|\Delta_{2 k}\right| \leqslant \varepsilon$ and $\sum_{k=1}^{n} V_{\Delta_{2 k-1}} f \leqslant \varepsilon$ (see S. Saks (1937)). Hence, using Hölder's inequality we get

$$
\begin{aligned}
\rho_{p}\left(f, \Omega_{2 n}\right)= & \left\{\sum_{k=1}^{n}\left|\Delta_{2 k}\right|^{1 /(p+1)}\left(V_{\Delta_{2 k}} f\right)^{p /(p+1)}\right. \\
& \left.+\sum_{k=1}^{n}\left|\Delta_{2 k-1}\right|^{1 /(p+1)}\left(V_{\Delta_{2 k-1}} f\right)^{p /(p+1)}\right\}^{(p+1) / p} \\
\leqslant & \left\{\left(\sum_{k=1}^{n}\left|\Delta_{2 k}\right|\right)^{1 /(p+1)}\left(\sum_{k=1}^{n} V_{\Delta_{2 k}} f\right)^{p /(p+1)}\right. \\
& \left.+\left(\sum_{k=1}^{n}\left|\Delta_{2 k-1}\right|\right)^{1 /(p+1)}\left(\sum_{k=1}^{n} V_{\Delta_{2 k-1}} f\right)^{p /(p+1)}\right\}^{(p+1) / p} \\
\leqslant & \left\{\varepsilon^{1 /(p+1)}\left(V_{a}^{b} f\right)^{p /(p+1)}+(b-a)^{1 /(p+1)} \varepsilon^{p /(p+1)}\right\}^{(p+1) / p} .
\end{aligned}
$$

The lemma is proved.
Lemma 10.8. Let $f$ be a singular function on $[a, b]$ and $1 \leqslant p<\infty$. Then we have

$$
\begin{equation*}
S_{n}^{1}(f)_{p}=\mathrm{o}\left(\frac{1}{n}\right) \tag{3}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
S_{2 n}^{1}(f)_{p} \leqslant \frac{\rho_{p}(f, n)}{n}, \quad n=1,2, \ldots \tag{4}
\end{equation*}
$$

where $\rho_{p}(f, n)$ is defined in (2).
Proof. We shall apply the following trivial estimate: if $V_{\Delta} f<\infty, \Delta$ an interval, then

$$
\begin{equation*}
S_{n}^{1}(f, \Delta)_{p} \leqslant|\Delta|^{1 / p} S_{n}^{1}(f, \Delta)_{\infty} \leqslant \frac{|\Delta|^{1 / p} V_{\Delta} f}{n}, \quad n=1,2, \ldots \tag{5}
\end{equation*}
$$

Indeed, it is sufficient to divide $\Delta=[u, v]$ into $n$ subintervals $u=x_{0}<x_{1}<$ $\cdots<x_{n}=v$ such that the variation of $f$ in each open interval $\left(x_{i-1}, x_{i}\right)$ does
not exceed $V_{\Delta} f / n$ and to approximate $f$ by means of the step-function $\varphi(x)=f\left(x_{i-1}+0\right)$ for $x \in\left(x_{i-1}, x_{i}\right), i=1,2, \ldots, n$.

Let $\Omega_{n}=\left\{\Delta_{i}\right\}_{i=1}^{n}$ be an arbitrary partition of $[a, b]$ into $n$ subintervals disjoint except for the endpoints. Choose

$$
n_{i}=\left[\frac{n\left|\Delta_{i}\right|^{1 /(p+1)}\left(V_{\Delta_{i}} f\right)^{p /(p+1)}}{\sum_{k=1}^{n}\left|\Delta_{k}\right|^{1 /(p+1)}\left(V_{\Delta_{k}} f\right)^{p /(p+1)}}+1\right] .
$$

Clearly, we have $\sum_{i=1}^{n} n_{i} \leqslant 2 n$ and by (5)

$$
S_{n_{i}}^{1}\left(f, \Delta_{i}\right)_{p} \leqslant \frac{\left|\Delta_{i}\right|^{1 / p} V_{\Delta_{i}} f}{n_{i}}
$$

Hence

$$
\begin{aligned}
S_{2 n}^{1}(f,[a, b])_{p} & \leqslant\left(\sum_{i=1}^{n} S_{n_{i}}^{1}\left(f, \Delta_{i}\right)_{p}^{p}\right)^{1 / p} \leqslant\left(\sum_{i=1}^{n} \frac{\left|\Delta_{i}\right|\left(V_{\Delta_{i}} f\right)^{p}}{n_{i}^{p}}\right)^{1 / p} \\
& \leqslant \frac{\left(\sum_{i=1}^{n}\left|\Delta_{i}\right|^{1 /(p+1)}\left(V_{\Delta_{i}} f\right)^{p /(p+1)}\right)^{(p+1) / p}}{n}=\frac{\rho_{p}\left(f, \Omega_{n}\right)}{n}
\end{aligned}
$$

which implies (4). In view of lemma 10.7 (4) implies (3).
Proof of theorem 10.11. If $V_{a}^{b} f<\infty$, then $f$ can be represented in the form $f=f_{1}+f_{2}$, where $f_{1}$ is absolutely continuous and $f_{2}$ is singular. By theorem 10.6 in section 10.2 we have

$$
\begin{equation*}
R_{n}\left(f_{1}\right)_{p}=\mathrm{o}\left(\frac{1}{n}\right) \tag{6}
\end{equation*}
$$

By theorem 8.1 in section 8.1. we have for each $n \geqslant 1$

$$
\begin{equation*}
R_{n}\left(f_{2}\right)_{p} \leqslant C(p, \alpha) \frac{\sum_{v=1}^{n} v^{\alpha-1} S_{v}^{1}\left(f_{2}\right)_{p}}{n^{\alpha}}, \quad n=1,2, \ldots \tag{7}
\end{equation*}
$$

On the other hand, by lemma 10.8 we have

$$
\begin{equation*}
S_{n}^{1}\left(f_{2}\right)_{p}=\mathrm{o}\left(\frac{1}{n}\right) \tag{8}
\end{equation*}
$$

It follows from (7) with $\alpha=2$ and (8) that

$$
R_{n}\left(f_{2}\right)_{p}=\mathrm{o}\left(\frac{1}{n}\right)
$$

This estimate and (6) imply (1).

### 10.5 Notes

D. Newman (1964b) asked whether the estimate

$$
\begin{equation*}
R_{n}(f)_{C}=o\left(\frac{1}{n}\right) \text { for each } f \in \operatorname{Lip} 1 \tag{1}
\end{equation*}
$$

holds. G. Freud remarked that, if

$$
\begin{equation*}
R_{n}(f)_{C}=\mathrm{O}\left(\frac{1}{n^{r+1}}\right) \text { for each } f \in V_{r} \quad(r \geqslant 1) \tag{2}
\end{equation*}
$$

(see section 5.2), then the estimate (1) holds. V.A. Popov (1977) proved the estimate (2) and as a consequence proved Newman's conjecture (the estimate (1)); see corollary 10.2 .

The o-effect for the rational uniform approximation of each individual function in the class $V_{r}(r \geqslant 1)$ is proved by $P$. Petrushev (1979); see the estimate (39) in theorem 10.4. The results in section 10.1 are due to P. Petrushev (1980a, 1983b) except the estimate (41) in corollary 10.1 which is due to Yu.A. Brudnyi (1979). Note that A. Abdulgaparov (1974), A. Hatamov (1975b) and P. Petrushev (1976a) have estimated the rational uniform approximation of functions with convex $r$ th derivative. The final estimate is found by P. Petrushev (1976b, c); see the estimate (42) in corollary 10.1.

Theorem 10.5 is proved in P. Petrushev (1980d).
A natural generalization of the function $\theta(f)$ is the following function $\Theta_{\gamma}(f)$. Suppose $V_{a}^{b} f<\infty$ and $\bar{f}: x=x(s), y=y(s), s \in[0, l], l=l(f), x(0)=a$, are the parametric equations of the complemented graph $\bar{f}$ of $f$ with respect to its natural parameter $s$. Set

$$
F_{\gamma}(t)=\int_{0}^{t} \frac{\mathrm{~d} t}{1+|t|^{\gamma}}, \quad t \in(-\infty, \infty), \gamma \geqslant 0 .
$$

Denote as in subsection 10.1.1

$$
E=\left\{s: s \in[0, l],\left(x^{\prime}(s)\right)^{2}+\left(y^{\prime}(s)\right)^{2}=1\right\}, \quad \operatorname{mes} E=l .
$$

We define

$$
\Theta_{\gamma}(f, s)=\left\{\begin{array}{lll}
F_{y}\left(\frac{y^{\prime}(s)}{x^{\prime}(s)}\right), & s \in E, & x^{\prime}(s) \neq 0, \\
\lim _{t \rightarrow \infty} F_{\gamma}(t) \operatorname{sign} y^{\prime}(s) & s \in E, & x^{\prime}(s)=0 .
\end{array}\right.
$$

Clearly $\Theta_{2}(f)=\theta(f)$. Note that $\Theta_{\gamma}(f, s)=F_{\gamma}(\tan \theta(f, s))$ for $s \in E$, where we take $\tan ( \pm \pi / 2)= \pm \infty$ and $F_{\gamma}( \pm \infty)=\lim _{t \rightarrow \pm \infty} F_{\gamma}(t)$.
If necessary we define in a suitable way $\Theta_{\gamma}(f, s)$ also for $s \in[0, l] \backslash E$. Thus when we calculate the variation $V_{0}^{l} \Theta_{\gamma}(f)$ we always take (if possible)

$$
\begin{aligned}
\Theta_{\gamma}(f, s) & =\frac{1}{2}\left(\Theta_{\gamma}(f, s-0)+\Theta_{\gamma}(f, s+0)\right), \quad s \in(0, l), \\
\Theta_{\gamma}(0) & =\Theta_{\gamma}(0+0)
\end{aligned}
$$

and

$$
\Theta_{\gamma}(l)=\Theta_{\gamma}(l-0) .
$$

Note that, if $V_{0}^{l} \Theta_{\gamma_{1}}(f)<\infty$ and $0 \leqslant \gamma_{1} \leqslant \gamma_{2}$ then

$$
\begin{equation*}
V_{0}^{l} \Theta_{\gamma_{2}}(f) \leqslant 2 V_{0}^{l} \Theta_{\gamma_{1}}(f) \tag{3}
\end{equation*}
$$

Indeed, we have for $s_{1}, s_{2} \in E$

$$
\begin{aligned}
\left|\Theta_{\gamma_{2}}\left(f, s_{1}\right)-\Theta_{\gamma_{2}}\left(f, s_{2}\right)\right| & =\left|\int_{\tan \theta\left(f, s_{2}\right)}^{\tan \theta\left(f, s_{1}\right)} \frac{\mathrm{d} t}{1+|t|^{\gamma_{2}}}\right| \\
& \leqslant\left|2 \int_{\tan \theta\left(f, s_{2}\right)}^{\tan \theta\left(f, s_{1}\right)} \frac{\mathrm{d} t}{1+|t|^{\gamma_{1}}}\right| \\
& =2\left|\Theta_{\gamma_{1}}\left(f, s_{1}\right)-\Theta_{\gamma_{1}}\left(f, s_{2}\right)\right|
\end{aligned}
$$

which implies (3).
On the other hand it is not difficult to see that, if $1 \leqslant \gamma_{1}<\gamma_{2}$, then there exists a function $f$ or bounded variation such that

$$
V_{0}^{l} \Theta_{r_{2}}(f)<\infty
$$

but

$$
V_{0}^{l} \Theta_{\gamma_{1}}(f)=\infty
$$

The following theorems involve $\Theta_{\gamma}$ in the rational approximation.
Theorem 10.12. Let $f \in V_{r}(r \geqslant 1)$ and $V_{0}^{l} \Theta_{\gamma}\left(f^{(r)}\right)<\infty, 0 \leqslant \gamma \leqslant r+1, l=l(f)$. Then we have

$$
\begin{equation*}
R_{n}(f)_{C} \leqslant C \frac{V_{0}^{l} \Theta_{n}\left(f^{(r)}\right)}{n^{r+2}}, \quad n \geqslant r+1 \tag{4}
\end{equation*}
$$

where $C=C_{1}(r)(b-a)^{r+1-\nu} \gamma^{\nu}$.
Moreover we have

$$
\begin{equation*}
R_{n}(f)_{C}=\mathrm{o}\left(\frac{1}{n^{r+2}}\right) \tag{5}
\end{equation*}
$$

In particular, if $f^{(r)}(r \geqslant 1)$ is convex and bounded, then the estimate (5) holds, compare with estimate (42) in corollary 10.1.

Theorem 10.13. If $V_{a}^{b} f<\infty$ and $V_{0}^{l} \theta(f)<\infty, l=l(f)$, then

$$
\begin{equation*}
R_{n}(f)_{L_{1}}=\mathrm{o}\left(\frac{1}{n^{2}}\right) \tag{6}
\end{equation*}
$$

In particular, if $f$ is convex and continuous, then the estimate (6) holds.
Note that estimates similar to estimates (4)-(6) hold also for the corresponding spline approximations.

The proofs of theorem 10.12 and theorem 10.13 are much more difficult and long. Therefore we omit them.

Theorem 10.6 was announced by Yu.A. Brudnyi (1979). Theorem 10.7 was obtained by A. Pekarskii (1982). Theorem 10.8 and corollary 10.2 are proved independently by P. Petrushev (1976c, 1977) and A. Pekarskii $(1977,1978 a)$. The estimate (9) in theorem 10.8 is due to A. Pekarskii (1978a). Theorem 10.9 was obtained by V. Popov, P. Petrushev (1977). Theorem 10.10 was announced by P. Petrushev (1980a). Theorem 10.11 in the case $1<p<\infty$ is proved by A. Pekarskii (1980a).

## 11

## Lower bounds

In the previous chapters a number of estimates for rational approximation were established. Here we shall be concerned with the exactness of these estimates in the sense of definitions $5.1-5.3$ from section 5.1. We use alternance techniques based on some variants of the well-known Chebyshev theorem and Vallée-Poussin theorem for rational approximation.

In section 11.1 there will be given some relatively simple lower bounds, almost all of which are not purely rational in scope. That is, almost all of them are valid for approximation by piecewise monotone functions or piecewise convex functions, particularly for spline approximation. In section 11.2 a non-trivial lower bound is obtained for the rational uniform approximation of functions of bounded variation and given modulus of continuity. Other lower bounds which can be analogously obtained will be omitted.

### 11.1 Some simple lower bounds

In this section we give some relatively elementary lower bounds for rational approximations which are not intrinsically dependent on the nature of the rational functions as an approximating tool. These bounds are based on some more general properties of the rational functions such as piecewise monotony and piecewise convexity.

### 11.1.1 Negative results for uniform approximation of continuous functions with given modulus of smoothness

In the preceding chapters classes of functions have been found which can be approximated by rational functions better than by polynomials. In this section we show that in the class of all continuous functions with a given modulus of smoothness the rational functions are in general not better than the polynomials as an approximation tool in the uniform metric. However, the
o-effect appears when Lipschitz functions are approximated by rational functions.

Theorem 11.1. Let $\omega_{k}$ be a given modulus of smoothness of order $k \geqslant 1$, i.e. $\omega_{k}(\delta)=\omega_{k}(g ; \delta)_{c}, \delta \geqslant 0$, for some $g \in C_{[-1,1]}$ and let

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \frac{\omega_{k}(\delta)}{\delta^{k}}=\infty \tag{1}
\end{equation*}
$$

Then there exists a function $f$ continuous on $[-1,1]$ such that

$$
\begin{equation*}
\omega_{k}(f ; \delta)_{C} \leqslant \omega_{k}(\delta), \quad \delta \geqslant 0 \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{R_{n}(f,[-1,1])_{\mathrm{C}}}{\omega_{k}(1 / n)}>0 . \tag{3}
\end{equation*}
$$

Proof. Select indices $\left\{n_{v}\right\}_{v=1}^{\infty}$ such that

$$
\begin{align*}
& n_{v}=9^{m_{v}}, m_{v} \text { integer, } 1 \leqslant m_{1}<m_{2}<\cdots,  \tag{4}\\
&  \tag{5}\\
& \quad 2 \omega_{k}\left(\frac{1}{n_{v+1}}\right) \leqslant \omega_{k}\left(\frac{1}{n_{v}}\right)
\end{align*}
$$

and

$$
\begin{equation*}
2 n_{v}^{k} \omega_{k}\left(\frac{1}{n_{v}}\right) \leqslant n_{v+1}^{k} \omega_{k}\left(\frac{1}{n_{v+1}}\right) \tag{6}
\end{equation*}
$$

Condition (5) is possible because $\lim _{\delta \rightarrow 0} \omega_{k}(\delta)=0$ and (6) because of (1).
Consider the function

$$
f(x)=\sum_{v=1}^{\infty} g_{v}(x), \quad x \in[-1,1],
$$

where

$$
g_{v}(x)=40^{-k} \omega_{k}\left(\frac{1}{n_{v}}\right) T_{g_{n}}\left(\frac{x}{2}\right), \quad T_{n}(x)=\cos (n \arccos x)
$$

is the Chebyshev polynomial. Here the right-hand series converges uniformly in $[-1,1]$ because of (5).

First we shall prove that $\omega_{k}(f ; \delta)_{C} \leqslant \omega_{k}(\delta)$ for $\delta \geqslant 0$. To this end we shall make use of the following inequalities.
(i) $\omega_{k}(g ; \delta)_{C} \leqslant 2^{k}\|g\|_{C}, \quad \omega_{k}(g ; \delta)_{C} \leqslant \delta^{k}\left\|g^{(k)}\right\|_{C}, \quad$ when $\quad g \in C^{k}[-1,1]$, $\omega_{k}\left(g_{1}+g_{2} ; \delta\right)_{C} \leqslant \omega_{k}\left(g_{1} ; \delta\right)_{C}+\omega_{k}\left(g_{2} ; \delta\right)_{C}$ and $\omega_{k}\left(g ; \delta_{2}\right) / \delta_{2}^{k} \leqslant 2^{k} \omega_{k}\left(g ; \delta_{1}\right) / \delta_{1}^{k}$ for $0<\delta_{1} \leqslant \delta_{2}$ which follows directly from the inequality $\omega_{k}(g ; \lambda \delta)_{C} \leqslant$ $(\lambda+1)^{k} \omega_{k}(g ; \delta)_{c}$; see the properties of moduli of smoothness in section 3.1.
(ii) Bernstein's inequality (see theorem 3.11 in section 3.4) provides for $P \in P_{n}$

$$
\left\|P^{(k)}\right\|_{C\left[-\frac{1}{2}, \frac{1}{2}\right]} \leqslant\left(\frac{2}{\sqrt{3}}\right)^{k} n(n-1) \cdots(n-k+1)\|P\|_{C[-1,1]} \leqslant 2^{k} n^{k}\|P\|_{C[-1,1]}
$$

Now let $1 / n_{j+1} \leqslant \delta \leqslant 1 / n_{j}, j \geqslant 1$. Then by (5), (6), (i) and (ii) we get

$$
\begin{aligned}
\omega_{k}(f ; \delta)_{C} & \leqslant \sum_{v=1}^{j} \omega_{k}\left(g_{v} ; \delta\right)_{C}+2^{k}\left\|_{v=j+1}^{\infty} g_{v}\right\|_{C} \leqslant \delta^{k} \sum_{v=1}^{j}\left\|g_{v}^{(k)}\right\|_{C}+2^{k} \sum_{v=j+1}^{\infty}\left\|g_{v}\right\|_{C} \\
& \leqslant 40^{-k}\left\{\frac{\delta^{k}}{2^{k}} \sum_{v=1}^{j} \omega_{k}\left(\frac{1}{n_{v}}\right)\left\|T_{9_{v}}^{(k)}\right\|_{C\left[-\frac{1}{2}, \frac{1}{2}\right]}+2^{k} \sum_{v=j+1}^{\infty} \omega_{k}\left(\frac{1}{n_{v}}\right)\right\} \\
& \leqslant 40^{-k}\left\{9^{k} \delta^{k} \sum_{v=1}^{j} n_{v}^{k} \omega_{k}\left(\frac{1}{n_{v}}\right)+2^{k} \sum_{v=j+1}^{\infty} \omega_{k}\left(\frac{1}{n_{v}}\right)\right\} \\
& \leqslant 40^{-k}\left\{9^{k} \delta^{k} n_{j}^{k} \omega_{k}\left(\frac{1}{n_{j}}\right) \sum_{v=1}^{j} \frac{1}{2^{j-v}}+2^{k} \omega_{k}\left(\frac{1}{n_{j+1}}\right) \cdot \sum_{v=j+1}^{\infty} \frac{1}{\left.2^{v-j-1}\right\}}\right. \\
& \leqslant 40^{-k}\left\{2 \cdot 9^{k} \delta^{k} \frac{\omega_{k}\left(1 / n_{j}\right)}{\left(1 / n_{j}\right)^{k}}+2^{k+1} \omega_{k}\left(\frac{1}{n_{j+1}}\right)\right\} \\
& \leqslant 40^{-k}\left\{2^{k+1} \cdot 9^{k} \omega_{k}(\delta)+2^{k+1} \omega_{k}(\delta)\right\} \leqslant \omega_{k}(\delta)
\end{aligned}
$$

Similarly it can be proved that $\omega_{k}(f ; \delta)_{C} \leqslant \omega_{k}(\delta)$ for $\delta \geqslant 1 / n_{1}$. Consequently $f$ satisfies (2).

Consider the polynomial $P_{i}=\sum_{v=1}^{i-1} g_{v}$ of degree $9 n_{i-1} \leqslant n_{i}$. Let $x_{j}=$ $2 \cos \left(j \pi / 9 n_{i}\right), 3 n_{i} \leqslant j \leqslant 6 n_{i}$. Clearly $x_{j} \in[-1,1]$ and in view of (4)

$$
T_{9 n_{v}}\left(\frac{x_{j}}{2}\right)=\cos \left(9^{m_{v}-m_{i}} j \pi\right)=(-1)^{j}, \quad v \geqslant i, \quad 3 n_{i} \leqslant j \leqslant 6 n_{i} .
$$

Hence

$$
\begin{equation*}
f\left(x_{j}\right)-P_{i}\left(x_{j}\right)=\sum_{v=i}^{\infty} g_{v}\left(x_{j}\right)=(-1)^{j} 40^{-k} \sum_{v=i}^{\infty} \omega_{k}\left(\frac{1}{n_{v}}\right) \tag{7}
\end{equation*}
$$

i.e. $f-P_{i}$ attains the maximum of its absolute value in $[-1,1]$ with alternate signs at the points $x_{j}$. The number of these points is $3 n_{i}+1 \geqslant 2 n_{i}+2$. Then by Chebyshev's theorem (see theorem 2.2 in section 2.2) it follows that $P_{i}$ is the best approximating function to $f$ in $R_{n_{i}}$ and by (7)

$$
R_{n_{i}}(f)_{C}=40^{-k} \sum_{v=i}^{\infty} \omega_{k}\left(\frac{1}{n_{v}}\right)>40^{-k} \omega_{k}\left(\frac{1}{n_{i}}\right)
$$

which implies (3).
Theorem 11.2. Let $k \geqslant 1, C>0, \varepsilon_{1} \geqslant \varepsilon_{2} \geqslant \cdots>0$ and $\varepsilon_{n} \rightarrow 0$ with $n \rightarrow \infty$ arbitrarily slowly. Then there exists a function f continuous on $[-1,1]$ such that

$$
\begin{equation*}
\omega_{k}(f ; \delta)_{C} \leqslant C \delta^{k}, \quad \delta \geqslant 0, \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} R_{n}(f)_{C}\left(\frac{\varepsilon_{n}}{n^{k}}\right)^{-1} \geqslant 1 \tag{9}
\end{equation*}
$$

Proof. Choose indices $\left\{n_{v}\right\}_{v=1}^{\infty}$ such that $n_{v}=9^{m_{v}}, 1 \leqslant m_{1}<m_{2}<\cdots$, and $9^{k} \sum_{y=1}^{\infty} \varepsilon_{n_{v}} \leqslant C$, where $C>0$ is from the hypothesis of the theorem.

Consider the function

$$
f(x)=\sum_{v=1}^{\infty} \frac{\varepsilon_{n_{v}}}{n_{v}^{k}} T_{9 n_{v}}\left(\frac{x}{2}\right), \quad x \in[-1,1] .
$$

Obviously the right-hand series converges uniformly in [ $-1,1$ ]. It is readily seen that for $\delta \geqslant 0$

$$
\omega_{k}(f ; \delta)_{C} \leqslant \delta^{k} 9^{k} \sum_{v=1}^{\infty} \varepsilon_{n_{v}} \leqslant C \delta^{k},
$$

i.e. $f$ satisfies (8).

Consider the polynomial

$$
P_{i}(x)=\sum_{v=1}^{i-1} \frac{\varepsilon_{n_{v}}}{n_{v}^{k}} T_{9 n_{v}}\left(\frac{x}{2}\right)
$$

of degree $9 n_{i-1} \leqslant n_{i}$. As above in the proof of theorem $11.1 P_{i}$ is the best approximating function to $f$ in $R_{n_{i}}$ and

$$
R_{n_{i}}(f)_{C}=\sum_{v=i}^{\infty} \frac{\varepsilon_{n_{v}}}{n_{v}^{k}}>\frac{\varepsilon_{n_{i}}}{n_{i}^{k}},
$$

which implies (9).

### 11.1.2 One negative result for uniform approximation of absolutely continuous functions

It was mentioned in section 5.3 that for absolutely continuous functions $f R_{n}(f)_{C}$ may tend to zero with $n \rightarrow \infty$ as slow as we want. More precisely the following statement holds.

Theorem 11.3. For each sequence $\left\{\varepsilon_{n}\right\}_{n=1}^{\infty}, \varepsilon_{1} \geqslant \varepsilon_{2} \geqslant \cdots>0, \lim _{n \rightarrow \infty} \varepsilon_{n}=0$, there exist an index $n_{0}$ and a function $f$ which is absolutely continuous in $[0,1]$ (also $f$ is non-decreasing in $[0,1], f(0)=0$ and $f(1)=1$ ) such that

$$
R_{n}(f,[0,1])_{c}>\varepsilon_{n}, \quad n \geqslant n_{0} .
$$

Proof. Consider the function

$$
g_{\delta}(x)= \begin{cases}0, & -1 \leqslant x \leqslant 0 \\ x / \delta, & 0<x \leqslant \delta \\ 1, & \delta<x \leqslant 1\end{cases}
$$

where $0<\delta<1$.
Corollary 9.3 in section 9.2 implies that for each $n \geqslant 1$ there exists a
number $\delta_{n}, 0<\delta_{n}<1$, such that

$$
\begin{equation*}
R_{n}\left(g_{\delta_{n}},[-1,1]\right)_{C}>\frac{1}{4} \tag{10}
\end{equation*}
$$

For each $n \geqslant 1$ we denote $g_{\delta_{n}}$ briefly $g_{n}$.
Choose a sequence of indexes $1 \leqslant n_{0}<n_{1}<\cdots$ such that

$$
\begin{equation*}
\varepsilon_{n_{v}} \leqslant \frac{1}{4 \cdot 2^{v+2}}, \quad v=0,1, \ldots \tag{11}
\end{equation*}
$$

Denote $x_{v}=1-1 / 2^{v}$ and $\Delta_{v}=\left[x_{v}, x_{v+1}\right)$. Let $\lambda_{v}$ be the linear increasing function which maps $\Delta_{v}$ onto $[-1,1)$. Set

$$
f(x)=\left\{\begin{array}{l}
1-\frac{1}{2^{v}}+\frac{1}{2^{v+1}} g_{n_{v}}\left(\lambda_{v}(x)\right), \quad x \in \Delta_{v}, \quad v=0,1, \ldots, \\
1, \quad x=1
\end{array}\right.
$$

It is readily seen that $f$ is absolutely continuous and non-decreasing in [0, 1], $f(0)=0$ and $f(1)=1$. By (10) and (11) it follows that, if $n_{v-1} \leqslant n \leqslant n_{v}(v \geqslant 1)$ then

$$
R_{n}(f,[0,1])_{C} \geqslant R_{n_{v}}\left(f, \Delta_{v}\right)_{C}=\frac{1}{2^{v+1}} R_{n_{v}}\left(g_{n_{v}},[-1,1]\right)_{C}>\frac{1}{4 \cdot 2^{v+1}} \geqslant \varepsilon_{n_{v}-1} \geqslant \varepsilon_{n}
$$

and therefore

$$
R_{n}(f,[0,1])_{C}>\varepsilon_{n}, \quad n \geqslant n_{0} .
$$

11.1.3 Lower bound for uniform approximation of the functions of the class $V_{r}$ Theorem 5.1 in section 5.2 established an upper bound for the rational uniform approximation of the basic class $V_{r}$. Existence of the o-effect for the rational uniform approximation for each individual function $f \in V_{r}$ was proved in theorem 10.4 in subsection 10.1.3. The following theorem proves the exactness of these estimates.

Theorem 11.4. (i) For each $r \geqslant 1$ there exists a positive constant $C(r)$ such that for each $M>0$ and compact interval $[a, b]$

$$
\begin{equation*}
\sup _{f \in V_{r}(M,[a, b])} R_{n}(f)_{C}>C(r) \frac{M(b-a)^{r}}{n^{r+1}}, \quad n=1,2, \ldots \tag{12}
\end{equation*}
$$

(ii) For each $r \geqslant 1, M>0$, compact interval $[a, b]$ and sequence $\left\{\varepsilon_{n}\right\}_{n=1}^{\infty}$, $\varepsilon_{1} \geqslant \varepsilon_{2} \geqslant \cdots>0, \lim _{n \rightarrow \infty} \varepsilon_{n}=0$, there exists a function $f \in V_{r}(M,[a, b])$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} R_{n}(f)_{C}\left(\frac{\varepsilon_{n}}{n^{r+1}}\right)^{-1} \geqslant 1 \tag{13}
\end{equation*}
$$

Proof. Suitable change of variables shows that it is sufficient to prove the theorem only in the case $M=1$ and $[a, b]=[-1,1]$.

For each $n \geqslant 1$ set $f_{n}(x)=\sin (2 \pi n x) / 8(2 \pi)^{r} n^{r+1}$ for $x \in[-1,1]$. It is readily seen that $f \in V_{r}(1,[-1,1])$ and $f_{n}((2 k-1) / 4 n)=(-1)^{k+1}\left\|f_{n}\right\|_{C[-1,1]}$ for $k=-2 n+1,-2 n+2, \ldots,-1,0,1, \ldots, 2 n$. Then by the Chebyshev theorem (see theorem 2.2 in section 2.2) it follows that the rational function $r \equiv 0$ is the best uniformly approximating function to $f_{n}$ in $R_{n}$ and

$$
R_{n}\left(f_{n}\right)_{C}=\left\|f_{n}\right\|_{C[-1,1]}=\frac{1}{8(2 \pi)^{r} n^{r+1}}
$$

which implies (12).
Now we shall prove the second part of the theorem. Suppose that $\varepsilon_{1} \geqslant \varepsilon_{2} \geqslant \cdots>0$ and $\lim _{n \rightarrow \infty} \varepsilon_{n}=0$. Choose indices $\left\{n_{v}\right\}_{v=1}^{\infty}$ such that

$$
\begin{gather*}
n_{v}=9^{m_{v}}, \quad 1 \leqslant m_{1}<m_{2}<\cdots  \tag{14}\\
\sum_{v=1}^{\infty} 18 \cdot 9^{r} \varepsilon_{n_{v}} \leqslant 1 \tag{15}
\end{gather*}
$$

Consider the function $f(x)=\sum_{v=1}^{\infty} g_{v}(x)$ for $x \in[-1,1]$, where $g_{v}(x)=$ $\left(\varepsilon_{n_{v}} / n_{v}^{r+1}\right) T_{9 n_{v}}(x / 2), T_{n}(x)=\cos (n \arccos x)$. Since $g_{v} \in P_{9_{n_{v}}}$, from Bernstein's inequality exactly as in the proof of theorem 11.1 it follows that for $k=1,2, \ldots$

$$
\begin{equation*}
\left\|g_{v}^{(k)}\right\|_{C[-1,1]} \leqslant \frac{\varepsilon_{n_{v}}}{2^{k} n_{v}^{r+1}}\left\|T_{9 n_{v}}^{(k)}\right\|_{C\left[-\frac{1}{2}, \frac{1}{2}\right]} \leqslant \frac{9^{k} \varepsilon_{n_{v}}}{n_{v}^{r+1-k}} \tag{16}
\end{equation*}
$$

The estimates (15) and (16) imply that the series $\sum_{v=1}^{\infty}\left\|g_{v}^{(k)}\right\|_{C[-1,1]}$ converges when $k=0,1, \ldots, r+1$ and therefore $f \in C_{[-1,1]}^{r+1}$ and $f^{(r)}(x)=\sum_{v=1}^{\infty} g_{v}^{(r)}(x)$ for $x \in[-1,1]$. Using (15) we get

$$
V_{-1}^{1} f^{(r)} \leqslant \sum_{v=1}^{\infty} V_{-1}^{1} g_{v}^{(r)} \leqslant \sum_{v=1}^{\infty} 18 n_{v}\left\|g_{v}^{(r)}\right\|_{C} \leqslant \sum_{v=1}^{\infty} 18 \cdot 9^{r} \varepsilon_{n_{v}} \leqslant 1 .
$$

Consequently $f \in V_{r}(1,[-1,1])$.
Now consider the polynomial $P_{k}=\sum_{v=1}^{k-1} g_{v}$ of degree $9 n_{k-1} \leqslant n_{k}$. Let $x_{j}=2 \cos \left(j \pi / 9 n_{k}\right), 3 n_{k} \leqslant j \leqslant 6 n_{k}$. Exactly as in the proof of theorem 11.1 we obtain by using (14)

$$
\begin{equation*}
f\left(x_{j}\right)-P_{k}\left(x_{j}\right)=\sum_{v=k}^{\infty} g_{v}\left(x_{j}\right)=(-1)^{j} \sum_{v=k}^{\infty} \frac{\varepsilon_{n_{v}}}{n_{v}^{r+1}}, \tag{17}
\end{equation*}
$$

i.e. $f-P_{k}$ attains the maximum of its absolute value in $[-1,1]$ with alternate signs at the points $x_{j}$. The number of these points is $3 n_{k}+1 \geqslant 2 n_{k}+2$. Then by Chebyshev's theorem it follows that $P_{k}$ is the best approximating function to $f$ in $R_{n_{k}}$ and by (17)

$$
R_{n_{k}}(f)_{C}=\sum_{v=k}^{\infty} \frac{\varepsilon_{n_{v}}}{n_{v}^{r+1}}>\frac{\varepsilon_{n_{k}}}{n_{k}^{r+1}}
$$

which implies (13).

### 11.1.4 Uniform approximation of convex functions

In theorem 5.11 in section 5.5 it was found an upper bound for the rational uniform approximation of the class $\operatorname{Conv}_{M}[a, b]$ of all functions $f$ which are convex and continuous in $[a, b]$ and $\|f\|_{C[a, b]} \leqslant M$. Existence of the o-effect for the rational uniform approximation of each individual function $f \in \operatorname{Conv}_{M}[a, b]$ was established in theorem 10.9 in section 10.3 . The following theorem shows that the estimates in theorem 5.11 and theorem 10.9 are exact with respect to the order.

Theorem 11.5. (i) There exists a positive constant $C$ such that for each $M>0$ and compact interval $[a, b]$

$$
\begin{equation*}
\sup _{f \in \operatorname{Conv}_{M}[a, b]} R_{n}(f)_{C}>C \frac{M}{n}, \quad n=1,2, \ldots \tag{18}
\end{equation*}
$$

(ii) For each $M>0$, compact interval $[a, b]$ and sequence $\left\{\varepsilon_{n}\right\}_{n=1}^{\infty}$, $\varepsilon_{1} \geqslant \varepsilon_{2} \geqslant \cdots>0, \lim _{n \rightarrow \infty} \varepsilon_{n}=0$, there exists a convex function $f \in \operatorname{Conv}_{M}[a, b]$ such that

$$
\limsup _{n \rightarrow \infty} R_{n}(f)_{C}\left(\frac{\varepsilon_{n}}{n}\right)^{-1} \geqslant 1
$$

The proof of theorem 11.5 is based on the fact that the derivative $r^{\prime}$ of each rational function $r$ is a piecewise convex function. We shall need some auxiliary statements.

Lemma 11.1. Let $g$ be defined on $\Delta=[a, b]$ and

$$
g^{\prime}(x)= \begin{cases}h_{1}, & x \in \Delta_{1} \\ h_{2}, & x \in \Delta_{2}\end{cases}
$$

where $\Delta_{1}=(a, c), \Delta_{2}=(c, b), a<c<b$ and $h_{1}<h_{2}$. Then for each function $\varphi$ such that $\varphi^{\prime}$ is convex or concave in $\Delta$ the following inequality holds:

$$
\begin{equation*}
\|g-\varphi\|_{C(\Delta)} \geqslant \frac{\left(h_{2}-h_{1}\right)\left(\min \left\{\left|\Delta_{1}\right|,\left|\Delta_{2}\right|\right\}\right)^{2}}{8|\Delta|} \tag{19}
\end{equation*}
$$

Proof. Denote $x_{0}=a, x_{1}=(a+c) / 2, \quad x_{2}=c, x_{3}=(c+b) / 2, x_{4}=b$ and $d_{i}=\left[x_{i-1}, x_{i}\right], i=1,2,3,4$. Set $\lambda(x)=h_{1}+\left(h_{2}-h_{1}\right)\left(x-x_{1}\right) /\left(x_{3}-x_{1}\right)$. Note that $\lambda\left(x_{1}\right)=g^{\prime}\left(x_{1}\right)$ and $\lambda\left(x_{3}\right)=g^{\prime}\left(x_{3}\right)$.

Since $\varphi^{\prime}$ is convex or concave in $\Delta$ and $\hat{\lambda}$ is linear, then at least one of the following four inequalities holds: (i) $\varphi^{\prime}(x) \leqslant \lambda(x)$ for $x \in d_{1}$, (ii) $\varphi^{\prime}(x) \geqslant \lambda(x)$ for $x \in d_{2}$, (iii) $\varphi^{\prime}(x) \leqslant \lambda(x)$ for $x \in d_{3}$, (iv) $\varphi^{\prime}(x) \geqslant \lambda(x)$ for $x \in d_{4}$. Consider the case when the inequality (i) is valid. Then the function $g-\varphi$ is monotone on $d_{1}$
and therefore

$$
\begin{aligned}
\|g-\varphi\|_{C\left(d_{1}\right)} & \geqslant \frac{1}{2}\left|g\left(x_{0}\right)-\varphi\left(x_{0}\right)-\left(g\left(x_{1}\right)-\varphi\left(x_{1}\right)\right)\right|=\frac{1}{2}\left|\int_{d_{1}}\left(g^{\prime}(x)-\varphi^{\prime}(x)\right) \mathrm{d} x\right| \\
& \geqslant \frac{1}{2} \int_{d_{1}}\left(g^{\prime}(x)-\hat{\lambda}(x)\right) \mathrm{d} x=\frac{\left(h_{2}-h_{1}\right)\left|\Delta_{1}\right|^{2}}{8|\Delta|}
\end{aligned}
$$

which implies (19). The other situations are considered similarly.
Lemma 11.2. For each $n \geqslant 1$ there exists a function $g_{n}$ such that $g_{n}$ is increasing, convex and continuous in $[0,1], g_{n}(0)=0, g_{n}(1)=1, g_{n}^{\prime}$ is a step-function, $g_{n}^{\prime}(+0)>0, g_{n}^{\prime}(1-0)<\infty$ and

$$
\begin{equation*}
R_{n}\left(g_{n},[0,1]\right)_{c} \geqslant \frac{1}{768 n} \tag{20}
\end{equation*}
$$

Proof. Let $n \geqslant 1$ and denote $N=16 n-1, h=1 / 16 n$ and $x_{v}=1-1 / 2^{v}$. Set $g_{n}(x)=\int_{0}^{x} g_{n}^{\prime}(t) \mathrm{d} t$ where

$$
g_{n}^{\prime}(x)= \begin{cases}2^{v} h, & x \in\left(x_{v-1}, x_{v}\right), \quad v=1,2, \ldots, N \\ 2^{N} h, & x \in\left(x_{N}, 1\right)\end{cases}
$$

It is readily seen that $g_{n}$ is increasing, convex and continuous on [0,1], $g_{n}(0)=0$ and $g_{n}(1)=\int_{0}^{1} g_{n}^{\prime}(x) \mathrm{d} x=1$. Also, $g_{n}^{\prime}$ is a step-function, $g_{n}^{\prime}(+0)=$ $2 h>0, g_{n}^{\prime}(1-0)=2^{N} h<\infty$.

It remains to estimate $R_{n}\left(g_{n}\right)_{C}$. Suppose that $r \in R_{n}$ and $\left\|g_{n}-r\right\|_{C[0,1]}=$ $R_{n}(f)_{C}$. Clearly, there exists a division of $[0,1]$ into at most $8 n-2$ intervals such that $r^{\prime}$ is convex or concave in each of them. From this and the fact that $N=16 n-1$ it follows that there exists $v, 1 \leqslant v \leqslant N-1$, such that $r^{\prime}$ is convex or concave in the interval $\left[x_{v-1}, x_{v+1}\right]$. Then applying lemma 11.1 to the functions $g_{n}$ and $r$ in $\left[x_{v-1}, x_{v+1}\right]$ we conclude that

$$
\begin{aligned}
R_{n}\left(g_{n}\right)_{C} & =\left\|g_{n}-r\right\|_{C[0,1]} \geqslant\left\|g_{n}-r\right\|_{C\left[x_{v-1}, x_{v+1}\right]} \\
& \geqslant \frac{\left(2^{v+1} h-2^{v} h\right)\left(x_{v+1}-x_{v}\right)^{2}}{8\left(x_{v+1}-x_{v-1}\right)}=\frac{1}{768 n},
\end{aligned}
$$

which implies (20).
Proof of theorem 11.5. Simple change of variables shows that it is sufficient to prove the theorem only in the case $M=1$ and $[a, b]=[0, b]$ for some $b>0$. Then (i) follows immediately from lemma 11.2.

Now we shall prove the second part. Suppose that $\varepsilon_{1} \geqslant \varepsilon_{2} \geqslant \cdots>0$ and $\lim _{n \rightarrow \infty} \varepsilon_{n}=0$.

Choose indices $n_{1}<n_{2}<\cdots$ such that

$$
\begin{equation*}
\sum_{v=1}^{\infty} \varepsilon_{n_{v}} \leqslant 1 \tag{21}
\end{equation*}
$$

Now we construct the desired function $f$ by induction using the functions $g_{n}$ from lemma 11.2. Denote $x_{0}=0, x_{1}=1 / 2$ and $\Delta_{1}=\left[x_{0}, x_{1}\right]$. Let $\lambda_{1}$ be the increasing linear function which maps $\Delta_{1}$ onto [0, 1]. Set $f(x)=\varepsilon_{n_{1}} g_{n_{1}}\left(\lambda_{1}(x)\right)$ for $x \in \Delta_{1}$. Note that $f$ is continuous, convex and increasing on $\Delta_{1}$ and $f^{\prime}\left(x_{1}-0\right)<\infty$.

Let $f$ be defined already on $\left[x_{0}, x_{v}\right], v \geqslant 1$, such that $f$ is continuous, convex and increasing on $\left[x_{0}, x_{v}\right], f^{\prime}\left(x_{v}-0\right)<\infty$ and $0<x_{v}<1$. Choose $x_{v+1}$ such that $x_{v}<x_{v+1}<1$ and

$$
f^{\prime}\left(x_{v}-0\right) \leqslant \frac{\varepsilon_{n_{v}+1}}{x_{v+1}-x_{v}} g_{n_{v+1}}^{\prime}(+0)
$$

Such a choice of $x_{v+1}$ is possible since $g_{n_{v+1}}^{\prime}(+0)>0$ by lemma 11.2. Let $\lambda_{v+1}$ be the increasing linear function mapping $\Delta_{v+1}=\left(x_{v}, x_{v+1}\right]$ onto ( 0,1$]$. Set $f(x)=f\left(x_{v}\right)+\varepsilon_{n_{v+1}} g_{n_{v+1}}\left(\lambda_{v+1}(x)\right), \quad x \in \Delta_{v+1}$. Clearly $f^{\prime}\left(x_{v}+0\right)=\left(\varepsilon_{n_{v+1}} /\right.$ $\left.\left(x_{v+1}-x_{v}\right)\right) \cdot g_{n_{v+1}}^{\prime}(+0) \geqslant f^{\prime}\left(x_{v}-0\right)$ and therefore $f$ is continuous, increasing and convex on $\left[x_{0}, x_{v+1}\right]$. Also $f^{\prime}\left(x_{v+1}-0\right)<\infty$.

It is readily seen that $b=\lim _{v \rightarrow \infty} x_{v}$ exists and $0<b \leqslant 1$.
Thus the function $f$ is defined on $[0, b)$. Set $f(b)=\lim _{x \rightarrow b} f(x)$. By our construction and (21) it follows that $f$ is continuous, increasing and convex on $[0, b], f(0)=0$ and $f(b)=\sum_{v=1}^{\infty} \varepsilon_{n_{v}} \leqslant 1$. In view of lemma 11.2 we conclude that for $v=1,2, \ldots$

$$
\left.R_{n_{v}}(f,[0, b])_{C} \geqslant R_{n_{v}}\left(f, \Delta_{v}\right)_{C}=\varepsilon_{n_{v}} R_{n_{v}}\left(g_{n_{v}},[0,1]\right)\right)_{C} \geqslant \frac{\varepsilon_{n_{v}}}{768 n_{v}}
$$

which implies the theorem.

### 11.1.5 $L_{p}$ approximation of functions of bounded variation

In theorem 10.11 in section 10.4 it was proved that for each function $f$ of bounded variation on $[0,1]$ the following estimate holds: $R_{n}(f)_{p}=\mathrm{o}(1 / n)$ $(1 \leqslant p<\infty)$. The following theorem establishes the exactness of this estimate.

Theorem 11.6. For each sequence $\left\{\varepsilon_{n}\right\}_{n=1}^{\infty}, \varepsilon_{1} \geqslant \varepsilon_{2} \geqslant \cdots>0, \lim _{n \rightarrow \infty} \varepsilon_{n}=0$, there exists a function $f$ defined on $[0,1]$ such that $V_{0}^{1} f \leqslant 1$ and for $p \geqslant 1$

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} R_{n}(f)_{p}\left(\frac{\varepsilon_{n}}{n}\right)^{-1} \geqslant 1 \tag{22}
\end{equation*}
$$

Proof. Set $g_{n}(x)=2 \pi \sin 4 \pi n x$ for $x \in[0,1]$. The function $g_{n}$ vanishes at the points $x_{v}=v / 4 n, v=0,1, \ldots, 4 n$, and has alternate signs in the consecutive intervals $\Delta_{v}=\left(x_{v-1}, x_{v}\right)$. Then for each rational function $r \in R_{n}$ there exist at least $n$ intervals $\Delta_{v}$ such that $g_{n}(x) r(x) \leqslant 0$ for $x \in \Delta_{v}$. This fact implies that for each $r \in R_{n}$ and $p \geqslant 1$

$$
\left\|g_{n}-r\right\|_{L_{p l}[0,1]} \geqslant\left\|g_{n}-r\right\|_{L_{1}[0,1]} \geqslant 2 \pi \int_{0}^{1 / 4}|\sin 4 \pi n x| \mathrm{d} x=1
$$

Consequently for $p \geqslant 1$

$$
\begin{equation*}
R_{n}\left(g_{n}\right)_{p} \geqslant 1, \quad n=1,2, \ldots \tag{23}
\end{equation*}
$$

Let $\varepsilon_{1} \geqslant \varepsilon_{2} \geqslant \cdots>0$ and $\lim _{n \rightarrow \infty} \varepsilon_{n}=0$. Choose indices $n_{1}<n_{2}<\cdots$ such that

$$
\begin{equation*}
\sum_{\nu=1}^{\infty} 16 \pi \cdot 2^{v} \varepsilon_{n_{v}} \leqslant 1 \tag{24}
\end{equation*}
$$

Denote $d_{v}=\left(1 / 2^{v}, 1 / 2^{v-1}\right]$. Let $\lambda_{v}$ be the increasing linear mapping of $d_{v}$ onto $(0,1]$. Set

$$
f(x)=\left\{\begin{array}{l}
2{ }^{v} \frac{\varepsilon_{n_{v}}}{n_{v}} g_{n_{v}}\left(\lambda_{v}(x)\right), \quad x \in d_{v}, \quad v=1,2, \ldots, \\
0, \quad x=0
\end{array}\right.
$$

Using (24) we get

$$
V_{0}^{1} f \leqslant \sum_{v=1}^{\infty} 2^{v} \frac{\varepsilon_{n_{v}}}{n_{v}} V_{0}^{1} g_{v}=\sum_{v=1}^{\infty} 16 \pi \cdot 2^{v} \varepsilon_{n_{v}} \leqslant 1 .
$$

In view of (23) it follows that for $v=1,2, \ldots$

$$
R_{n_{v}}(f,[0,1])_{p} \geqslant R_{n_{v}}\left(f, d_{v}\right)_{1}=\frac{\varepsilon_{n_{v}}}{n_{v}} R_{n_{v}}\left(g_{n_{v}},[0,1]\right)_{1} \geqslant \frac{\varepsilon_{n_{v}}}{n_{v}}
$$

which implies (22).

### 11.2 Uniform approximation of functions of bounded variation and given modulus of continuity

Consider the class $V(\omega)=V(M,[a, b], \omega)$ of all functions $f$ continuous in $[a, b]$ such that $V_{a}^{b} f \leqslant M$ and $\omega(f ; \delta)_{C} \leqslant \omega(\delta)$ for $\delta \geqslant 0$, where $\omega(f ; \delta)_{C}$ is the modulus of continuity of $f$ and $\omega$ is a given modulus of continuity. In theorem 5.7 in subsection 5.3 .4 we proved an estimate for the rational uniform approximation of functions $f \in V(\omega)$. The aim of this section is to prove the exactness of this estimate.

Theorem 11.7. Let $\omega$ be a modulus of continuity such that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \frac{\omega(\delta)}{\delta}=\infty \tag{1}
\end{equation*}
$$

Then for each $M>0$ and compact interval $[a, b]$ there exists a function $f \in V(M,[a, b], \omega)$ such that

$$
\limsup _{n \rightarrow \infty} \frac{R_{n}(f)_{C}}{\inf _{1 \leqslant t \leqslant n}\left\{M / t+\omega\left((b-a) / t \mathrm{e}^{n / t}\right)\right\}}>0 .
$$

Remark. Next we shall show that, if $\lim _{\delta \rightarrow 0}(\omega(\delta) / \delta) \neq \infty$, then $\omega(\delta)=\mathrm{O}(\delta)$ and therefore $V(\omega) \subset \operatorname{Lip} 1$. In this case by theorem 10.8 in section 10.2 for each $f \in V(\omega)$ we have $R_{n}(f)_{C}=o\left(n^{-1}\right)$. Hence the restriction (1) in the formulation of theorem 11.7 is essential.

To prove theorem 11.7 we need some auxiliary statements. The following well-known lemma shows that for the proof of theorem 11.7 it is sufficient to consider only the case when the modulus of continuity $\omega$ is a concave function.

Lemma 11.3. For each modulus of continuity $\omega^{\dagger}$ there exists a concave modulus of continuity $\tilde{\omega}$ such that

$$
\begin{equation*}
\omega(\delta) \leqslant \tilde{\omega}(\delta) \leqslant 2 \omega(\delta), \quad \delta \in[0, \infty) \tag{2}
\end{equation*}
$$

Proof. Define $\tilde{\omega}$ as the minimal concave majorant of $\omega$, i.e. for $\delta \geqslant 0$

$$
\begin{aligned}
\tilde{\omega}(\delta) & =\sup _{0 \leqslant t_{1} \leqslant \delta \leqslant t_{2}}\left\{\omega\left(t_{1}\right)+\frac{\omega\left(t_{2}\right)-\omega\left(t_{1}\right)}{t_{2}-t_{1}}\left(\delta-t_{1}\right)\right\} \\
& =\sup _{0 \leqslant t_{1} \leqslant \delta \leqslant t_{2}} \frac{\left(\delta-t_{1}\right) \omega\left(t_{2}\right)+\left(t_{2}-\delta\right) \omega\left(t_{1}\right)}{t_{2}-t_{1}} .
\end{aligned}
$$

The left-hand side inequality in (2) is obvious. Let us prove the right-hand side one. We get for $\delta>0$

$$
\begin{aligned}
\tilde{\omega}(\delta) & =\sup _{0<t_{1}<\delta<t_{2}} \frac{1}{t_{2}-t_{1}}\left(\left(\delta-t_{1}\right) \omega\left(t_{2}\right)+\left(t_{2}-\delta\right) \omega\left(t_{1}\right)\right) \\
& \leqslant \sup _{0<t_{1}<\delta<t_{2}} \frac{1}{t_{2}-t_{1}}\left(\left(\delta-t_{1}\right)\left(\frac{t_{2}}{\delta}+1\right)+t_{2}-\delta\right) \omega(\delta) \\
& =\sup _{0<t_{1}<\delta<t_{2}}\left(1+\frac{1-t_{1} / \delta}{1-t_{1} / t_{2}}\right) \omega(\delta) \leqslant 2 \omega(\delta)
\end{aligned}
$$

where we have made use of the inequality

$$
\omega\left(t_{2}\right)=\omega\left(\frac{t_{2}}{\delta} \delta\right) \leqslant\left(\frac{t_{2}}{\delta}+1\right) \omega(\delta) \quad \text { (see section 3.1) }
$$

Remark. The restriction that the modulus of continuity $\omega$ be concave implies that the function $\omega(\delta) / \delta$ is nonincreasing for $\delta \in(0, \infty)$. Indeed, if $\omega$ is concave and $0<\delta_{1}<\delta_{2}$, then

$$
\begin{aligned}
\omega\left(\delta_{1}\right) / \delta_{1} & =\omega\left(\left(1-\frac{\delta_{1}}{\delta_{2}}\right) \cdot 0+\frac{\delta_{1}}{\delta_{2}} \delta_{2}\right) / \delta_{1} \\
& \geqslant\left\{\left(1-\frac{\delta_{1}}{\delta_{2}}\right) \omega(0)+\frac{\delta_{1}}{\delta_{2}} \omega\left(\delta_{2}\right)\right\} / \delta_{1}=\omega\left(\delta_{2}\right) / \delta_{2}
\end{aligned}
$$

[^13]and therefore $\omega(\delta) / \delta$ is nonincreasing. From this fact and lemma 11.3 it follows that $\lim _{\delta \rightarrow 0}(\omega(\delta) / \delta) \neq \infty$ implies $\omega(\delta)=\mathrm{O}(\delta)$, which was used in the remark after theorem 11.7.

In the proof of theorem 11.7 the main role is played by the following auxiliary theorem.

Theorem 11.8. Let $f$ be a function defined on $[a, b]$ and $V_{a}^{b} f \leqslant M<\infty$ and suppose that $\Omega$ is a set of $m$ disjoint compact subintervals $\Delta_{i}=\left[a_{i}, b_{i}\right]$ of $[a, b]$ with $a \leqslant a_{1}<b_{1}<a_{2}<b_{2}<\cdots<a_{m}<b_{m} \leqslant b$ and $\min _{1 \leqslant i \leqslant m-1}\left(a_{i+1}-b_{i}\right) \geqslant \varepsilon_{1}$, where $m \geqslant 1$ and $\varepsilon_{1}>0$. Suppose also that for some $\varepsilon_{2}>0$ it is true that for each interval $\Delta \in \Omega, \Delta=[u, v]$, there exist a rational function $r_{\Delta}, \operatorname{deg} r_{\Delta}=n_{\Delta}$, and a set $A_{\Delta}$ of $k_{\Delta}+1, k_{\Delta} \geqslant 0$, different points $x_{i} \in \Delta$, arranged in increasing order, i.e. $u \leqslant x_{0}<x_{1}<\cdots<x_{k_{\Delta}} \leqslant v$, such that

$$
\left|f(x)-r_{\Delta}(x)\right|>\varepsilon_{2}, \quad x \in A_{\Delta},
$$

$f-r_{\Delta}$ has alternate signs at the points $x_{0}, x_{1}, \ldots, x_{k_{\Delta}}$ and

$$
\left\|r_{\Delta}-f(u)\right\|_{C\lceil[a, b] \Delta)} \leqslant V_{\Delta} f
$$

Then $R_{n}(f,[a, b])_{C}>\frac{1}{2} \varepsilon_{2}$ for

$$
n \leqslant \sum_{\Delta \in \Omega} k_{\Delta}-\sum_{\Delta \in \Omega} n_{\Delta}-D m \ln \left(\mathrm{e}+\frac{b-a}{m \varepsilon_{1}}\right) \ln \left(\mathrm{e}+\frac{M}{m \varepsilon_{2}}\right)
$$

where $D>1$ is an absolute constant.

Proof. We shall make use of some techniques from the proofs of the theorems for 'joining' of rational functions (see theorem 5.2 in section 5.2 , theorem 5.3 in section 5.3). In particular, we shall apply lemma 5.1 in section 5.1 for rational approximation of a jump-function.

It is not difficult to see that, if theorem 11.8 holds in the special case when $m=2^{s}, s$ integer, then it is valid in the general case with another absolute constant $D>1$. Thus we shall suppose that $m=2^{s}, s$ integer.

To avoid some more complicated indexations we shall denote

$$
\Omega_{\mu}=\left\{\left[a_{i}, b_{i+2^{u}}\right]: i=1,2, \ldots, m-2^{\mu}\right\}, \quad 0 \leqslant \mu \leqslant s, \quad \Omega_{-1}=\Omega
$$

and

$$
\Omega_{\Delta}=\left\{\Delta^{*}: \Delta^{*} \in \Omega \text { and } \Delta^{*} \subset \Delta\right\} \text { for each interval } \Delta \subset[a, b] .
$$

Denote

$$
N(\mu, M, \Delta)=\sum_{v=0}^{\mu} 6 B \cdot 2^{v} \ln \left(\mathrm{e}+\frac{2^{-v}|\Delta|}{\varepsilon_{1}}\right) \ln \left(\mathrm{e}+2^{\mu-v}+\frac{2^{\mu} 4^{-v} M}{\varepsilon_{2}}\right)
$$

where $B>1$ is the absolute constant from lemma 5.1 in section $5.1, \varepsilon_{1}$ and
$\varepsilon_{2}$ are those from the hypotheses of the theorem, the numbers $\mu$ and $M$ and the interval $\Delta$ are parameters.

We shall prove by induction with respect to $\mu$ the following lemma, formulated using the assumptions and notations introduced above.

Lemma 11.4. Let $-1 \leqslant \mu \leqslant s$. For each $\Delta \in \Omega_{\mu}, \Delta=[u, v]$, there exist a rational function $r_{\Delta}$ and a set $A_{\Delta}$ of $l_{\Delta}+1$ different points $x_{i} \in \Delta, u \leqslant x_{0}<x_{1}<\cdots<x_{l_{\Delta}} \leqslant v$, $l_{\Delta}=\sum_{\Delta^{*} \in \Omega_{\Delta}} k_{\Delta^{*}}$, such that

$$
\left|f(x)-r_{\Delta}(x)\right|>\varepsilon_{2}\left(1-\sum_{v=0}^{\mu} \frac{1}{2^{v+2}}\right), \quad x \in A_{\Delta}
$$

$f-r_{\Delta}$ has alternate signs at the points $x_{0}, x_{1}, \ldots, x_{1_{\Delta}}$,

$$
\left\|r_{\Delta}-f(u)\right\|_{C[[a, b] \backslash \Delta)} \leqslant V_{\Delta} f
$$

and

$$
\operatorname{deg} r_{\Delta} \leqslant \sum_{\Delta^{*} \in \Omega_{\Delta}} n_{\Delta^{*}}+N\left(\mu, V_{\Delta} f, \Delta\right)
$$

Proof. The lemma holds for $\mu=-1$ by the hypothesis of theorem 11.8.
Suppose that the lemma holds for some $\mu(-1 \leqslant \mu \leqslant s-1)$. Now we shall prove it with $\mu$ replaced by $\mu+1$.

Let $\Delta \in \Omega_{\mu+1}$. Obviously, there exist points $u_{1}, v_{1}, u_{2}, v_{2}$ such that $u_{1}<v_{1}<u_{2}<v_{2}, \quad \Delta=\left[u_{1}, v_{2}\right], \quad \Delta_{1}=\left[u_{1}, v_{1}\right] \in \Omega_{\mu}, \quad \Delta_{2}=\left[u_{2}, v_{2}\right] \in \Omega_{\mu}$ and $u_{2}-v_{1} \geqslant \varepsilon_{1}$. Also, by our assumptions for $i=1,2$ there exist a rational function $r_{\Delta_{i}}$ and a set $A_{\Delta_{i}}$ of $l_{\Delta_{i}}+1=\sum_{\Delta^{*} \Omega_{\Delta_{i}}} k_{\Delta^{*}}+1$ different points in $\Delta_{i}$ such that

$$
\begin{equation*}
\left|f(x)-r_{\Delta_{i}}(x)\right|>\varepsilon_{2}\left(1-\sum_{v=0}^{\mu} \frac{1}{2^{v+2}}\right), \quad x \in A_{\Delta_{i}} \tag{3}
\end{equation*}
$$

and $f-r_{\Delta_{i}}$ has alternate signs at the consecutive points of $A_{\Delta_{i}}$,

$$
\begin{equation*}
\left\|r_{\Delta_{i}}-f\left(u_{i}\right)\right\|_{C\left[[a, b] \backslash \Delta_{i}\right)} \leqslant V_{\Delta_{i}} f \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{deg} r_{\Delta_{i}} \leqslant \sum_{\Delta^{*} \in \Omega_{\Delta_{i}}} n_{\Delta^{*}}+N\left(\mu, V_{\Delta_{i}} f, \Delta_{i}\right) . \tag{5}
\end{equation*}
$$

Consider the rational function

$$
r_{\Delta}(x)=(1-\sigma(x-z)) r_{\Delta_{1}}(x)+\sigma(x-z) r_{\Delta_{2}}(x)
$$

where $z=\left(v_{1}+u_{2}\right) / 2, \sigma$ is the rational function from lemma 5.1 in section 5.1 with $\alpha=\varepsilon_{1} / 2, \beta=|\Delta|, \gamma=\min \left\{1 / 2^{\mu+4}, \varepsilon_{2} / 2^{\mu+4} V_{\Delta} f\right\}$ when $V_{\Delta} f>0$ (the case $V_{\Delta} f=0$ is trivial).

By lemma 5.1 it follows that

$$
\begin{aligned}
\operatorname{deg} \sigma & \leqslant B \ln \left(\mathrm{e}+\frac{\beta}{\alpha}\right) \ln \left(\mathrm{e}+\frac{1}{\gamma}\right) \leqslant B \ln \left(\mathrm{e}+\frac{2|\Delta|}{\varepsilon_{1}}\right) \ln \left(\mathrm{e}+2^{\mu+4}+\frac{2^{\mu+4} V_{\Delta} f}{\varepsilon_{2}}\right) \\
& \leqslant 6 B \ln \left(\mathrm{e}+\frac{|\Delta|}{\varepsilon_{1}}\right) \ln \left(\mathrm{e}+2^{\mu+1}+\frac{2^{\mu+1} V_{\Delta} f}{\varepsilon_{2}}\right) .
\end{aligned}
$$

Consequently

$$
\begin{aligned}
\operatorname{deg} r_{\Delta} \leqslant & \operatorname{deg} r_{\Delta_{1}}+\operatorname{deg} r_{\Delta_{2}}+\operatorname{deg} \sigma \\
\leqslant & \sum_{\Delta^{*} \in \Omega_{\Delta_{1}}} n_{\Delta^{*}}+N\left(\mu, V_{\Delta_{1}} f, \Delta_{1}\right)+\sum_{\Delta^{*} \in \Omega_{\Delta_{2}}} n_{\Delta^{*}}+N\left(\mu, V_{\Delta_{2}} f, \Delta_{2}\right) \\
& +6 B \ln \left(\mathrm{e}+\frac{|\Delta|}{\varepsilon_{1}}\right) \ln \left(\mathrm{e}+2^{\mu+1}+\frac{2^{\mu+1} V_{\Delta} f}{\varepsilon_{2}}\right) \\
\leqslant & \sum_{\Delta^{*} \in \Omega_{\Delta}} n_{\Delta^{*}}+N\left(\mu+1, V_{\Delta} f, \Delta\right),
\end{aligned}
$$

i.e. $r_{\Delta}$ has the desired order. The last inequality follows from (5) and the following one:

$$
\begin{aligned}
& \ln \left(\mathrm{e}+\frac{2^{-v}\left|\Delta_{1}\right|}{\varepsilon_{1}}\right) \ln \left(\mathrm{e}+2^{\mu-v}+\frac{2^{\mu} 4^{-v} V_{\Delta_{1}} f}{\varepsilon_{2}}\right) \\
& \quad+\ln \left(\mathrm{e}+\frac{2^{-v}\left|\Delta_{2}\right|}{\varepsilon_{1}}\right) \ln \left(\mathrm{e}+2^{\mu-v}+\frac{2^{\mu} 4^{-v} V_{\Delta_{2}} f}{\varepsilon_{2}}\right) \\
& \leqslant
\end{aligned} \begin{aligned}
& 2 \ln \left(\mathrm{e}+\frac{2^{-v}\left(\left|\Delta_{1}\right|+\left|\Delta_{2}\right|\right)}{2 \varepsilon_{1}}\right) \ln \left(\mathrm{e}+2^{\mu-v}+\frac{2^{\mu} 4^{-v}\left(V_{\Delta_{1}} f+V_{\Delta_{1}} f\right)}{2 \varepsilon_{2}}\right) \\
& \leqslant \\
& \leqslant \ln \left(\mathrm{e}+\frac{2^{-(v+1)}|\Delta|}{\varepsilon_{1}}\right) \ln \left(\mathrm{e}+2^{(\mu+1)-(v+1)}+\frac{2^{\mu+1} 4^{-(v+1)} V_{\Delta} f}{\varepsilon_{2}}\right),
\end{aligned}
$$

where we have applied the fact that the function $F(x, y)=-\ln (\mathrm{e}+x) \ln (\mathrm{e}+y)$ is convex on the set $D=\{(x, y): x, y \geqslant 0\}$. The function $F$ is convex since $\partial^{2} F / \partial x^{2}, \partial^{2} F / \partial y^{2}$ and $\partial^{2} F / \partial x^{2} \cdot \partial^{2} F / \partial y^{2}-\left(\partial^{2} F /(\partial x \partial y)\right)^{2}$ are nonnegative in D. Our arguments are similar to those from the proofs of theorem 5.2 in section 5.2.

Now we estimate $\left\|r_{\Delta}-f\left(u_{1}\right)\right\|_{C\{[a, b] \backslash \Delta)}$. Since $0 \leqslant \sigma(x-z) \leqslant 1$ for $x \in(-\infty, \infty)$ (see lemma 5.1), we get from (4) for $x \in[a, b] \backslash \Delta$

$$
\begin{aligned}
\left|r_{\Delta}(x)-f\left(u_{1}\right)\right| \leqslant & (1-\sigma(x-z))\left|r_{\Delta_{1}}(x)-f\left(u_{1}\right)\right| \\
& +\sigma(x-z)\left(\left|r_{\Delta_{2}}(x)-f\left(u_{2}\right)\right|+\left|f\left(u_{1}\right)-f\left(u_{2}\right)\right|\right) \\
\leqslant & (1-\sigma(x-z)) V_{\Delta_{1}} f+\sigma(x-z)\left(V_{\Delta_{2}} f+V_{\Delta_{1}} f\right) \leqslant V_{\Delta} f
\end{aligned}
$$

and therefore $\left\|r_{\Delta}-f\left(u_{1}\right)\right\|_{C[[a, b] \Delta \Delta)} \leqslant V_{\Delta} f$ as required.

It remains to estimate $\left|f(x)-r_{\Delta}(x)\right|$ at the points $x \in A_{\Delta_{1}} \cup A_{\Delta_{2}}$. To this end we shall make use of (3), (4), the fact that $u_{2}-v_{1} \geqslant \varepsilon_{1}$, the choice of $\alpha, \beta, \gamma$ and the properties of $\sigma$ by lemma 5.1. We get for $x \in A_{\Delta_{1}} \subset \Delta_{1}$

$$
\begin{aligned}
\left|f(x)-r_{\Delta}(x)\right|= & \left|(1-\sigma(x-z))\left(f(x)-r_{\Delta_{1}}(x)\right)+\sigma(x-z)\left(f(x)-r_{\Delta_{2}}(x)\right)\right| \\
\geqslant & (1-\sigma(x-z))\left|f(x)-r_{\Delta_{1}}(x)\right|-\sigma(x-z) \\
& \cdot\left(\left\|r_{\Delta_{2}}-f\left(u_{2}\right)\right\|_{C\left[[a, b] \backslash \Delta_{2}\right)}+\left|f\left(u_{2}\right)-f(x)\right|\right) \\
> & \varepsilon_{2}\left(1-\sum_{v=0}^{\mu} \frac{1}{2^{v+2}}\right)\left(1-\frac{1}{2^{\mu+4}}\right)-\frac{\varepsilon_{2}}{2^{\mu+4} V_{\Delta} f} V_{\Delta} f \\
> & \varepsilon_{2}\left(1-\sum_{v=0}^{\mu+1} \frac{1}{2^{v+2}}\right) .
\end{aligned}
$$

Consequently for each $x \in A_{\Delta_{1}}$

$$
\begin{equation*}
\left|f(x)-r_{\Delta}(x)\right|>\varepsilon_{2}\left(1-\sum_{v=0}^{\mu+1} \frac{1}{2^{v+2}}\right) \tag{6}
\end{equation*}
$$

and $f-r_{\Delta}$ has alternate signs at the consecutive points of $A_{\Delta_{1}}$ since $f-r_{\Delta_{1}}$ has alternate signs there.

Similarly, one proves that for each $x \in A_{\Delta_{2}}$ (6) holds true and $f-r_{\Delta}$ has alternate signs at the consecutive points of $A_{\Delta_{2}}$.

From the above arguments it follows that there exists a set $A_{\Delta}$ of $l_{\Delta_{1}}+l_{\Delta_{2}}+1=\sum_{\Delta^{*} \in \Omega_{\Delta}} k_{\Delta^{*}}+1$ different points in $\Delta$ such that

$$
\left|f(x)-r_{\Delta}(x)\right|>\varepsilon_{2}\left(1-\sum_{v=0}^{\mu+1} \frac{1}{2^{v+2}}\right), \quad x \in A_{\Delta}
$$

and $f-r_{\Delta}$ has alternate signs at the consecutive points of $A_{\Delta}$, as required. Thus lemma 11.4 is established with $\mu$ replaced by $\mu+1$.
Completion of the proof of theorem 11.8. By lemma 11.4 with $\mu=s$ there exist a rational function $r$ and a set $A$ of $l+1=\sum_{\Delta \in \Omega} k_{\Delta}+1$ different points $x_{i} \in[a, b], a \leqslant x_{0}<x_{1}<\cdots<x_{l} \leqslant b$, such that

$$
\begin{equation*}
|f(x)-r(x)|>\varepsilon_{2}\left(1-\sum_{v=0}^{s} \frac{1}{2^{v+2}}\right)>\frac{\varepsilon_{2}}{2}, \quad x \in A \tag{7}
\end{equation*}
$$

and $f-r$ has alternate signs at the points $x_{0}, x_{1}, \ldots, x_{l}$ and

$$
\begin{equation*}
\operatorname{deg} r \leqslant \sum_{\Delta \in \Omega} n_{\Delta}+N(s, M,[a, b]) \tag{8}
\end{equation*}
$$

From this it follows that

$$
R_{n}(f,[a, b])_{\mathrm{C}}>\frac{\varepsilon_{2}}{2}
$$

for $n \leqslant N=\sum_{\Delta \in \Omega} k_{\Delta}-\sum_{\Delta \in \Omega} n_{\Delta}-N(s, M,[a, b])-1$. Indeed, suppose to the contrary that there exists a rational function $q$ such that

$$
\begin{equation*}
\|f-q\|_{C[a, b]} \leqslant \varepsilon_{2} / 2 \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{deg} q \leqslant N \tag{10}
\end{equation*}
$$

Then by (7) and (9) it follows that for $x \in A$

$$
|r(x)-q(x)| \geqslant|f(x)-r(x)|-|f(x)-q(x)|>0
$$

and since $f-r$ has alternate signs at $x_{0}, x_{1}, \ldots, x_{l}, r-q$ has alternate signs at $x_{0}, x_{1}, \ldots, x_{l}$. Consequently the rational function $r-q \not \equiv 0$ has at least $l=\sum_{\Delta \in \Omega} k_{\Delta}$ different zeros on $[a, b]$. On the other hand by (8) and (10) we have

$$
\operatorname{deg}(r-q) \leqslant \operatorname{deg} r+\operatorname{deg} q \leqslant \sum_{\Delta \in \Omega} n_{\Delta}+N(s, M,[a, b])+N=\sum_{\Delta \in \Omega} k_{\Delta}-1=l-1
$$

We have a contradiction. Hence

$$
R_{n}(f,[a, b])_{C}>\frac{\varepsilon_{2}}{2}, \quad n \leqslant N
$$

Similarly as in the proof of theorem 5.2 in section 5.2 one easily verifies that

$$
N(s, M,[a, b])+1 \leqslant D m \ln \left(\mathrm{e}+\frac{b-a}{m \varepsilon_{1}}\right) \ln \left(\mathrm{e}+\frac{M}{m \varepsilon_{2}}\right)
$$

and therefore

$$
N \geqslant \sum_{\Delta \in \Omega} k_{\Delta}-\sum_{\Delta \in \Omega} n_{\Delta}-D m \ln \left(\mathrm{e}+\frac{b-a}{m \varepsilon_{1}}\right) \ln \left(\mathrm{e}+\frac{M}{m \varepsilon_{2}}\right)
$$

which establishes the theorem.
Denote

$$
\lambda(x)= \begin{cases}0, & x \leqslant 0 \\ h, & x>0\end{cases}
$$

Lemma 11.5. There exist constants $B_{0}>1$ and $D_{0}>0$ such that for each $\alpha$, $\beta, h>0$ such that $\beta / \alpha \geqslant B_{0}$ there exist a rational function $r^{*}$ of degree $n \geqslant D_{0} \ln (\beta / \alpha)$ and $n+1$ points $u_{i} \in[\alpha, \beta], \alpha \leqslant u_{0}<u_{1}<\cdots<u_{n} \leqslant \beta$, such that

$$
\left|\lambda(x)-r^{*}(x)\right|>\frac{h}{4}, \quad x \in\left\{-u_{i}\right\}_{i=0}^{n} \cup\left\{u_{i}\right\}_{i=0}^{n},
$$

$\lambda-r^{*}$ has alternate signs at the points $-u_{n},-u_{n-1}, \ldots,-u_{0}, u_{0}, u_{1}, \ldots, u_{n}$ and

$$
\left\|r^{*}\right\|_{C((-\infty, x) \backslash[-\beta, \beta])} \leqslant h .
$$

Proof. Put $B_{0}=\exp \left\{2 \pi^{2} / \ln 2\right\}$ and $D_{0}=\ln 2 / 2 \pi^{2}$. Let $\alpha, \beta>0$ and $\beta / \alpha \geqslant B_{0}$. Consider the rational function $r$ from lemma 9.3 in section 9.2 with $\varepsilon=\alpha / \beta$ and $n=2\left[\left(\ln 2 / 2 \pi^{2}\right) \ln (1 / \varepsilon)\right]$, where $[x]$ denotes the integer part of $x$. Since $\beta / \alpha \geqslant B_{0}=\exp \left\{2 \pi^{2} / \ln 2\right\}$ and $\varepsilon=\alpha / \beta$,

$$
\operatorname{deg} r=n \geqslant \frac{\ln 2}{2 \pi^{2}} \ln \frac{\beta}{\alpha}=D_{0} \ln \frac{\beta}{\alpha} \geqslant 1 .
$$

Put $x_{i}=\varepsilon^{(n-i) / n}$ for $i=0,1, \ldots, n$. From the choice of $\varepsilon$ it follows that $\alpha / \beta=x_{0}<x_{1}<\cdots<x_{n}=1$. By lemma 9.3 and the choice of $\varepsilon$ and $n$ we obtain

$$
\left|\operatorname{sign} x_{i}-r\left(x_{i}\right)\right|>\exp \left\{-\pi^{2} \frac{n}{\ln (1 / \varepsilon)}\right\} \geqslant \frac{1}{2}, \quad i=0,1, \ldots, n
$$

and $\operatorname{sign} x-r(x)$ has alternate signs at the points $-x_{n},-x_{n-1}, \ldots,-x_{0}, x_{0}$, $x_{1}, \ldots, x_{n}$. Finally, since $n$ is even, by the definition of $r$ in lemma 9.3 it follows that $|r(x)| \leqslant 1$ for $x \in(-\infty, \infty) \backslash[-1,1]$.

It is readily seen that the rational function $r^{*}(x)=\frac{1}{2} h(1+r(\beta x))$ satisfies the requirements of lemma 11.5 .

A combination of theorem 11.8 and lemma 11.5 implies the following lemma.

Lemma 11.6. Let f be a nondecreasing function defined on $[a, b]$. Suppose that there exist intervals $d_{i}=\left[u_{i}, v_{i}\right], i=1,2, \ldots, m$, such that $0 \leqslant u_{1}<v_{1}<u_{2}<$ $v_{2}<\cdots<u_{m}<v_{m} \leqslant 1, m$ is of the type $m=4 l$, l positive integer, $v_{i}-u_{i}=\eta$, $u_{2 v}-v_{2 v-1}=\varepsilon(v=1,2, \ldots, 2 l)$ and $f(x)=(i-1)$ hfor $x \in d_{i}, i=1,2, \ldots$, , where $\eta, \varepsilon, h>0$ are given numbers such that $\eta / \varepsilon \geqslant B_{0}, B_{0}>1$ is the constant from lemma 11.5 .

Then $R_{n}(f,[0,1])_{C}>h / 8$ for each

$$
n \leqslant \frac{1}{4} D_{0} m \ln \frac{\eta}{\varepsilon}-2 D m \ln \left(\mathrm{e}+\frac{1}{m \eta}\right)
$$

where $D_{0}$ and $D$ are the constants from lemma 11.5 and theorem 11.8 respectively.
Proof. Put $\left[a_{i}, b_{i}\right]=\left[u_{4 i-3}, v_{4 i-2}\right]$ for $i=1,2, \ldots, m / 4$. Obviously $0 \leqslant a_{1}<$ $b_{1}<a_{2}<b_{2}<\cdots<a_{m / 4}<b_{m / 4} \leqslant 1$ and $\min _{1 \leqslant i \leqslant m / 4}\left(a_{i+1}-b_{i}\right)>\eta$. Denote by $\Omega$ the set of the intervals $\left[a_{i}, b_{i}\right]$.

Now we are in a position to apply lemma 11.5 with $\alpha=\frac{1}{2} \varepsilon$ and $\beta=\eta+\frac{1}{2} \varepsilon$ ( $\beta / \alpha=\left(\eta+\frac{1}{2} \varepsilon\right) / \frac{1}{2} \varepsilon>2 \eta / \varepsilon>B_{0}$ by our assumptions). We obtain that for each interval $\Delta \in \Omega, \Delta=[u, v]$, there exist a rational function $r_{\Delta}$ of order $n_{\Delta} \geqslant D_{0} \ln \left(\left(\eta+\frac{1}{2} \varepsilon\right) / \frac{1}{2} \varepsilon\right)>D_{0} \ln (\eta / \varepsilon)$ and a set $A_{\Delta}$ of $k_{\Delta}=2 n_{\Delta}+2$ different points $x_{i} \in \Delta, u \leqslant x_{0}<x_{1}<\cdots<x_{k_{\Delta}} \leqslant v$, such that

$$
\left|f(x)-r_{\Delta}(x)\right|>\frac{h}{4}, \quad x \in A_{\Delta}
$$

$f-r_{\Delta}$ has alternate signs at the points $x_{0}, x_{1}, \ldots, x_{k_{\Delta}}$ and

$$
\left\|r_{\Delta}-f(u)\right\|_{C(\mid C-x, s)|\Delta|} \leqslant h=V_{\Delta} f .
$$

Then by theorem 11.8 we conclude that

$$
\begin{aligned}
R_{n}(f,[0,1])_{C}> & \frac{h}{8} \text { for } n \leqslant N=\sum_{\Delta \in \Omega} k_{\Delta}-\sum_{\Delta \in \Omega} n_{\Delta} \\
& -D \frac{m}{4} \ln \left(\mathrm{e}+\frac{1}{\frac{1}{4} m \eta}\right) \ln \left(\mathrm{e}+\frac{V_{0}^{1} f}{\left(\frac{1}{4} m\right)\left(\frac{1}{4} h\right)}\right) .
\end{aligned}
$$

Clearly

$$
\begin{aligned}
N & \geqslant \frac{1}{4} D_{0} m \ln \frac{\eta}{\varepsilon}-\frac{1}{4} D m \ln \left(\mathrm{e}+\frac{4}{m \eta}\right) \ln (\mathrm{e}+16) \\
& \geqslant \frac{1}{4} D_{0} m \ln \frac{\eta}{\varepsilon}-2 D m \ln \left(\mathrm{e}+\frac{1}{m \eta}\right)
\end{aligned}
$$

Proof of theorem 11.7. A simple change of variables shows that, if theorem 11.7 holds in the case $[a, b]=[0,1]$ and $M=1$, then it holds in the general case. Thus we shall suppose that $[a, b]=[0,1]$ and $M=1$. Also, in view of lemma 11.3, without loss of generality we shall suppose that the modulus of continuity $\omega$ is a concave function on $[0, \infty)$ and $\omega \not \equiv 0$, since $\lim _{\dot{\delta} \rightarrow 0}(\omega(\delta) / \delta)=$ $\infty$ from (1). Note that, because $\omega$ is concave the function $\omega(\delta) / \delta$ is nonincreasing on $(0, \infty)$.
It was proved in theorem 10.8 in section 10.2 that for the rational uniform approximation of absolutely continuous functions $f \in V(\omega)$ with 'good' modulus $\omega$ the o-effect appears. Thus to prove theorem 11.7 we shall construct a singular function like Cantor's well-known singular function.

Choose $\varepsilon_{0}$ such that $0<\varepsilon_{0} \leqslant 1, \omega\left(\varepsilon_{0}\right) \leqslant 1$ and $\omega$ is strictly increasing on $\left[0, \varepsilon_{0}\right]$, which is possible since $\omega$ is nondecreasing and concave on $[0, \infty)$, $\omega(0)=0$ and $\omega \not \equiv 0$. By $\omega^{-1}$ we shall denote the converse function of $\omega$. Then $\omega^{-1}$ is strictly increasing and convex on $\left[0, \omega\left(\varepsilon_{0}\right)\right]$. Of course $\omega^{-1}(0)=0$. From the last facts and (1) it follows that the function $\omega^{-1}(t) / t$ is nondecreasing on $\left(0, \omega\left(\varepsilon_{0}\right)\right]$ and $\lim _{t \rightarrow 0}\left(\omega^{-1}(t) / t\right)=0$.
Let $\left\{s_{v}\right\}_{v=1}^{\infty}$ be an increasing unbounded sequence of integers such that $s_{v}$ is in the form $s_{v}=4 l_{v}, l_{v}$ a positive integer. Define sequences $\left\{m_{v}\right\}_{v=0}^{\infty},\left\{h_{v}\right\}_{v=0}^{\infty}$, $\left\{\varepsilon_{v}\right\}_{v=0}^{\infty}$ and $\left\{\eta_{v}\right\}_{v=1}^{\infty}$ as follows: $m_{0}=1, m_{v}=s_{v} m_{v-1}=\prod_{j=1}^{v} s_{j} ; h_{0}=\omega\left(\varepsilon_{0}\right)$, $h_{v}=h_{v-1} / s_{v}=h_{0} / m_{v}$, where $\varepsilon_{0}$ is from above; $\varepsilon_{v}=\omega^{-1}\left(h_{v}\right) ; \eta_{v}=\varepsilon_{v-1} / s_{v}-\varepsilon_{v}$.

We select the sequence $\left\{s_{v}\right\}_{v=1}^{\infty}$ such that for $v=1,2, \ldots$
(i) $\eta_{v} / \varepsilon_{v} \geqslant B_{0}$,
(ii) $\frac{1}{4} D_{0} m_{v} \ln \frac{\eta_{v}}{\varepsilon_{v}}-2 D m_{v} \ln \left(\mathrm{e}+\frac{1}{m_{v} \eta_{v}}\right) \geqslant \frac{1}{5} D_{0} m_{v} \ln \frac{\eta_{v}}{\varepsilon_{v}} \geqslant \frac{1}{6} D_{0} m_{v} \ln \frac{\varepsilon_{v}-1}{S_{v} \varepsilon_{v}}$,
(iii) $m_{v-1} \omega^{-1}\left(\frac{h_{0}}{m_{v-1}}\right) \geqslant\left(m_{v} \omega^{-1}\left(\frac{h_{0}}{m_{v}}\right)\right)^{1 / 2}$,
(iv) $\frac{1}{m_{v}} \leqslant \omega\left(\varepsilon_{0}\right)$ and $\frac{1}{12} D_{0} m_{v} \ln \frac{1}{m_{v} \omega^{-1}\left(\frac{1}{m_{v}}\right)}>1$,
(v) $\frac{1}{24} D_{0} m_{v} \geqslant 1$ and $m_{v} \omega^{-1}\left(\frac{1}{m_{v}}\right) \leqslant \frac{1}{\mathrm{e}}$,
where $B_{0}, D_{0}$ and $D$ are the positive constants from lemma 11.5 and theorem 11.8 .

Such a choice of $\left\{s_{v}\right\}_{v=1}^{\infty}$ is possible because $\lim _{t \rightarrow 0}\left(\omega^{-1}(t) / t\right)=0$.
Now we construct an auxiliary singular function $g$. Put $\Delta_{1}^{(1)}=\left(0, \varepsilon_{0}\right)$. From the choice of $\varepsilon_{0}$ we have $\Delta_{1}^{(1)} \subset[0,1]$. Divide $\Delta_{1}^{(1)}$ into $s_{1}$ disjoint subintervals of equal length $\varepsilon_{0} / s_{1}$ by means of the points $u_{1, j}^{(1)}=(j-1) \varepsilon_{0} / s_{1}, j=1,2, \ldots, s_{1}$. Set $d_{1, j}^{(1)}=\left[u_{1, j}^{(1)}, v_{1, j}^{(1)}\right], v_{1, j}^{(1)}=u_{1, j}^{(1)}+\eta_{1}$ for $j=1,2, \ldots, s_{1}$ and $E_{1}=E_{1}^{(1)}=$ $\bigcup_{j=1}^{s_{1}} d_{1, j}^{(1)}$. Now we define the function $g$ on the set $E_{1}$ by $g(x)=(j-1) h_{1}$ for $x \in d_{1, j}$.

The set $\Delta_{1}^{(1)} \backslash E_{1}$ consists of $m_{1}=s_{1}$ open intervals each of them having length $\varepsilon_{1}$. Number these intervals in an increasing order by $\Delta_{i}^{(2)}, i=1,2, \ldots, m_{1}$, and let $\Delta_{i}^{(2)}=\left(u_{i}^{(2)}, v_{i}^{(2)}\right)$. We divide each interval $\Delta_{i}^{(2)}$ into $s_{2}$ disjoint subintervals of equal length $\varepsilon_{1} / s_{2}$ by means of the points $u_{i, j}^{(2)}=u_{i}^{(2)}+(j-1) \varepsilon_{1} / s_{2}$, $j=1,2, \ldots, s_{2}$. Set $d_{i, j}^{(2)}=\left[u_{i, j}^{(2)}, v_{i, j}^{(2)}\right], v_{i, j}^{(2)}=u_{i, j}^{(2)}+\eta_{2}$ and $E_{i}^{(2)}=\bigcup_{j=1}^{s_{2}} d_{i, j}^{(2)}, E_{2}=$ $\bigcup_{i=1}^{m_{1}} E_{i}^{(2)}$.

Now we define the function $g$ on the set $E_{2}$ by $g(x)=g\left(u_{i}^{(2)}\right)+(j-1) h_{2}$ for $x \in d_{i, j}^{(2)}$.

Similarly we do the third step. The set $\Delta_{1}^{(1)} \backslash\left(E_{1} \cup E_{2}\right)$ consists of $m_{2}$ disjoint open intervals with length $\varepsilon_{2}$. Number these intervals in an increasing order by $\Delta_{i}^{(3)}, i=1,2, \ldots, m_{2}$, and let $\Delta_{i}^{(3)}=\left(u_{i}^{(3)}, v_{i}^{(3)}\right)$. Divide each interval $\Delta_{i}^{(3)}$ into $s_{3}$ disjoint intervals of equal length $\varepsilon_{2} / s_{3}$ by means of the points $u_{i, j}^{(3)}=u_{i}^{(3)}+$ $(j-1) \varepsilon_{2} / s_{3}, j=1,2, \ldots, s_{3} . \operatorname{Set} d_{i, j}^{(3)}=\left[u_{i, j}^{(3)}, v_{i, j}^{(3)}\right], v_{i, j}^{(3)}=u_{i, j}^{(3)}+\eta_{3}, E_{i}^{(3)}=\bigcup_{j=1}^{s_{3}} d_{i, j}^{(3)}$ and $E_{3}=\bigcup_{i=1}^{m_{2}} E_{i}^{(3)}$. Define the function $g$ on $E_{3}$ by $g(x)=g\left(u_{i}^{(3)}\right)+(j-1) h_{3}$ for $x \in d_{i, j}^{(3)}$.

The sets $E_{4}, E_{5}, \ldots$ are constructed similarly and the function $g$ is defined on $E_{4}, E_{5}, \ldots$ also in a similar way.

Let $g$ be already defined on the set $E=\bigcup_{v=1}^{\infty} E_{v}$ which is dense in $\left[0, \varepsilon_{0}\right]$. Then we set

$$
g(x)=\sup \{g(t): t \in E \text { and } t<x\}, \quad x \in[0,1] \backslash E .
$$

Clearly, the function $g$ is nondecreasing, continuous and singular. Also $g(0)=0$ and $g(1) \leqslant 1$.

Now we estimate the modulus of continuity of $g$. It is sufficient to consider the case $0<\delta \leqslant \varepsilon_{0}$. Suppose $\varepsilon_{k} \leqslant \delta \leqslant \varepsilon_{k-1}, k \geqslant 1$. Then from the definition of $g$ it follows that

$$
\omega(g, \delta)_{C} \leqslant \delta \frac{h_{k-1}}{\varepsilon_{k-1}}+h_{k}=\delta \frac{\omega\left(\varepsilon_{k-1}\right)}{\varepsilon_{k-1}}+\omega\left(\varepsilon_{k}\right) \leqslant \omega(\delta)+\omega\left(\varepsilon_{k}\right) \leqslant 2 \omega(\delta),
$$

where we have used that $\omega(\delta) / \delta$ is nonincreasing on $(0, \infty)$. Consequently

$$
\begin{equation*}
\omega(g, \delta)_{C} \leqslant 2 \omega(\delta), \quad \delta \geqslant 0 \tag{11}
\end{equation*}
$$

Finally, we shall apply lemma 11.6. Let $v \geqslant 1$ and consider $g$ over the intervals $d_{i, j}^{(v)}, j=1,2, \ldots, s_{v}, i=1,2, \ldots, m_{v-1}$. The function $g$ satisfies the assumptions of lemma 11.6 with $m=m_{v}, h=h_{v}, \varepsilon=\varepsilon_{v}$ and $\eta=\eta_{v}\left(\eta_{v} / \varepsilon_{v} \geqslant B_{0}\right.$ by (i)). Then we conclude that

$$
R_{n}(g,[0,1])_{C}>\frac{h_{v}}{8}=\frac{h_{0}}{8 m_{v}}
$$

for each

$$
n \leqslant N_{v}=\frac{1}{4} D_{0} m_{v} \ln \frac{\eta_{v}}{\varepsilon_{v}}-2 D m_{v} \ln \left(\mathrm{e}+\frac{1}{m_{v} \eta_{v}}\right)
$$

By the definitions of $m_{v}, \varepsilon_{v}, \eta_{v}$ and the properties (ii)-(iv) it follows that

$$
\begin{aligned}
N_{v} & \geqslant \frac{1}{6} D_{0} m_{v} \ln \frac{\varepsilon_{v-1}}{s_{v} \varepsilon_{v}}=\frac{1}{6} D_{0} m_{v} \ln \frac{m_{v-1} \omega^{-1}\left(\frac{h_{0}}{m_{v-1}}\right)}{m_{v} \omega^{-1}\left(\frac{h_{0}}{m_{v}}\right)} \\
& \geqslant \frac{1}{12} D_{0} m_{v} \ln \frac{1}{m_{v} \omega^{-1}\left(\frac{h_{0}}{m_{v}}\right)} \\
& \geqslant \frac{1}{12} D_{0} m_{v} \ln \frac{1}{m_{v} \omega^{-1}\left(\frac{1}{m_{v}}\right)} .
\end{aligned}
$$

Consequently for $v=1,2, \ldots$

$$
\begin{equation*}
R_{n}(g,[0,1])_{C}>\frac{h_{0}}{8 m_{v}}, \quad n \leqslant \frac{1}{12} D_{0} m_{v} \ln \frac{1}{m_{v} \omega^{-1}\left(\frac{1}{m_{v}}\right)} \tag{12}
\end{equation*}
$$

For each $v=1,2, \ldots$ choose $n_{v}$ such that

$$
n_{v} \leqslant \frac{1}{12} D_{0} m_{v} \ln \frac{1}{m_{v} \omega^{-1}\left(1 / m_{v}\right)} \leqslant 2 n_{v}
$$

Set $t_{v}=\frac{1}{24} D_{0} m_{v}$. From (v) it follows that $1 \leqslant t_{v} \leqslant n_{v}$. Then we get

$$
\begin{aligned}
& \inf _{1 \leqslant 1 \leqslant n_{v}}\left\{\frac{1}{t}+\omega\left(\frac{1}{t \mathrm{e}^{n_{v} / t}}\right)\right\} \leqslant \frac{1}{t_{v}}+\omega\left(\frac{1}{t_{v} \mathrm{e}^{n_{v} / t_{v}}}\right) \\
& \quad \leqslant \frac{24}{D_{0} m_{v}}+\omega\left(\frac{24}{D_{0} m_{v} \exp \left\{\ln \frac{1}{m_{v} \omega^{-1}\left(1 / m_{v}\right)}\right\}}\right) \\
& \quad \leqslant \frac{24}{D_{0} m_{v}}+\omega\left(\frac{24}{D_{0}} \omega^{-1}\left(\frac{1}{m_{v}}\right)\right) \leqslant \frac{24}{D_{0} m_{v}}+\left(\frac{24}{D_{0}}+1\right) \frac{1}{m_{v}}=\left(\frac{48}{D_{0}}+1\right) \frac{1}{m_{v}} .
\end{aligned}
$$

From this and (12) it follows that

$$
\begin{equation*}
R_{n_{v}}(g)_{C}>C \inf _{1 \leqslant t \leqslant n_{v}}\left\{\frac{1}{t}+\omega\left(\frac{1}{t \mathrm{e}^{\mathrm{n}_{v} / t}}\right)\right\}, \quad v=1,2, \ldots, \tag{13}
\end{equation*}
$$

where $C>0$ is a constant.
By (11) and (13) the function $f=\frac{1}{2} g$ satisfies the requirements of theorem 11.7.

### 11.3 Notes

Theorems 11.1 and 11.2 in the case $k=1$ are proved by J. Szabados (1967b); E.P. Dolženko (1967) has found a comparison between uniform rational and polynomial approximations which is closely connected to theorems 11.1 and 11.2. Theorem 11.3 is due to E.P. Dolženko (1962). Theorem 11.4 is proved by G. Freud (1970). The lower bounds in theorem 11.5 are due to A.P. Bulanov (1969). Theorem 11.6 is trivial and well-known. Theorem 11.7 (with another proof) is due to A. Pekarski (1980a). The exact lower bound for uniform rational approximation of absolutely continuous functions with given modulus of continuity is proved by A.P. Bulanov (1975b).

## 12

## Padé approximations

One of the most popular domains in the theory of approximation of functions by means of rational functions is the theory of the Pade approximations. There exist many books and papers which consider this type of approximations. We want only to mention the excellent monograph in two volumes of Baker and Graves-Morris (1981). Here we want to consider some problems connected with the convergence of the Pade approximants, which are not entirely included in that monograph. These results are due to A.A. Gonchar and the group of mathematicians headed by him.

In section 12.1 we give the definition and some promerties of Padé approximants. In section 12.2 we have direct results for the convergence of Padé approximants - the classical theorem of Montessus de Ballore and one of its generalizations, which is due to A.A. Gonchar (1975a). In section 12.3 we give one converse theorem for the convergence of Pade approximants with fixed degree of denominator (the rows of the Padé-table) which is due to Gonchar (unpublished). In section 12.4 we give one more converse theorem of Gonchar connected with the diagonal of the Pade-table. In the notes to the chapter we give some more information about these problems.

### 12.1 Definition and properties of the Padé approximants

Let

$$
\begin{equation*}
f(z)=\sum_{v=0}^{\infty} f_{v} z^{v} \tag{1}
\end{equation*}
$$

be a formal power series. Let $n$ and $m$ be two nonnegative integers.
Usually the Padé approximant $\pi_{n m}=P_{n m} / Q_{n m}, P_{n m} \in P_{n}, Q_{n m} \in P_{m}$, of order $(n, m)$ of $(1)$ is given by the condition

$$
\begin{equation*}
Q_{n m}(z) f(z)-P_{n m}(z)=\mathrm{O}\left(z^{n+m+1}\right) .^{\dagger} \tag{2}
\end{equation*}
$$

$\dagger \varphi(z)=\mathrm{O}\left(z^{n+m+1}\right) \Leftrightarrow \limsup _{z \rightarrow 0}\left|\varphi(z) / z^{n+m+1}\right|<\infty$.

Let

$$
\begin{align*}
& P_{n m}(z)=a_{n} z^{n}+\cdots+a_{1} z+a_{0}  \tag{3}\\
& Q_{n m}(z)=b_{m} z^{m}+\cdots+b_{1} z+b_{0} \tag{4}
\end{align*}
$$

Let us put (1), (3) and (4) in (2):

$$
\left(b_{m} z^{m}+\cdots+b_{0}\right)\left(\sum_{v=0}^{\infty} f_{v} z^{v}\right)-\left(a_{n} z^{n}+\cdots+a_{0}\right)=\mathrm{O}\left(z^{n+m+1}\right)
$$

If we write the conditions that the coefficients on the left side before $z^{k}$, $k=0, \ldots, n+m$, are zero, we obtain:

$$
\left.\begin{array}{c}
a_{0}=f_{0} b_{0}, \\
a_{1}=f_{0} b_{1}+f_{1} b_{0},  \tag{6}\\
a_{2}=f_{0} b_{2}+f_{1} b_{1}+f_{2} b_{0}, \\
\ldots \\
a_{n}=\sum_{i=1}^{\min (n, m)} f_{n-i} b_{i}+f_{n} b_{0}, \\
b_{0} f_{n+1}+b_{1} f_{n}+\cdots+b_{m} f_{n-m+1}=0 \\
b_{0} f_{n+2}+b_{1} f_{n+1}+\cdots+b_{m} f_{n-m}=0 \\
\cdots \\
b_{0} f_{n+m}+b_{1} f_{n+m-1}+\cdots+b_{m} f_{n}=0
\end{array}\right\}
$$

(we set here and in what follows $f_{i}=0$ for $i<0$ ).
The system (6) is a system of $m$ linear algebraic equations with $m+1$ unknown coefficients $b_{0}, \ldots, b_{m}$, which has always a solution. If we know a solution of the system (6), we can find the coefficients of the numerator $a_{0}$, $a_{1}, \ldots, a_{n}$ from the equations (5).

One solution of the systems (5), (6) is given by

$$
\begin{align*}
& \tilde{P}_{n m}(z)=\left|\begin{array}{llll}
f_{n-m+1} & & \cdots & f_{n+1} \\
f_{n} & \cdots & \\
\sum_{i=0}^{n-m} f_{i} z^{m+i} & \sum_{n+1}^{n-m+1} f_{i} z^{m+i-1} & \cdots & f_{n+m} \\
\cdots & \sum_{i=0}^{n} f_{i} z^{i}
\end{array}\right|, \\
& \tilde{Q}_{n m}(z)=\left|\begin{array}{lllll}
f_{n-m+1} & f_{n-m+2} & \cdots & f_{n} & f_{n+1} \\
f_{n-m+2} & f_{n-m+3} & \cdots & f_{n+1} & f_{n+2} \\
& & \cdots & & \\
f_{n} & f_{n+1} & \cdots & f_{n+m-1} & f_{n+m} \\
z^{m} & z^{m-1} & \cdots & z & 1
\end{array}\right| . \tag{7}
\end{align*}
$$

It is not difficult to verify that $\widetilde{P}_{n m}$ and $\widetilde{Q}_{n m}$ given by (7) satisfy (2).

From (7) we see that the condition $\tilde{Q}_{n m}(0) \neq 0$ is equivalent to the condition

$$
C(n, m)=\left|\begin{array}{llll}
f_{n} & f_{n-1} & \cdots & f_{n-m+1} \\
f_{n+1} & f_{n} & \cdots & f_{n-m} \\
& & \cdots & \\
f_{n+m-1} & f_{n+m-2} & \cdots & f_{n}
\end{array}\right| \neq 0
$$

The modern definition by Baker (1973) of Pade approximant of order ( $n, m$ ) is the following.

We say that the Pade approximant of order $(n, m)$ exists if there exist two polynomials $P_{n m} \in P_{n}$ and $Q_{n m} \in P_{m}$ such that
(i) $f(z)-P_{n m}(z) / Q_{n m}(z)=\mathrm{O}\left(z^{n+m+1}\right)$,
(ii) $Q_{n m}(0)=1$.

Then we set $\pi_{n m}=P_{n m} / Q_{n m}$ as ( $n, m$ )-th Padé approximant.
The conditions (i), (ii) are equivalent to the condition that the system (6) has a solution with $b_{0}=1$. The last condition is equivalent to the condition $C(n, m) \neq 0$.

Sometimes the problem of Pade approximation is given in the following form: find $P_{n m} \in P_{n}$ and $Q_{n m} \in P_{m}$ such that

$$
\begin{equation*}
f(z)-\frac{P_{n m}(z)}{Q_{n m}(z)}=\mathrm{O}\left(z^{n+m+1}\right) . \tag{8}
\end{equation*}
$$

The problems (2) and (8) are equivalent if $C(n, m) \neq 0$. But if $\dot{C}(n, m)=0$, in the general case it is not so.

A solution of the problem (2) always exists (for example given by (7)), but it is possible that there does not exist a solution of the problem (8). For example it is easy to see that for $f(z)=1+z^{2}$ there does not exist a solution of (8) of order ( 1,1 ) (see Baker and Graves-Morris (1981)).

We shall not go into details when the solution of (8) exists.
In what follows Pade approximant we shall understand in the sense of Baker (i), (ii).

Usually the Padé approximants of order $(n, m)$ are displayed in a table, called the Padé-tables, as follows:

|  | $n$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| $m$ | 0 | 1 | 2 | 3 |
| 0 | $(0,0)$ | $(1,0)$ | $(2,0)$ | $(3,0)$ |
| 1 | $(0,1)$ | $(1,1)$ | $(2,1)$ | $(3,1)$ |
| 2 | $(0,2)$ | $(1,2)$ | $(2,2)$ | $(3,2)$ |

The approximants with a given $m,(0, m),(1, m),(2, m), \ldots$, are called a row of the Padé-table. The approximants $(0,0),(1,1),(2,2), \ldots$ are called the diagonal of the Padé-table.

As an example of a Padé approximant let us consider the ( $n, m$ )-th Padé approximant $\pi_{n m}=P_{n m} / Q_{n m}$ to $\mathrm{e}^{x}$. The following representation was given by O. Perron:

$$
\left.\begin{array}{l}
P_{n m}(z)=\frac{1}{(n+m)!} \int_{0}^{\infty} t^{m}(t+z)^{n} \mathrm{e}^{-t} \mathrm{~d} t  \tag{9}\\
Q_{n m}(z)=\frac{1}{(n+m)!} \int_{0}^{\infty}(t-z)^{m} t^{n} \mathrm{e}^{-t} \mathrm{~d} t
\end{array}\right\}
$$

Obviously we have $P_{n m} \in P_{n}, Q_{n m} \in P_{m}$. On the other hand $Q_{n m}(0)=1$. To prove that (9) is the $(n, m)$-th Pade approximant to $\mathrm{e}^{x}$ let us calculate $Q_{n m}(z) \mathrm{e}^{z}-P_{n m}(z)$. We have

$$
\begin{aligned}
\mathrm{e}^{z} Q_{n m}(z)-P_{n m}(z) & =\frac{1}{(n+m)!}\left\{\int_{0}^{\infty}(t-z)^{m} t^{n} \mathrm{e}^{-t+z} \mathrm{~d} t-\int_{0}^{\infty} t^{m}(t+z)^{n} \mathrm{e}^{t} \mathrm{~d} t\right\} \\
& =\frac{1}{(n+m)!} \int_{0}^{z} t^{n}(t-z)^{m} \mathrm{e}^{-t} \mathrm{~d} t \\
& =(-1)^{n} \frac{z^{n+m+1}}{(n+m)!} \int_{0}^{1} u^{n}(1-u)^{m} \mathrm{e}^{u z} \mathrm{~d} u
\end{aligned}
$$

Since the integral is an analytic function in the neighborhood of $z=0$, the last equality shows that $\pi_{n m}=P_{n m} / Q_{n m}$ given by (9) is the ( $n, m$ )-th Pade approximant to $\mathrm{e}^{x}$.

We shall use in this chapter the following well-known lemma of Cauchy and Hadamard.

Lemma 12.1. Suppose for the formal series

$$
f(z)=\sum_{v=0}^{\infty} f_{v} z^{v}
$$

we have

$$
\limsup _{n \rightarrow \infty}\left|f_{n}\right|^{1 / n} \leqslant \rho .
$$

Then $f$ is a holomorphic function in the open disk $|z|<1 / \rho$.

### 12.2 Direct theorem for the rows of the Padé-table

In the theory of convergence of the Pade approximants two types of questions arise: the direct type theorems and the converse type theorems. Under direct
theorem in the theory of Pade approximation we understand the following one: if we know something about the function $f$, for which we consider the formal power series

$$
\begin{equation*}
f(z)=\sum_{v=0}^{\infty} f_{v} z^{v} \tag{1}
\end{equation*}
$$

(for example the number of the poles in some domain), what can we say about the corresponding Padé approximants, for example for their poles?

Under converse theorem in the theory of Pade approximation we understand the following one: if we know something about the Pade approximants of $f$, for example the number and situations of their poles, what can we say about the function $f$ ?

A typical direct theorem in Pade approximation is the classical theorem of Montessus de Ballore.

Theorem 12.1. Let (1) represent the function $f$ in a neighbourhood of $z=0$ (i.e. $f$ is holomorphic in $z=0$ ). Let $D_{m}=\left\{z:|z|<R_{m}\right\}$ be the greatest disk centered at the origin inside of which $f$ has a meromorphic continuation with no more than $m$ poles (counting multiplicities). If $D_{m}$ contains exactly $k$ distinct poles $z_{1}, \ldots, z_{k-1}, z_{k}$ of $f$ of multiplicities $p_{1}, \ldots, p_{k}$ respectively and

$$
\begin{equation*}
\sum_{i=1}^{k} p_{i}=m \tag{2}
\end{equation*}
$$

then the sequence of $(n, m)$-th Padé approximants, $m$ fixed, converges uniformly to $f$ as $n \rightarrow \infty$ on each compact $K, K \subset D_{m}^{\prime}=D_{m} \backslash\left\{z_{1}, \ldots, z_{k}\right\}$.

The poles of denominators $Q_{n m}$ of the ( $n, m$ )-th Padé approximant $\pi_{n m}=$ $P_{n m} / Q_{n m}$ tend to the poles of $f$ in $D_{m}$.

More exactly, there exists an algebraic polynomial $Q_{m} \in P_{m}$,

$$
Q_{m}(z)=\prod_{i=1}^{k}\left(z-z_{i}\right)^{p_{i}} /(-1)^{m} \prod_{i=1}^{k} z_{i}^{p_{i}}
$$

such that

$$
\limsup _{n \rightarrow \infty}\left\|Q_{n m}-Q_{m}\right\|^{1 / n}=\frac{\max \left\{\left|z_{i}\right|: 1 \leqslant i \leqslant k\right\}}{R_{m}}<1
$$

where $\|\cdot\|$ is some norm in $P_{m}$ (the space of all algebraic polynomials of $m$ th degree is a finite dimensional normed linear space and all norms in $P_{m}$ are equivalent).
A.A. Gonchar (1975a) proved that even in the case when $p_{1}+\cdots+p_{k}<m$ (see the conditions of theorem 12.1) each pole of $f$ in $D_{m}$ attracts at least as many poles of $\pi_{n m}, m$ fixed, as is its order of multiplicity.

We shall not prove here this direct theorem because for the converse theorem 12.3 we shall need only a weaker result (theorem 12.2). For some
proofs of Montessus's theorem 12.1 see Baker and Graves-Morris (1981).
It is a well-known fact in the theory of Pade approximations that in general when we consider ( $n, m$ )-th Padé approximants to functions $f$ with numbers of poles less than $m$ (for example entire functions), the poles of the Pade approximants $\pi_{n m}$ can form a dense set in the plane (see Perron (1957, Chapter 4), Baker and Graves-Morris (1981, Chapter 6)). We shall not consider here questions of such type. Let us mention only that usually the direct theorems for the convergence of Pade approximants are given in terms of measure or capacity (see the notes at the end of the chapter).

In what follows $G$ is an open domain in the complex plane $\mathbb{C}$ containing the origin with boundary $\Gamma$. We set $\bar{G}=G \cup \Gamma$.

The set of all holomorphic functions in the domain $G$ (in the closed set $\bar{G}$ ) we shall denote by $\mathscr{H}(G)(\mathscr{H}(\bar{G}))$.

We shall give first two lemmas, following Baker and Graves-Morris (1981).
Lemma 12.2. Let $f \in \mathscr{H}(G)$ and let $f$ be continuous in $G$. Then the Pade approximant of order $(n, 0)$ (the Maclaurin polynomial of order $n$ ) is given by

$$
\begin{equation*}
\pi_{n 0}(z)=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \frac{t^{n+1}-z^{n+1}}{t-z} \frac{f(t)}{t^{n+1}} \mathrm{~d} t \tag{3}
\end{equation*}
$$

Proof. Since

$$
\frac{t^{n+1}-z^{n+1}}{t-z}=\sum_{j=0}^{n} t^{n-j_{z} j}
$$

we obtain that for $\pi_{n 0}$ given by (1) we have

$$
\pi_{n 0}=\sum_{j=0}^{n} z^{j} \frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \frac{t^{n-j} f(t)}{t^{n+1}} \mathrm{~d} t=\sum_{j=0}^{n} \frac{f^{(j)}(0)}{j!} z^{j}
$$

In what follows we shall assume that appropriate ( $n, m$ )-th Padé approximants exist.

Lemma 12.3. Let $f \in \mathscr{H}(G)$ and let $f$ be continuous in $\bar{G}$. For every algebraic polynomial $R_{m}$ of degree at most $m, R_{m}(0) \neq 0$, we have

$$
f(z)-\pi_{n m}(z)=\frac{z^{n+m+1}}{2 \pi i Q_{n m}(z) R_{m}(z)} \int_{\Gamma} \frac{f(t) Q_{n m}(t) R_{m}(t)}{t^{n+m+1}(t-z)} \mathrm{d} t
$$

where $\pi_{n m}=P_{n m} / Q_{n m}$ is the ( $n, m$ )-th Padé approximant to $f$.
Proof. Let $\pi_{n m}=P_{n m} / Q_{n m}$ be the $(n, m)$-th Padé approximant to $f$. Let us consider the Maclaurin polynomials $\pi_{(n+m) 0}$ of order $n+m$ for the function $f(z) Q_{n m}(z) R_{m}(z)$. By lemma 12.2 we have

$$
\begin{equation*}
\pi_{n+m, 0}(z)=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \frac{t^{n+m+1}-z^{n+m+1}}{t-z} \frac{f(t) Q_{n m}(t) R_{m}(t)}{t^{n+m+1}} \mathrm{~d} t \tag{4}
\end{equation*}
$$

Since $f Q_{n m} R_{m} \in \mathscr{H}(\bar{G})$, by Cauchy's theorem we get

$$
\begin{equation*}
f(z) Q_{n m}(z) R_{m}(z)=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \frac{f(t) Q_{n m}(t) R_{m}(t)}{t-z} \mathrm{~d} t . \tag{5}
\end{equation*}
$$

From (4) and (5) we obtain

$$
\begin{equation*}
f(z) Q_{n m}(z) R_{m}(z)-\pi_{n+m, 0}(z)=\frac{z^{n+m+1}}{2 \pi \mathrm{i}} \int_{\Gamma} \frac{f(t) Q_{n m}(t) R_{m}(t)}{(t-z) t^{n+m+1}} \mathrm{~d} t . \tag{6}
\end{equation*}
$$

The Padé condition gives us:

$$
f(z) Q_{n m}(z) R_{m}(z)-P_{n m}(z) R_{m}(z)=\mathrm{O}\left(z^{n+m+1}\right) .
$$

Together with $R_{m}(0)=0$, we obtain from here

$$
\pi_{n+m, 0}(z)=P_{n m}(z) R_{m}(z)+\mathrm{O}\left(z^{n+m+1}\right)=P_{n m}(z) R_{m}(z)
$$

and (6) gives us the statement of the lemma.
Remark. Using lemma 12.3 Saff (1972) gives a generalization of Montessus's theorem for multipoint Padé approximation; see also Baker, Graves-Morris (1981).

Theorem 12.2. Let $f(z)$ be an analytic function at $z=0$ and let $f$ be meromorphic in $\bar{D}=\{z:|z| \leqslant R\}$ with exactly spoles, counting multiplicity, $\alpha_{1}, \ldots, \alpha_{s},\left|\alpha_{i}\right|<R$, $i=1, \ldots$, s. Let $m \geqslant s$ and let $\pi_{n m}=P_{n m} / Q_{n m}$ be the ( $n, m$ )-th Padé approximant to $f$. Let there exist an algebraic polynomial $Q_{m} \in P_{m}$ such that

$$
\begin{equation*}
\left\|Q_{n m}-Q_{m}\right\| \underset{n \rightarrow \infty}{\longrightarrow} 0, \tag{7}
\end{equation*}
$$

where $\|\cdot\|$ is some norm in $P_{m}$, and the zeros of $Q_{m}$ are the points $z_{1}, z_{2}, \ldots, z_{m}$.
Then all zeros of $f$ are in the set $\left\{z_{1}, \ldots, z_{m}\right\}$.
On every compact set $K$,

$$
K \subset\{z:|z|<R\} \backslash\left\{z_{1}, z_{2}, \ldots, z_{m}\right\},
$$

we have uniform convergence of $\pi_{n m}$ to $f, n \rightarrow \infty$.
Proof. Let us consider first the case when all points $\alpha_{i}, i=1, \ldots, s$, are different. Let us set

$$
q_{s}(z)=\left(z-\alpha_{1}\right) \cdots\left(z-\alpha_{s}\right) .
$$

Then $f q_{s} \in \mathscr{H}(\bar{D})$ and lemma 12.3 with $R_{m}=1$ gives us

$$
\begin{equation*}
f(z)-\pi_{n m}(z)=\frac{z^{n+m+1}}{2 \pi i Q_{n m}(z) q_{s}(z)} \int_{\Gamma} \frac{f(t) q_{s}(t) Q_{n m}(t)}{(t-z) t^{n+m+1}} \mathrm{~d} t, \tag{8}
\end{equation*}
$$

where $\pi_{n m}=P_{n m} / Q_{n m}$ is the ( $n, m$ )-th Padé approximant to $f$, and $\Gamma\{z:|z|=R\}$.

Let us set

$$
D=\{z:|z|<R\}, \quad A=\left\{\alpha_{1}, \ldots, \alpha_{s}, z_{1}, \ldots, z_{m}\right\} .
$$

Let $K$ be arbitrary compact, $K \subset D \backslash A$. Then

$$
\inf \{|z-\bar{z}|: z \in K, \bar{z} \in A\}=\delta>0
$$

and therefore (7) gives us that for $n>N_{1}$ we have

$$
\begin{equation*}
\inf \left\{\left|Q_{n m}(z) q_{s}(z)\right|: z \in K\right\}=\delta_{1}>0 \tag{9}
\end{equation*}
$$

Let us set $\rho=\sup \{|z|: z \in K\}$. Since $K \subset D$ we have $0 \leqslant \rho<\boldsymbol{R}$.
On the other hand the condition (5) gives us that $\left\|Q_{n m}\right\|_{C(\Gamma)} \leqslant 2\left\|Q_{m}\right\|_{C(\Gamma)}$ for $n>N_{2}$.

Consequently from (8), (9) we obtain $\left(n>\max \left\{N_{1}, N_{2}\right\}\right)$

$$
\begin{equation*}
\left\|f-\pi_{n m}\right\|_{C(K)} \leqslant\left(\frac{\rho}{R}\right)^{n+m+1} \frac{2\left\|f q_{s}\right\|_{\mathbf{C}(\Gamma)}\left\|Q_{m}\right\|_{C(\Gamma)}}{\delta_{1}(R-\rho)} \tag{10}
\end{equation*}
$$

Since $0 \leqslant \rho<R$, we obtain geometric uniform convergence of $\pi_{n m}$ to $f$ on $K$. Using (10) we shall prove that every $\alpha_{i}, i=1, \ldots, s$, is in the set $\left\{z_{1}, \ldots, z_{m}\right\}$. Let us assume the converse, that there exists $\alpha_{i_{0}} \notin\left\{z_{1}, \ldots, z_{m}\right\}$. Then there is a disk $G=\left\{z:\left|z-\alpha_{i_{0}}\right| \leqslant \theta_{0}\right\}$ with the following properties:
(a) if $n>N_{3}, \pi_{n m}$ is holomorphic in $G$ (this follows from (7)),
(b) $G$ contains no other zeros of $f$ except $\alpha_{i_{0}}$,
(c) $G \subset D$.

From (10) and (a) -(c) it follows that for every $n, 0<\theta<\theta_{0}$, for the compact $K(\theta)=\left\{z: \theta \leqslant\left|z-\alpha_{i_{0}}\right| \leqslant \theta_{0}\right\}$ we have

$$
\begin{equation*}
\left\|f-\pi_{n m}\right\|_{C(K(\theta))}=\mathrm{O}\left(q(\theta)^{n}\right) \tag{11}
\end{equation*}
$$

where $0<q(\theta)<1, q(\theta)$ depends on $\theta$.
Using the maximum principle for $\pi_{n m}$ with respect to $G$ we obtain from (11) that for $n>N_{3}$ we have

$$
\begin{equation*}
\left\|\pi_{n m}\right\|_{C(G)} \leqslant M \tag{12}
\end{equation*}
$$

where $0<M<\infty\left(f\right.$ is holomorphic in $K(\theta), \pi_{n m}$ is holomorphic in $G$ for $n>N_{3}$ ).

But (12) contradicts (11) for small $\theta$, since $|f(z)| \rightarrow \infty, z \rightarrow \alpha_{i_{0}}$.
Therefore $\alpha_{i_{0}}$ is in the set $\left\{z_{1}, \ldots, z_{m}\right\}$.
The case when $\alpha_{i_{0}}$ is a pole with multiplicity follows by continuity arguments.

### 12.3 Converse theorem for the rows of the Padé-table

In this section we shall prove one theorem of A.A. Gonchar for the convergence of the rows of the Padé-table. Let us establish our notations.

Let

$$
\begin{equation*}
f(z)=\sum_{v=0}^{\infty} f_{v} z^{v} \tag{1}
\end{equation*}
$$

be a formal power series, and $m \geqslant 0$ be a fixed natural number.
We denote by $\pi_{n m}=\pi_{n m}(f)$ the ( $n, m$ )-th Padé-approximant for the formal series (1), i.e. $Q_{n m}(0)=1$,

$$
\pi_{n m}=P_{n m} / Q_{n m}, \quad P_{n m} \in P_{n}, \quad Q_{n m} \in P_{m}, \quad Q_{n m}(z) f(z)-P_{n m}(z)=\mathrm{O}\left(z^{n+m+1}\right)
$$

We shall assume that such an approximant exists.
Let $\rho>0$. We denote by $D_{\rho}$ the disk $D_{\rho}=\{z:|z| \leqslant \rho\}$. We set $\Gamma_{\rho}=\partial D_{\rho}=$ $\{z:|z|=\rho\}$.

Let $\tilde{M}_{m}\left(D_{\rho}\right)$, respectively $M_{m}\left(D_{\rho}\right)$, denote the classes of functions, analytic at $z=0$, which have meromorphic continuation in $D_{\rho}$ with $\leqslant m$, respectively $=m$, poles in $D_{\rho}$.

We denote by $D_{m}(f)$ the maximal disk in which (1) has a meromorphic continuation belonging to $\tilde{M}_{m}\left(D_{m}(f)\right)$. We set $R_{m}(f)=R_{m}$ the radius of $D_{m}(f)$, so $R_{0}(f)=R_{0}$ is the radius of convergence of the series (1). If (1) diverges at $z=0$, we set $R_{0}=0$.

Theorem 12.3 (A.A. Gonchar, unpublished). Let (1) represent a formal power series and let $m \geqslant 0$ be a fixed natural number. Suppose for every natural number $n \geqslant 0$ we have $\operatorname{deg} Q_{n m}=m$. Let there exist an algebraic polynomial $Q \in P_{m}, Q(0) \neq 0$, such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|Q_{n m}-Q\right\|^{1 / n} \leqslant q<1 \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
Q(z)=\left(\prod_{k=1}^{m}\left(z-z_{k}\right)\right) /(-1)^{m} \prod_{k=1}^{m} z_{k} \tag{3}
\end{equation*}
$$

where $\|\cdot\|$ is some norm in $P_{m}$ (see 12.2).
Then
(a) $R_{0}>0$,
(b) $f \in M_{m}\left(D_{R}\right)$, where $R \geqslant \max \left\{\left|z_{k}\right|: 1 \leqslant k \leqslant m\right\} / q$,
(c) the poles of $f$ in $D_{R}$ are the points $z_{1}, \ldots, z_{m}$.

Remark. Some of the points can coincide.
Proof. Let us have

$$
Q_{n m}(z)=\left(\prod_{k=1}^{m}\left(z-z_{n, k}\right)\right) /(-1)^{m} \prod_{k=1}^{m} z_{n, k}
$$

Since

$$
\begin{equation*}
Q(0) \neq 0 \tag{4}
\end{equation*}
$$

we have

$$
0<\left|z_{k}\right|, \quad k=1, \ldots, m
$$

Since all norms in $P_{m}$ are equivalent, i.e. if $\|\cdot\|$ and $\||\cdot \||$ are two norms in $P_{m}$, then there exist constants $c_{1}(m)$ and $c_{2}(m)$, depending only on the dimension $m+1$ of $P_{m}$, such that

$$
c_{2}(m)\|p\| \leqslant\|p\| \leqslant c_{1}(m)\|p\|, \quad p \in P_{m}
$$

and $\max \left\{\left|z_{k}\right|: 1 \leqslant k \leqslant m\right\}=\|Q Q\|$ is an equivalent norm to $\|Q\|$, from (2) it follows that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|z_{n, k}-z_{k}\right|^{1 / n} \leqslant q<1 . \tag{5}
\end{equation*}
$$

To prove (a) let us consider the algebraic polynomial

$$
\begin{equation*}
Q_{n m}(z)=1+a_{n 1} z+\cdots+a_{n m} z^{m} \tag{6}
\end{equation*}
$$

From (3) and (5) it follows that the sequences $\left\{z_{n, k}\right\}_{n=1}^{\infty}, k=1, \ldots, m$, are convergent and therefore the sequences $\left\{a_{n i}\right\}_{n=1}^{\infty}, i=1, \ldots, m$, are also convergent. Let us set $a_{i}=\lim _{n \rightarrow \infty} a_{n i}, i=1, \ldots, m$. It follows from (2), (5), (6) that

$$
\begin{equation*}
Q(z)=1+a_{1} z+\cdots+a_{m} z^{m} \tag{7}
\end{equation*}
$$

Let $M=\max _{1 \leqslant k \leqslant m}\left|a_{k}\right|$. Let $\delta>0$ be an arbitrary positive number. Then for every $n$ sufficiently large, $n>N_{0}$, we have

$$
\begin{equation*}
\left|a_{n k}\right| \leqslant M+\delta, \quad k=1, \ldots, m \tag{8}
\end{equation*}
$$

Let us set

$$
\begin{align*}
c & =(M+\delta) m,  \tag{9}\\
\left|f_{v_{\delta}}\right| & \left.=\max \left\{\left|f_{v}\right|: v \leqslant N_{0}\right\},\right\}
\end{align*}
$$

where $f_{v}$ are given by (1).
From the definition of the $(n-1, m)$-th Padé-approximant and (6) it follows that

$$
\begin{equation*}
f_{n}+a_{n-1,1} f_{n-1}+\cdots+a_{n-1, m} f_{n-m}=0 \tag{10}
\end{equation*}
$$

Let $n-1>N_{0}$. From (10), (8) and (9) we get

$$
\begin{equation*}
\left|f_{n}\right| \leqslant c \max _{1 \leqslant k \leqslant m}\left|f_{n-k}\right| \tag{11}
\end{equation*}
$$

If we set $\left|f_{n-k_{1}}\right|=\max _{1 \leqslant k \leqslant m}\left|f_{n-k}\right|$, then (11) gives us

$$
\begin{equation*}
\left|f_{n}\right| \leqslant c\left|f_{n-k_{1}}\right| \tag{12}
\end{equation*}
$$

where $1 \leqslant k_{1} \leqslant m$.
If $n-k_{1}>N_{0}$, then applying to $\left|f_{n-k_{1}}\right|$ estimates of the types (10), (12) we get

$$
\left|f_{n}\right| \leqslant c^{2}\left|f_{n-k_{1}-k_{2}}\right|
$$

where $\left|f_{n-k_{1}-k_{2}}\right|=\max \left\{\left|f_{n-k_{1}-k}\right|: 1 \leqslant k \leqslant m\right\}$.

If $n-k_{1}-k_{2}>N_{0}$, again using inequalities of the type (12) we obtain

$$
\left|f_{n}\right| \leqslant c^{3}\left|f_{n-k_{1}-k_{2}-k_{3}}\right|, \quad 1 \leqslant k_{i} \leqslant m, \quad i=1,2,3 .
$$

Continuing in such a way we obtain that

$$
\begin{equation*}
\left|f_{n}\right| \leqslant c^{l(n)}\left|f_{n-k_{1}-\cdots-k_{1(n)}}\right|, \tag{13}
\end{equation*}
$$

where $n-k_{1}-\cdots-k_{l(n)} \leqslant N_{0}<n-k_{1}-\cdots-k_{l(n)-1}, 1 \leqslant k_{i} \leqslant m, i=1, \ldots, l(n)$. Using (19) we get

$$
\left|f_{n}\right| \leqslant c^{l(n)}\left|f_{v_{j}}\right| .
$$

From here we obtain

$$
\limsup _{n \rightarrow \infty}\left|f_{n}\right|^{1 / n} \leqslant \limsup _{n \rightarrow \infty} c^{l(n) / n}\left|f_{v_{\delta}}\right|^{1 / n}
$$

Since evidently $l(n) \leqslant n$, from here we get

$$
\limsup _{n \rightarrow \infty}\left|f_{n}\right|^{1 / n}=A<\infty
$$

From this inequality and lemma 12.1 it follows that $R_{0}=1 / A>0$, which proves (a).

Let us prove now (b) and (c).
From $R_{0}>0$ it follows that $R_{m}>0$.
We shall prove the following statement: in the assumption of theorem 12.3 if $f \in M_{s}\left(D_{\rho}\right)$ and $s<m$, then $R_{m} \geqslant \rho q^{-1}$ where $q$ is given by (2) and (5).

It follows from the direct theorem 12.2 and the conditions of theorem 12.3 that if $f \in M_{s}\left(D_{\rho}\right), s<m$, then $\pi_{n m}$ converges, as $n \rightarrow \infty$, uniformly to the function $f$ in every compact $K \subset D_{\rho}^{*}, D_{\rho}^{*}=D_{\rho} \backslash\left\{z: z\right.$ is a pole of $f$ in $\left.D_{\rho}\right\}$, and the poles of $f$ in $D_{\rho}$ are in the set $\left\{z_{1}, \ldots, z_{m}\right\}$. Let the poles of $f$ in $D_{\rho}$ be $z_{1}^{\prime}, \ldots, z_{s}^{\prime}$ and let us set $q_{s}(z)=\prod_{k=1}^{s}\left(z-z_{k}^{\prime}\right), F=f q_{s}$. Then $F$ is a holomorphic function in $D_{\rho}$. Since $\operatorname{deg} q_{s}<m$, the definition of the Padéapproximants gives us

$$
\begin{equation*}
\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{\rho-\varepsilon}} \frac{F(z) Q_{n m}(z)}{z^{n+m+1}} \mathrm{~d} z=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{\rho-\varepsilon}} \frac{q_{s}(z) P_{n m}(z)+\mathrm{O}\left(z^{n+m+1}\right)}{z^{n+m+1}} \mathrm{~d} z=0 \tag{14}
\end{equation*}
$$

where $\varepsilon>0$ is such that $\left|z_{i}^{\prime}\right| \leqslant \rho-\varepsilon, i=1, \ldots, s$.
From (14) we obtain

$$
\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{\rho-\varepsilon}} \frac{F(z) Q(z)}{z^{n+m+1}} \mathrm{~d} z=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{\rho-\varepsilon}} \frac{F(z)\left(Q(z)-Q_{n m}(z)\right)}{z^{n+m+1}} \mathrm{~d} z
$$

and using (2) we get

$$
\begin{equation*}
\left|\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{\rho-\varepsilon}} \frac{F(z) Q(z)}{z^{n+m+1}} \mathrm{~d} z\right| \leqslant c_{1}\left(\frac{q}{\rho-\varepsilon}\right)^{n+m+1}, \tag{15}
\end{equation*}
$$

where $c_{1}$ depends on $f, m, q$, but not on $n$. Since $\varepsilon>0$ can be arbitrary small, and

$$
\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{p-k}} \frac{F(z) Q(z)}{z^{n+m+1}} \mathrm{~d} z=\tilde{F}_{n+m}
$$

where $\tilde{F}_{n+m}$ is the $(n+m)$-th Taylor coefficient of the function $F Q$, we obtain from (15)

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|\tilde{F}_{n}\right|^{1 / n} \leqslant q / \rho \tag{16}
\end{equation*}
$$

Lemma 12.1 then gives us that $F Q$ is a holomorphic function in $D_{\rho / q}$. Since $F Q=f q_{s} Q$ and all zeros of $q_{s}$ are in the set $\left\{z_{1}, \ldots, z_{m}\right\}$ (the zeros of $Q$ ), we conclude that the function $f Q$ is also holomorphic in $D_{\rho / q}$. Therefore $f$ is a meromorphic function in $D_{\rho / q}$ and has in this disk $\leqslant m$ poles, so $R_{m} \geqslant \rho / q$.

Let us consider now $R_{m}=R_{m}(f)$. There exist two possibilities for $R_{m}$ :
(1) $R_{m}<\infty$;
(2) $R_{m}=\infty$.

In the first case the statement proved above gives us that in $D_{R_{m}}$ the function $f$ has exactly $m$ poles. Indeed, if we assume that the number of the poles of $f$ in $D_{R_{m}}$ is less than $s$, then using this statement we obtain the contradiction $R_{m} \geqslant R_{m} / q, 0 \leqslant q<1$.

Therefore in the case (1), according to theorem 12.1 , the poles of $f$ in $D_{R_{m}}$ are the points $z_{1}, \ldots, z_{m}$, which proves (c) in this case. To obtain the estimate (b) in case (1), we remark that in the disk $D_{\rho}$ with $\rho=\alpha_{m}-\varepsilon, \varepsilon>0$, $\alpha_{m}=\max \left\{\left|z_{k}\right|: 1 \leqslant k \leqslant m\right\}$, there are fewer than $m$ poles of $f$. Therefore again using the statement proved above we obtain that $R_{m} \geqslant\left(\alpha_{m}-\varepsilon\right) / q$. Since $\varepsilon>0$ can be arbitrary small, (b) is proved.

Let us consider now case (2): $R_{m}=\infty$. If $f$ has exactly $m$ poles in $\mathbb{C}$, then theorem 12.1 gives us that they are $z_{1}, \ldots, z_{m}$. We shall show that in case (2) it is impossible for $f$ to have fewer than $m$ poles in $\mathbb{C}$. Let us assume the contrary: $f \in M_{s}(\mathbb{C}), s<m$. Let $z_{1}^{\prime}, \ldots, z_{s}^{\prime}, s<m$, be the poles of $f$ in $\mathbb{C}$. Let us set

$$
q_{s}(z)=\prod_{i=1}^{s}\left(z-z_{i}^{\prime}\right), \quad F=f q_{s} .
$$

Let

$$
F(z)=\sum_{v=0}^{\infty} F_{v} z^{v}
$$

Since $F$ is an entire function, we have by lemma 12.1

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|F_{n}\right|^{1 / n}=0 \tag{17}
\end{equation*}
$$

Let us consider the denominator $Q_{n m}$ of the ( $n, m$ )-th Padé-approximant (6):

$$
Q_{n m}(z)=1+a_{n 1} z+\cdots+a_{n m} z^{m}
$$

Since $\left\|Q_{n m}-Q\right\| \underset{n \rightarrow \infty}{\longrightarrow} 0$ with $\operatorname{deg} Q=m$, i.e. $a_{m} \neq 0$, we have $a_{n m} \rightarrow a_{m}$ (see (7)), and therefore

$$
\begin{equation*}
\left|a_{n m}\right| \geqslant\left|a_{m}\right| / 2>0, \quad n>N_{1} . \tag{18}
\end{equation*}
$$

We have also like (8)

$$
\begin{equation*}
\left|a_{n m}\right| \leqslant M+1, \quad n>N_{2} . \tag{19}
\end{equation*}
$$

From the definition of Padé-approximant we get

$$
f(z) q_{s}(z)-\frac{P_{n m}(z) q_{s}(z)}{Q_{n m}(z)}=\mathrm{O}\left(z^{n+m+1}\right) .
$$

Since $\operatorname{deg} q_{s}<m$, equating the coefficient before $z^{n+m}$ on the left side, we obtain

$$
F_{n+m}+a_{n 1} F_{n+m-1}+\cdots+a_{n m} F_{n}=0
$$

or

$$
F_{n}=-\left(F_{n+m}+a_{n 1} F_{n+m-1}+\cdots+a_{n m-1} F_{n+1}\right) / a_{n m} .
$$

Using (18) and (19) we obtain for $n>\max \left\{N_{1}, N_{2}\right\}$

$$
\begin{equation*}
\left|F_{n}\right| \leqslant \frac{2 m(M+1)}{\left|a_{m}\right|} \max _{1 \leqslant k \leqslant m}\left|F_{n+m}\right| . \tag{20}
\end{equation*}
$$

If we denote $c_{2}=2 m(M+1) /\left|a_{m}\right|+1$, we obtain from (20)

$$
\begin{equation*}
\left|F_{n}\right| \leqslant c_{2}\left|F_{n+k_{1}}\right|, \quad 1 \leqslant k_{1} \leqslant m . \tag{21}
\end{equation*}
$$

If we use $Q_{n+k_{1}, m}$ we can obtain a similar estimate for $\left|F_{n+k_{1}}\right|$, continuing so we can obtain that for every nonnegative integer $N$ we have for $n>\max \left\{N_{1}, N_{2}\right\}$

$$
\begin{equation*}
\left|F_{n}\right| \leqslant c_{2}^{N}\left|F_{n+k_{1}+\cdots+k_{N}}\right|, \quad 1 \leqslant k_{i} \leqslant m, \quad i=1, \ldots, N . \tag{22}
\end{equation*}
$$

From (17) it follows that for $n>N_{3}$ we have

$$
\begin{equation*}
\left|F_{n}\right| \leqslant\left(\frac{1}{2 c_{2}}\right)^{n} \tag{23}
\end{equation*}
$$

The inequalities (22) and (23) give us for $n>\max \left\{N_{1}, N_{2}, N_{3}\right\}$

$$
\left|F_{n}\right| \leqslant c_{2}^{N}\left(\frac{1}{2 c_{2}}\right)^{n+k_{1}+\cdots+k_{N}} \leqslant c_{2}^{N}\left(\frac{1}{2 c_{2}}\right)^{n+N} \leqslant\left(\frac{1}{2}\right)^{N} .
$$

Since $N$ can be arbitrary large, it follows that $F_{n}=0$ for all
$n>\max \left\{N_{1}, N_{2}, N_{3}\right\}$, therefore $F$ is a polynomial. But $F=f q_{5}$, therefore $f$ is a rational function with denominator of degree $s<m$. This contradicts the condition of the theorem that $\operatorname{deg} Q_{n m}=m$ (since $f$ is a rational function, we have $f=\pi_{n m}$ for sufficiently large $n$ ). This contradiction shows that the case $R_{m}=\infty, f \in M_{s}(\mathbb{C}), s<m$, is impossible.

### 12.4 The diagonal of the Padé-table

One of the most interesting questions in the theory of Pade approximation is the asymptotic behavior of Padé approximants of order ( $n, n$ ), i.e. the asymptotic behavior of the diagonal of the Padé-table of the many problems connected with this we shall consider only one converse result of A.A. Gonchar (not the stronger one; see the notes at the end of the chapter). For some direct results see the monograph of Baker and Graves-Morris (1981).

Let again

$$
\begin{equation*}
f(z)=\sum_{v=0}^{\infty} f_{v} z^{v} \tag{1}
\end{equation*}
$$

be a formal power series and let us consider the ( $n, n$ )-th Padé approximant of (1)

$$
\begin{gather*}
f(z)-\pi_{n}(z)=\mathrm{O}\left(z^{2 n+1}\right),  \tag{2}\\
\pi_{n}(z)=p_{n}(z) / Q_{n}(z), \quad p_{n} \in P_{n}, \quad Q_{n} \in P_{n}, \quad Q_{n}(0)=1 . \tag{3}
\end{gather*}
$$

We shall assume in this section that the Pade approximant for (1) exists for every $n$.

Theorem 12.4 (Gonchar, 1983). Suppose $f$ is represented by (1) and for the Padé approximant (2), (3) we have for every $n>N_{0}$ that $\operatorname{deg} Q_{n}=n$. Let $\pi_{n}$ be holomorphic in $D=\{z:|z| \leqslant 1\}$ for $n>N_{0}$. Then there exists $\rho_{0}, 0<\rho_{0}<1$, such that $R_{0}=R_{0}(f) \geqslant \rho_{0}$ and $\pi_{n}$ converges uniformly to $f$ in $D_{\rho_{0}}=$ $\left\{z:|z| \leqslant \rho_{0}\right\}$.

For the proof of this theorem we shall need two statements. The first is the well-known Hermite formula (see Walsh (1960)).
Lemma 12.4. Let $G$ be a domain in $\mathbb{C}$ and $g \in \mathscr{H}(\bar{G})$. Let $\alpha_{k} \in G, k=1, \ldots, n$, and let $r \in R_{n m}$ be a rational function with poles at the points $\beta_{1}, \beta_{2}, \ldots, \beta_{m}, \beta_{i}$ different from $\alpha_{k}, i=1, \ldots, m, k=1, \ldots, n$, which interpolate $g$ at the points $\alpha_{k}$, $k=1, \ldots, n$, i.e. $r\left(\alpha_{k}\right)=g\left(\alpha_{k}\right)$ for $k=1, \ldots, n$. Then

$$
g(z)-r(z)=\frac{1}{2 \pi \mathrm{i}} \int_{i G} \frac{\prod_{k=1}^{n}\left(z-\alpha_{k}\right) \prod_{k=1}^{m}\left(t-\beta_{k}\right)}{\prod_{k=1}^{m}\left(z-\beta_{k}\right) \prod_{k=1}^{n}\left(t-\alpha_{k}\right)} \frac{g(t)}{t-z} \mathrm{~d} t .
$$

Lemma 12.5. Let $p \in P_{n}, \Gamma_{\rho_{i}}=\left\{z:|z|=\rho_{i}\right\}, i=1,2, \rho_{1}<\rho_{2}$. Then

$$
\|p\|_{C \mid \Gamma_{\left.p_{2}\right)}} \leqslant\left(\frac{\rho_{2}}{\rho_{1}}\right)^{n}\|p\|_{C\left(\Gamma_{p_{1}}\right)}
$$

where $\|p\|_{C_{(\Gamma)}}=\max \{|p(z)|: z \in \Gamma\}$.
Proof. Let us denote $\varphi(\rho)=\max \left\{\left|z^{n} p(1 / z)\right|:|z|=1 / \rho\right\}$. Since $z^{n} p(1 / z)$ is an algebraic polynomial, by the maximum principle we get. $\varphi\left(\rho_{2}\right) \leqslant \varphi\left(\rho_{1}\right)$ if $\rho_{2} \geqslant \rho_{1}$, i.e.

$$
\max \left\{\frac{1}{\rho_{2}^{n}}|p(w)|: w=\rho_{2}\right\} \leqslant \max \left\{\frac{1}{\rho_{1}^{n}}|p(w)|: w=\rho_{1}\right\} .
$$

Proof of theorem 12.4. We have

$$
\begin{equation*}
\pi_{n+1}(z)-\pi_{n}(z)=\frac{A_{n} z^{2 n+1}}{Q_{n}(z) Q_{n+1}(z)}, \quad n>N_{0} \tag{4}
\end{equation*}
$$

since $\operatorname{deg} Q_{n}=n, \pi_{n+1}(z)-\pi_{n}(z)=\pi_{n+1}(z)-f(z)+f(z)-\pi_{n}(z)=\mathrm{O}\left(z^{2 n+3}\right)+$ $\mathrm{O}\left(z^{2 n+1}\right)=\mathrm{O}\left(z^{2 n+1}\right)$ and $\pi_{n+1}-\pi_{n} \in R_{2 n+1}$.

Let us estimate $A_{n}$. Let $\xi_{n, k}, k=1, \ldots, n$, be the zeros of $Q_{n}$. By the assumptions of the theorem $\xi_{n, k}>1$ for $n>N_{0}, k=1, \ldots, n$.

Let $\xi_{n, k}$ be an arbitrary zero of $Q_{n}$. If we multiply (4) by $Q_{n}$ and set after this $z=\xi_{n, k}$ we obtain

$$
\begin{equation*}
A_{n}=-\frac{p_{n}\left(\xi_{n, k}\right) Q_{n+1}\left(\xi_{n, k}\right)}{\xi_{n, k}^{2 n+1}} \tag{5}
\end{equation*}
$$

Since $Q_{n+1}(0)=1$, we have

$$
\begin{align*}
Q_{n+1}\left(\xi_{n, k}\right) & =\left(\prod_{i=1}^{n+1}\left(\xi_{n, k}-\xi_{n+1, i}\right)\right) /(-1)^{n+1} \prod_{i=1}^{n+1} \xi_{n+1, i} \\
& =\xi_{n, k}^{n+1} \prod_{i=1}^{n+1}\left(\frac{1}{\xi_{n, k}}-\frac{1}{\xi_{n+1, i}}\right) . \tag{6}
\end{align*}
$$

Let us remark that $Q_{n}\left(\xi_{n, k}\right) \neq 0$ since in the opposite case $A_{n}=0$ and this contradicts $\operatorname{deg} Q_{n+1}=n+1$.

From (5) and (6) we obtain

$$
\begin{equation*}
\left|A_{n}\right| \leqslant \frac{\left\|p_{n}\right\|_{C\left(\Gamma_{\left.\rho_{n}\right)}\right.}}{\rho_{n}^{n}} \prod_{k=1}^{n+1}\left(\frac{1}{\xi_{n, k}}-\frac{1}{\xi_{n+1, k}}\right), \quad \rho_{n}=\left|\xi_{n, k}\right| \tag{7}
\end{equation*}
$$

since

$$
\left|p_{n}\left(\xi_{n, k}\right)\right| \leqslant\left\|p_{n}\right\|_{c\left(\Gamma_{\rho_{n}}\right)}
$$

Let $\rho$ be such that

$$
\begin{equation*}
2 \rho(1+\rho)<(1-\rho)^{2} \tag{8}
\end{equation*}
$$

If we apply lemma 12.5 to $p_{n}, \bar{D}_{\rho}$ and $\rho_{n}$ we obtain

$$
\begin{equation*}
\left\|p_{n}\right\|_{C\left(\Gamma_{\left.\rho_{n}\right)}\right)} \leqslant\left(\frac{\rho_{n}}{\rho}\right)^{n}\left\|p_{n}\right\|_{C\left(\Gamma_{p}\right)} \tag{9}
\end{equation*}
$$

Using that $\left|1 / \xi_{n, k}\right| \leqslant 1,\left|1 / \xi_{n+1, k}\right| \leqslant 1$, we get from (7) and (9)

$$
\begin{align*}
\left|A_{n}\right| & \leqslant\left\|p_{n}\right\|_{C\left(\Gamma_{\rho}\right)} \rho^{-n} \prod_{k=1}^{n+1}\left|\frac{1}{\xi_{n, k}}-\frac{1}{\xi_{n+1, k}}\right| \\
& \leqslant 2^{n+1}\left\|\pi_{n}\right\|_{C\left(\Gamma_{\rho}\right)} \frac{\left\|Q_{n}\right\|}{\rho^{n}} C\left(\Gamma_{\rho}\right) \leqslant 2^{n+1}\left\|\pi_{n}\right\|_{C\left(\Gamma_{\rho}\right)}\left(\frac{1+\rho}{\rho}\right)^{n}, \tag{10}
\end{align*}
$$

since

$$
\left|Q_{n}(z)\right|=\left|\left(\prod_{k=1}^{n}\left(z-\xi_{n, k}\right)\right) / \prod_{k=1}^{n} \xi_{n, k}\right| \leqslant(1+\rho)^{n},|z|=\rho .
$$

Let us estimate now the difference $\pi_{n+1}-\pi_{n}$ on the circle $\Gamma_{\rho}=\{z:|z|=\rho\}$. Using (4) and (10) we get

$$
\left\|\pi_{n+1}-\pi_{n}\right\|_{C\left(\Gamma_{\rho}\right)} \leqslant\left\|\pi_{n}\right\|_{C\left(\Gamma_{\rho}\right)} 2^{n+1}\left(\frac{1+\rho}{\rho}\right)^{n} \frac{\rho^{2 n+1}}{\min _{z \in \Gamma_{\rho}}\left|Q_{n}(z) Q_{n+1}(z)\right|}
$$

Since $\xi_{m, k}>1, m>N_{0}$, we have

$$
\min _{|z|=\rho}\left|\left(\prod_{k=1}^{m}\left(z-\xi_{m, k}\right)\right) / \prod_{k=1}^{m} \xi_{m, k}\right| \geqslant(1-\rho)^{m} .
$$

From here we obtain

$$
\begin{equation*}
\left\|\pi_{n+1}-\pi_{n}\right\|_{C\left(\Gamma_{\rho}\right)} \leqslant \frac{2 \rho}{1-\rho}\left\|\pi_{n}\right\|_{\Gamma_{\rho}}\left(\frac{2 \rho(1+\rho)}{(1-\rho)^{2}}\right)^{n} \tag{11}
\end{equation*}
$$

Let us set

$$
q=q(\rho)=\frac{2 \rho(1+\rho)}{(1-\rho)^{2}}<1 \quad(\operatorname{see}(8))
$$

Then (11) gives us

$$
\left\|\pi_{n+1}-\pi_{n}\right\|_{C\left(\Gamma_{\rho}\right)} \leqslant\left\|\pi_{n}\right\|_{C\left(\Gamma_{\rho}\right)} q^{n}
$$

and

$$
\left\|\pi_{n+1}\right\|_{C\left(\Gamma_{\rho}\right)} \leqslant\left\|\pi_{n}\right\|_{C\left(\Gamma_{\rho}\right)}\left(1+q^{n}\right)
$$

Therefore

$$
\left\|\pi_{n+1}\right\|_{\left.C_{\left(\Gamma_{\rho}\right)}\right)} \leqslant\left\|\pi_{N_{0}}\right\|_{C_{\left(\Gamma_{\rho}\right)}} \prod_{k=N_{o}}^{n}\left(1+q^{k}\right)
$$

Since $q<1, \prod_{k=N_{0}}^{\infty}\left(1+q^{k}\right)$ converges and therefore we have for every $n$

$$
\begin{equation*}
\left\|\pi_{n}\right\|_{\mathcal{C}\left(\Gamma_{\rho}\right)} \leqslant M \tag{12}
\end{equation*}
$$

where $M$ is a constant (depending on $N_{0}$ and $q$, i.e. on $\rho$, but not on $n$ ).
Using lemma 12.4 for $g=\pi_{n+1}, r=\pi_{n}$, we obtain

$$
\begin{equation*}
\pi_{n+1}(z)-\pi_{n}(z)=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{p}} \frac{z^{2 n+1}}{t^{2 n+1}} \prod_{k=1}^{n} \frac{\left(1-t / \xi_{n, k}\right)}{\left(1-z / \xi_{n, k}\right)} \frac{\pi_{n+1}(t)}{t-z} \mathrm{~d} t, \quad|z|<\rho \tag{13}
\end{equation*}
$$

since $\pi_{n}$ interpolates $\pi_{n+1} 2 n+1$ times at $z=0$.
Now let $\rho^{\prime}<\rho$ be such that

$$
\begin{equation*}
q^{\prime}=\left(\frac{\rho^{\prime}}{\rho}\right)^{2} \frac{(1+\rho)}{(1-\rho)}<1 \tag{14}
\end{equation*}
$$

We get from (12), (13)

$$
\left\|\pi_{n+1}-\pi_{n}\right\|_{C\left(\Gamma_{\rho^{\prime}}\right)} \leqslant \frac{M}{\rho-\rho^{\prime}}\left(\frac{\rho^{\prime}}{\rho}\right)^{2 n+1}\left(\frac{1+\rho}{1-\rho}\right)^{n}
$$

or

$$
\limsup _{n \rightarrow \infty}\left\|\pi_{n+1}-\pi_{n}\right\|_{C\left(\Gamma_{\left.p^{\prime}\right)}\right.}^{1 / n} \leqslant q^{\prime}<1
$$

From here it follows that the series

$$
\pi_{0}(z)+\sum_{n=0}^{\infty}\left(\pi_{n+1}(z)-\pi_{n}(z)\right)
$$

is convergent in $\bar{D}_{\rho^{\prime}}$, i.e. $\left\{\pi_{n}\right\}_{n=0}^{\infty}$ converges to a function $g \in \mathscr{H}\left(\bar{D}_{\rho^{\prime}}\right)$ uniformly in the disk $\bar{D}_{\rho^{\prime}}$, where $\rho^{\prime}$ is given by (14).

We shall show that $\left\{\pi_{n}\right\}_{n=0}^{\infty}$ converges in $\bar{D}_{\rho^{\prime}}$ to $f$ given by (1). Let

$$
\begin{equation*}
\left\|\pi_{n}-g\right\|_{C\left(\bar{D}_{\rho()}\right)} \longrightarrow 0 \tag{15}
\end{equation*}
$$

Let

$$
\pi_{n}(z)=\sum_{v=0}^{\infty} \pi_{n, v} z^{v}, \quad n=N_{0}, N_{0}+1, \ldots,
$$

and

$$
g(t)=\sum_{v=0}^{\infty} g_{v} z^{v}
$$

From (15) it follows that

$$
\pi_{n, v} \underset{n \rightarrow x}{\longrightarrow} g_{v} .
$$

But on the other hand from (1)-(3) it follows that $\pi_{n k}=f_{k}, k=0,1, \ldots, 2 n$. Therefore $g_{v}=f_{v}$ for every $v=0,1,2, \ldots$ and $f \in \mathscr{H}\left(\bar{D}_{\rho_{0}}\right)_{0} \rho_{0}=\rho^{\prime}$.
Remark. Using fine calculation it is possible to obtain for $\rho_{0}=\rho^{\prime}$ a better
estimation than obtained here. The best result is $\rho_{0}=1$ (A.A. Gonchar, 1982), which is obtained using another very complicated method.

### 12.5 Notes

One classical book for Pade approximation is the book of O. Perron (1957). More modern explanation see in G.D. Baker (1975) and in the encyclopedic monograph of Baker and Graves-Morris (1981).

The interest in the problem of convergence of Padé-approximants is connected with some applications in theoretical physics (see Baker (1965, 1970)).

We mentioned in section 12.2 that usually the direct theorems for convergence of Padé approximants are in terms of convergence in measure or capacity. Nuttall (1970) proved that for every meromorphic function $f$, analytic in $z=0$, the sequence of the diagonal Pade approximants $\pi_{n n}$ converges in measure on compact subsets of $\mathbb{C}$; see also Ch . Pommeranke (1973).
H. Wallin (1974) has shown that for an entire function the Pade approximants $\pi_{n n}$ can diverge at each point $z \in \mathbb{C} \backslash 0$, i.e. the set of poles of the rational functions $\pi_{n n}$ is everywhere dense in the complex plane $\mathbb{C}$.
A.A. Gonchar (1973) has shown that if $f$ is an analytic function in $z=0$, and a single-valued analytic function in its Weierstrass natural domain of existence $W_{f}$, then $\left|f-\pi_{n}\right|^{1 / n} \rightarrow 0$ in capacity inside of $W_{f}$.

An extension of Montessus de Ballon's theorem for multipoint Pade approximants is given by E.B. Saff (1972).

For direct theorems concerning Padé approximants of functions which have representation by a Markov-Stieltjes integral see Gonchar (1975b), G. López (1980); for multipoint Padé approximants of such type of functions see G. López (1978a, b), A.A. Gonchar, G. Lopez (1978).

For inverse results for Padé approximants see the survey paper of G. López, V.V. Vavilov (1984). The proof of the unpublished theorems of Gonchar (12.3 and 12.4) was given to us by R. Kovacheva. For an analogous result for a more general situation concerning generalized Padé approximants see R. Kovacheva (1980). For converse problems for the rows of the Padé-table see also A.A. Gonchar (1982), Buslaev, Gonchar, Suetin (1983), R. Kovacheva (1981, 1982, 1984), E.A. Rahmanov (1980), J. Karlsson (1976), S.P. Suetin (1984), V.N. Buslaev (1982).

More for the converse results for the diagonal of the Pade-table see in J. Karlsson, Björn von Sydow (1976) (for functions with representation by integrals of Markov-Stieltjes type), A.A. Gonchar, K.N. Lungu (1981), Gonchar (1983), Gonchar and Rakhmanov (1983).

Very interesting problems exist connected with convergence of sub-
sequences of Padé approximants, see Baker (1973), Baker, Graves-Morris (1981, p. 284).

We want to mention also a very interesting work of M.H. Gutknecht (1984), which is not directly connected with Pade approximants, but deals with the so-called Carathéodory-Fejér approximations.

## APPENDIX

## Some numerical results

Here we shall give some examples of numerical calculation of the best rational approximation with respect to the uniform and Hausdorff metric.

1. Uniform rational approximation of the function $|x|$ in the interval $[-1,1]$.

Let $R_{n, m}(x)$ be the rational function of order $(n, m)$ of best uniform approximation to $|x|$ in $[-1,1]$ and let $R_{n m}(|x|)$ be the corresponding best uniform approximation. Let $T_{n}(x)=\cos (n \arccos x)$ be the $n$th Chebyshev polynomial. Then we have

$$
\begin{aligned}
& R_{3,2}(x)=R_{2,2}(x)=\frac{0.74809127+0.72815549 T_{2}(x)}{1+0.54368901 T_{2}(x)}, \\
& R_{4,3}(x)=R_{4,2}(x)=\frac{0.82725425+0.96352549 T_{2}(x)+0.1381966 T_{4}(x)}{1+0.89442719 T_{2}(x)}, \\
& R_{5,4}(x)=R_{4,4}(x)=\frac{0.8679344+1.1172485 T_{2}(x)+0.2494303 T_{4}(x)}{1+1.119756 T_{2}(x)+0.13402283 T_{4}(x)}, \\
& \begin{aligned}
R_{6,5}(x)= & R_{6,4}(x)=\frac{+0.89386751+1.2380283 T_{2}(x)}{1+1.2638679 T_{2}(x)+0.26511155 T_{4}(x)} \\
R_{7,6}(x)= & R_{6,6}(x) \\
= & +0.4853394 T_{4}(x)+0.06847107 T_{6}(x) \\
& +1.3690261 T_{2}(x)+0.3991344 T_{4}(x)+0.0300343 T_{6}(x)
\end{aligned}
\end{aligned}
$$

The corresponding best uniform approximations are the following:

$$
\begin{aligned}
& R_{3,2}(|x|)=R_{2,2}(|x|)=0.043689 \ldots \\
& R_{4,3}(|x|)=R_{4,2}(|x|)=0.018237 \ldots
\end{aligned}
$$

## Table 1

|  |  |  |
| ---: | :--- | ---: |
|  | $x$ | $\|x\|-R_{7,6}(x)$ |
| 1 | -1 | 0.0022821 |
| 2 | -0.83750 | -0.0022821 |
| 3 | -0.51850 | 0.0022821 |
| 4 | -0.26110 | -0.0022821 |
| 5 | -0.11235 | 0.0022821 |
| 6 | -0.04015 | -0.0022821 |
| 7 | -0.01020 | 0.0022820 |
| 8 | 0 | -0.0022821 |
| 9 | 0.01020 | 0.0022821 |
| 10 | 0.04015 | -0.0022821 |
| 11 | 0.11235 | 0.0022821 |
| 12 | 0.26110 | -0.0022821 |
| 13 | 0.51850 | 0.0022821 |
| 14 | 0.83750 | -0.0022821 |
| 15 | 1 | 0.0022821 |
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Table 2

| $\alpha$ | $R_{3,2}(x)$ | $\left\\|R_{3,2}-f_{\alpha}\right\\|_{C_{[-1,1]}}$ |
| :--- | :--- | :--- |
| 0.5 | $\frac{-0.020942283-0.13019979 T_{2}(x)}{1+0.89355774 T_{2}(x)}$ | 0.0798191 |
| 0.4 | $\frac{-0.048181431-0.11657235 T_{2}(x)}{1+0.93394145 T_{2}(x)}$ | 0.08519 |
| 0.3 | $\frac{-0.068560666-0.10640729 T_{2}(x)}{1+0.96366464 T_{2}(x)}$ | 0.08910 |
| 0.2 | $\frac{-0.082725071-0.099358270 T_{2}(x)}{1+0.98409541 T_{2}(x)}$ | 0.09177 |
| 0.1 | $\frac{-0.091071953-0.095202807 T_{2}(x)}{1+0.99605 T_{2}(x)}$ | 0.09332 |
| 0.01 | $\frac{-0.093808774-0.093849997 T_{2}(x)}{1+0.99996070 T_{2}(x)}$ | 0.09383 |

$$
\begin{aligned}
& R_{5,4}(|x|)=R_{4,4}(|x|)=0.008501 \ldots, \\
& R_{6,5}(|x|)=R_{6,4}(|x|)=0.004279 \ldots, \\
& R_{7,6}(|x|)=R_{6,6}(|x|)=0.002282 \ldots
\end{aligned}
$$

It is interesting to compare the best uniform approximation to $|x|$ with the approximation given by Newman's rational function from section 4.1. For this purpose we give a graph of the error. On Fig. 1 the graphs of $|x|-N_{6,6}(x)$ and $|x|-R_{6.6}(x)$ are shown, where

$$
N_{6,6}(x)=x \frac{p(x)-p(-x)}{p(x)+p(-x)}, \quad p(x)=\prod_{k=0}^{5}\left(x+\xi^{k}\right), \quad \xi=\mathrm{e}^{-1} / \vee^{6}
$$

For the best approximation rational function $R_{7,6}(x)=R_{6,6}(x)$ we give the points of alternation and the deviation at these points (Table 1; see also Fig. 1).

Let us mention that $\left\||x|-N_{6,6}(x)\right\|_{\left.C^{-1}-1,1\right]}=0.0128 \ldots$ (see Fig. 1).
2. Let us now consider the best uniform rational approximation to the function $f_{\alpha}$ which is defined in the interval $[-1,1]$ as follows:

$$
f_{x}(x)= \begin{cases}1-x / \alpha, & 0 \leqslant x \leqslant \alpha \\ 0, & \alpha \leqslant x \leqslant 1 \\ f_{\alpha}(-x), & -1 \leqslant x<0\end{cases}
$$

$0<\alpha \leqslant 1$.

Table 3

| $R_{5,2}(x)$ | $\left\\|R_{5.2}-f_{\alpha}\right\\|_{C_{1-1,1]}}$ |  |
| :--- | :--- | :--- |
| 0.5 | $\frac{0.04574999-0.55625765 T_{2}(x)+0.092685102 T_{4}(x)}{1+0.79569162 T_{2}(x)}$ | 0.04657499 |
| 0.4 | $\frac{0.027380810-0.0011561417 T_{2}(x)+0.079750009 T_{4}(x)}{1+0.88934108 T_{2}(x)}$ | 0.05609081 |
| 0.3 | $\frac{0.021363073+0.037221628 T_{2}(x)+0.069125404 T_{4}(x)}{1+0.94670151 T_{2}(x)}$ | 0.06560333 |
| 0.2 | $\frac{0.024387398+0.063885107 T_{2}(x)+0.060346917 T_{4}(x)}{1+0.97951227 T_{2}(x)}$ | 0.07507880 |
| 0.1 | $\frac{0.033574507+0.081995429 T_{2}(x)+0.053041870 T_{4}(x)}{1+0.99553110 T_{2}(x)}$ | 0.08449470 |
| 0.01 | $\frac{0.045440449+0.092883026 T_{2}(x)+0.047484261 T_{4}(x)}{1+0.99996021 T_{2}(x)}$ | 0.0929057 |

This function is an integral of an 'atom' (see the notes to Chapter 8). The Tables 2 and 3 show the best uniform approximation to the function $f_{\alpha}$ by different $\alpha \in(0,1]$ using rational functions of order $(3,2)$ and $(5,2)$, the corresponding rational functions of best uniform approximation are denoted by $R_{3,2}(x)$ and $R_{5,2}(x)$

On Fig. 2 the graph of the functions $R_{3,2}(x)$ are given for $\alpha=0.5,0.4$, $0.3,0.2,0.1$ and 0.01 .
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The best uniform rational approximation of order $(5,6)$ of the function $f_{0,1}$ is the following:

$$
R_{5,6}(x)=\frac{-0.000647465-0.000864587 T_{2}(x)-0.000216969 T_{4}(x)}{1+1.5014793 T_{2}(x)+0.60237742 T_{4}(x)+0.10089797 T_{6}(x)}
$$

(see Fig. 3).
The error is $\left\|R_{5,6}-f_{0,1}\right\|_{C[-1,1]}=0.0224 \ldots$ On Fig. 4 the graph of the error is given.

Evidently $R_{5,6}(x)$ can be used also as a good approximation of the function

$$
\tilde{f}_{0.1}(x)=\left\{\begin{array}{lc}
f_{0.1}(x), & -1 \leqslant x \leqslant 1 \\
0, & |x|>1
\end{array}\right.
$$

on the real line, i.e. $\left\|R_{5,6}-\tilde{f}_{0.1}\right\|_{\mathcal{C}(-\infty, \infty)}=0.0224 \ldots$ and that is because the degree of the denominator is bigger than the degree of the numerator.

We see that the degree of the best rational uniform approximation of such 'integrals of atoms' does not depend very much on $\alpha$. Let us note that the
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corresponding polynomial approximation is bad. We have

$$
\begin{aligned}
& \left\|R_{16.0}-f_{0.5}\right\|_{C}=0.0359 \ldots, \quad\left\|R_{16,0}-f_{0.4}\right\|_{C}=0.0487 \ldots, \\
& \left\|R_{16,0}-f_{0.3}\right\|_{C}=0.0558 \ldots, \quad\left\|R_{16,0}-f_{0.2}\right\|_{C}=0.0869 \ldots, \\
& \left\|R_{16,0}-f_{0.1}\right\|_{C}=0.2777 \ldots, \quad\left\|R_{16,0}-f_{0.01}\right\|_{C}=0.4966 \ldots,
\end{aligned}
$$

and of course

$$
\lim _{\alpha \rightarrow 0}\left\|R_{n, 0}-f_{\alpha}\right\|_{C_{[-1,1]}}=0.5
$$

3. Best Hausdorff approximation to the function $\operatorname{sign} x$ by rational functions in the interval $[-1,1]$.

The rational functions are a very convenient instrument for approximation of functions possessing discontinuities. We shall denote by $R_{n, m}^{r}(x)$ the rational function of order $(n, m)$ of best Hausdorff approximation to $\operatorname{sign} x$ and by $r\left(R_{n, m}^{r}, \operatorname{sign} x\right)$ the Hausdorff distance with a parameter $\alpha=1$ between $R_{n, m}^{r}$ and sign $x$. Table 4 shows the difference between the best polynomial and best rational approximation:

## Table 4

| $(n, m)$ | $r\left(R_{n, m}^{r}, \operatorname{sign} x\right)$ | $(n, m)$ | $r\left(R_{n, m}^{r}, \operatorname{sign} x\right)$ |
| :--- | :--- | :--- | :--- |
| $(2,2)$ | $0.171573 \ldots$ | $(4,0)$ | $0.2708 \ldots$ |
| $(3,3)$ | $0.08512 \ldots$ | $(6,0)$ | $0.2079 \ldots$ |
| $(4,4)$ | $0.0470 \ldots$ | $(8,0)$ | $0.17101 \ldots$ |
| $(5,5)$ | $0.0278 \ldots$ | $(10.0)$ | $0.1475 \ldots$ |
| $(6,6)$ | $0.0173 \ldots$ | $(12,0)$ | $0.13011 \ldots$ |
| $(7,7)$ | $0.0112 \ldots$ | $(14,0)$ | $0.11696 \ldots$ |

The graphs of the rational functions $R_{5,5}^{r}$ and $R_{10,0}^{r}$ of best Hausdorff approximation to sign $x$ are given in Fig. 5.

The graphs of the rational functions $R_{7,7}^{r}$ and $R_{14,0}^{r}$ of best Hausdorff approximation to $\operatorname{sign} x$ are given in Fig. 6.
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Let us give the rational functions $R_{5,5}^{r}$ and $R_{7,7}^{r}$ :

$$
R_{5,5}^{r}(x)=\frac{1.818654 T_{1}(x)+0.7614319 T_{3}(x)+0.09536984 T_{5}(x)}{1+1.301398 T_{2}(x)+0.3015956 T_{4}(x)},
$$

$R_{7,7}^{r}(x)$

$$
=\frac{1.86195 T_{1}(x)+1.004310 T_{3}(x)+0.2617459 T_{5}(x)+0.0225305 T_{7}(x)}{1+1.473508 T_{2}(x)+0.5578106 T_{4}(x)+0.08430246 T_{6}(x)} .
$$

## 4. Best Hausdorff approximation of the function

$$
f^{*}(x)=\left\{\begin{array}{cc}
0, & -1 \leqslant x \leqslant-1 / 2 \\
1, & 1 / 2<x \leqslant 0 \\
-x+1, & 0<x \leqslant 1 / 2 \\
1 / 2, & 1 / 2<x \leqslant 1
\end{array}\right.
$$

by polynomials and rational functions.
Let $R_{n, m}^{r}(x)$ be the rational function of order $(n, m)$ of best Hausdorff approximation to $f^{*}$ and let $r\left(R_{n, m}^{r}, f^{*}\right)$ be the Hausdorff distance with a parameter $\alpha=1$ between $R_{n, m}^{r}$ and $f^{*}$ (see Chapter 9).

We have

$$
\begin{aligned}
& r\left(R_{7,6}^{r}, f^{*}\right)=0.0144 \ldots ; r\left(R_{13,0}^{r}, f^{*}\right)=0.0842 \ldots, \\
& 0.4989705+0.9032719 T_{1}(x)+0.6736009 T_{2}(x) \\
&+0.4141603 T_{3}(x)+0.2107464 T_{4}(x)+0.08567784 T_{5}(x) \\
& R_{7,6}^{r}(x)=+0.02562947 T_{6}(x)+0.004219460 T_{7}(x) \\
& 1+1.756451 T_{1}(x)+1.355470 T_{2}(x) \\
&+0.7861683 T_{3}(x)+0.4048599 T_{4}(x) \\
&+0.1329952 T_{5}(x)+0.03872391 T_{6}(x), \\
& R_{13.0}^{r}(x)= 0.4588875+0.2405214 T_{1}(x)-0.3489993 T_{2}(x) \\
&+0.07367353 T_{3}(x)+0.2014073 T_{4}(x) \\
&-0.1287269 T_{5}(x)-0.04102947 T_{6}(x) \\
&+0.05680136 T_{7}(x) \\
&-0.021748364 T_{8}(x)+0.00647336 T_{9}(x) \\
&+0.04828421 T_{10}(x)-0.08714137 T_{11}(x) \\
&+0.03740769 T_{12}(x)+0.08839857 T_{13}(x) .
\end{aligned}
$$

In Fig. 7 the graphs of the functions $f^{*}, R_{7,6}^{r}$ and $R_{13,0}^{r}$ are given.
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## NOTATION AND SUBJECT INDEX

absolute convergence, 181
absolutely continuous function, 124, 131, 296, 311
Abel's transformation, 210
alternation, 6
analytic function, 153, 276, 332
approximation classes, 69
approximation space, 242
$A_{p q}^{\mathrm{z}}, 242$
atom, 261

Bernstein type incquality, 67, 208, 221
Bernstein's inequality, 55,58
Besov space, 182, 203
$B_{p q}^{x}, 201$
$B_{\sigma, k}^{x}, 202$
Blaschke product, 165
BMO, 22I
BMOA, 183
bounded variation, $44,114,124,134,302$, 316, 317
$B$-spline, 204
$C[a, b], 4$
characterization, 2, 6, 20
Chebyshev approximation, 4
Chebyshev set, 27
Chebyshev system, 9, 16
Chebyshev's theorem, 6
complemented graph, 264
converse theorem, 53, 65, 208, 221
convex, function, 146, 300, 314
defect, 21
DeVore's method, 137
differential correction algorithm, 33
direct theorem, 46, 65, 208, 221
elliptic function, 90, 106
$E_{n}(f), 6$
$E_{n}(f)_{c}, 6,45$
$E_{n}(f)_{p}, 46$
existence problem, 2
existence theorem, 2,18
Fefferman theorem, 261
Fourier coefficients, 181
Fourier series, 179
Jackson type inequality, 67, 207, 220
Jackson's operator, 47, 59
Jackson's theorem, 46

Haar subspace, 10, 16, 22
Hardy inequality, 186
Hardy space, 163, 182
Hardy-Littlewood maximal function, 137
Hausdorff distance, 263, 264
Hilbert transform, 164
interpolation formula of M. Riess, 54, 55
interpolation space, 69, 209
K-functional of J. Peetre, 65
Kolmogorov criterion, 16
lower bound. 308
$L_{p}(a, b), 4$
$L_{p}[a, b], 4$
$L_{x}[a, b], 4$
$L \log L, 137$
$L_{p}(0<p<1), 184$
Markov's inequality, 58
Marchaud's theorem, 43, 188
Meinardus conjecture, 94
metric projection, 27
modulus
averaged, 273
integral, 43
of continuity, 40
of smoothness, 41
of variation, 175
of Zygmund, 41
Newman's conjecture, 108, 298, 305
Newman's theorem, 73
Newman's trick, 94
normal approximating family, 66
normal point, 28
normed linear space, !
numerical methods, $9,33,348$
o-effect, 278
Orlicz space, 137
Padé approximant, 329, 331
Padé approximation, 329
Padé table, 331
Pekarskii's inequality, 183
Pekarskii's theorem, 169, 170
$P_{n}, 5$
quasi-norm, 65
rational function, 18
rational generalized approximation, 37
reduced form, 18
Remez algorithm, 9, 10, 12, 36
Russak's theorem, 164
$R_{n}, 18$
$r_{n m}, 18$
$R_{n}(f)_{c}, 18$
$r_{n}(f)_{p}, 18$
$r_{n m}(f)_{p}, 18$
singularities, 153
Sobolev classes, 128
spline function, 203
Steklov function, 50
strongly unique, 28
$S(k, n), 204$
$\tilde{S}(k, n), 203$
$S(k, n ;[a, b]), 204$
$S_{n}^{k}(f)_{p}, 204$
$\tilde{S}_{n}^{k}(f)_{p}, 204$
$T_{n}, 5$
$0(f), 279$
uniform approximation, 4
uniqueness problem, 2
uniqueness theorem, 3, 21
Vallée-Poussin theorem, 9, 22
$V_{r}, 114,312$
weak type operator, 137
Whitney's theorem, 195
$W_{p}^{1}, 128$
Zolotarjov's theorem, 96


[^0]:    ${ }^{+}$We shall use also the notation $L_{p}[a, b]$.

[^1]:    ${ }^{+} r(x) \equiv r(\mathbf{c} ; x)$

[^2]:    ${ }^{\dagger} \gamma^{(k)}, \beta^{(k)}$ are $\gamma, \beta$ at the $k$ th iteration.

[^3]:    ${ }^{+}$[ $\lambda$ ] denotes the integer part of $\lambda$.

[^4]:    ${ }^{\dagger}$ Again we set $L_{\alpha}(0,2 \pi)=C[0,2 \pi]$.

[^5]:    ${ }^{+}$Problems 1-4 have solutions - the proof is the same as in theorem 2.1.

[^6]:    ${ }^{\dagger}$ In the space $W_{1}^{1}$ we use the same quasi-norm as in section 3.5: \| $f^{\prime} \|_{L_{1}}$.

[^7]:    ${ }^{\dagger}$ In this section the rational functions can have complex coefficients.

[^8]:    ${ }^{+}$We set also $B_{\sigma}^{\alpha}=B_{\sigma \sigma}^{\alpha}$.

[^9]:    ${ }^{+}$We suppose $f(a)=f(a+0), f(b)=f(b-0)$.

[^10]:    $\dagger$ we use the notations from section 6.3.

[^11]:    ${ }^{+}$In this section we set $r(f, g ; 1)=r(f, g)$.

[^12]:    ${ }^{\dagger} x(s) \in \operatorname{Lip}_{1} 1$ means that $\left|x\left(s^{\prime}\right)-x\left(s^{\prime \prime}\right)\right| \leqslant\left|s^{\prime}-s^{\prime \prime}\right|$, for $s^{\prime}, s^{\prime \prime} \in[0,1]$.

[^13]:    ${ }^{+}$We remind the reader that $\omega$ is called a modulus of continuity, if $\omega$ is a continuous nondecreasing function on $[0, \infty)$ and $\omega\left(\delta_{1}+\delta_{2}\right) \leqslant \omega\left(\delta_{1}\right)+\omega\left(\delta_{2}\right)$ for $\delta_{1}, \delta_{2} \geqslant 0, \omega(0)=0$.

