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Abstract

This paper examines the Laplace equation with mixed boundary
conditions, the Neumann and Steklov boundary conditions. This
models a container with holes in it, like a pond filled with water
but partly covered by immovable pieces on the surface. The main
objective is to determine the right extent of the covering pieces, so
that any shock inside the container yields a resonance. To this end,
an algorithm is developed which uses asymptotic formulas concern-
ing perturbations of the partitioning of the boundary pieces. Proofs
for these formulas are established. Furthermore, this paper displays
some results concerning bounds and examples with regards to the
governing problem.
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1 Introduction

In this work we are concerned with resonances in a simple model of the
sloshing problem, where small vertical fluid displacements are modeled by
harmonic functions in a domain satisfying mixed Steklov and Neumann
boundary data. As an example, we may ask at what frequency a partially-
covered cup of coffee may spill. To be more precise, under which harmonic
movement frequency of a liquid-filled container do we achieve a high up-
surge [25]? Or let us consider a pond with water and with immovable
pieces of ice on top. Given a shock inside the pond, we observe that for
the right volume of the pond and the right extent of the ice-pieces we
achieve a form of resonance [27, 21].
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Figure 1: This is a schematic of the pond
filled with water, which is encompased by
soil and a cover of ice. The ice-cover has
hole in it, from which water emerges after
a shock inside the pond.

These sort of problems are re-
ferred to as sloshing problems and
we model those problems as fol-
lows. We describe the liquid by
a function S : Ω → R, where Ω

is a bounded domain in R2 with
boundary ∂Ω and ∂Ω expresses the
container enclosing the liquid. We
model a point-source forcing in-
side the liquid by the Dirac delta
measure δxS

at the source loca-
tion xS ∈ Ω. The boundary ∂Ω

is partitioned into two parts: ΓS

which models a part in the con-
tainer boundary which can inter-
act with the outside media, and ΓN,
which models an impermeable part on the boundary. The displacement S
satisfies the partial differential equation below, and is described in more
detail in the discussion leading up to (2.1).

Mathematically, the function S is the Green’s function for the domain
with the given boundary data. As it turns out, for a countable amount of
values of λ the function S is not defined. At these exceptional values S
blows up. This is reminiscent of the Green’s functions for mixed Dirichlet-
Neumann problems [8, 9]. Our goal is to find a partition of ∂Ω such that a
given target value is one of these exceptional values and thus will lead to
a blow-up of S. To this end, no analytic method is known and we develop
a numerical approach with help of asymptotic formulas.

Two special cases in the partitioning are discussed extensively in the
literature. In the case of Laplace’s equation with pure Neumann boundary
condition (when the partition where ΓN is equal to the boundary), we
refer to [7, 10]. The other case is pure Steklov problem, with ΓS being the
boundary [28, 22]. The Steklov problem yields also exceptional values, so-
called Steklov eigenvalues, and these eigenvalues are discussed intensively
in the literature. Bounds to these are discussed in [13, 15, 17, 18, 30],
asymptotic formulas to domain perturbations can be found in [20, 27]
and for boundary perturbations in [27, 29]. More recently, there has been
active work on the asymptotics of Steklov eigenfunctions in the presence
of corners, and near Steklov-Neuman junctions [24].

One objective is to optimize the shape of the boundary to achieve
higher Steklov eigenvalues, and recent discoveries show that a rotation-
symmetric, star-like domain with k spikes maximizes the k-th Steklov
eigenvalues amongst perturbations of the disc [3, 5]. We also want to
mention a reformulation of the Laplace equation with Steklov boundary
condition in [23] and existence results and bounds to the eigenvalues for
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the Laplace equation with mixed Steklov-Dirichlet boundary conditions in
[1, 12]. The Steklov-Neumann boundary condition, the main problem of
interest in this paper, is also discussed in [11, 21, 17].

The paper is organized as follows. In Section 2 we define the Steklov-
Neumann problem and the associated eigenvalues. We give some exam-
ples and some bounds for the Steklov problem. These are relevant in our
paper, since our algorithm in Section 5 starts with the Steklov problem.

In Section 3 we recall results about the existence of Steklov - Neumann
eigenvalues and eigenfunctions. Then we prove that for small perturba-
tion in the partitioning of the boundary ∂Ω the perturbed eigenvalues
and eigenfunctions converge to the unperturbed eigenvalue and eigen-
functions, where we consider eigenvalues with multiplicity greater than
one. This is motivated by recent work in which it has been shown that for
smooth domains, the Steklov spectrum converges extremely fast to that of
a disc of the same perimeter; the spectrum of the disc consists of eigenval-
ues of double multiplicity, except for the first eigenvalue (at zero); see [18]
and the references therein. A slower asymptotic convergence is observed
for polygonal domains. It is important, therefore, to account for the sit-
uations where higher-multiplicity Steklov eigenvalues are perturbed by
inserting Neumann boundary segments.

In Theorem 3.3 we prove the convergence order and show explicit for-
mulas for the highest order term in the asymptotic expression.

In Section 4 we consider the Green’s function for the Steklov - Neu-
mann problem, that is the solution to (2.1). Then we consider again the
perturbation of the partitioning of the boundary ∂Ω and prove a resulting
asymptotic formula for the Green’s function.

In Section 5 we introduce an algorithm for finding the partitioning of
the boundary such that one of the Steklov-Neumann eigenvalues hits a
given target value λ⋆ ≥ 0. The actual computation of the eigenvalues
is based on a boundary integral approach recently developed in [2]. We
briefly discuss the algorithm to see where we can take advantage of the
previously developed asymptotic formulas.

In Section 6 we describe how we implemented the calculation of the
solution on a computer and then apply the algorithm to two domains with
various numeric values to the underlying variables.

2 Preliminaries

Figure 2: An Ω with xS ∈ Ω and
a partition ∂Ω = ΓS ∪· ΓN, where
ΓS is marked in red, ΓN in blue.

Let Ω ⊂ R2 be an open, simply con-
nected, bounded domain with a smooth
boundary. We define Ω as the topolog-
ical closure of Ω. We decompose the
boundary ∂Ω := Ω \ Ω into two parts,
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∂Ω = ΓS ∪· ΓN, where ΓS and ΓN are fi-
nite unions of open line segments. Then
we define (ΓS, ΓN) to be a partition of ∂Ω.

Let xS ∈ Ω and λ ∈ [0, ∞). Then
we define the Steklov-Neumann function
Sλ

xS
: Ω \ {xS} → R, also written as

Sλ(xS , ·), as the Green’s function to the
mixed Steklov-Neumann problem, that is the fundamental Laplace equa-
tion with mixed, homogeneous Steklov and Neumann boundary condi-
tions,















△Sλ
xS
(y) = δ0(xS − y) for y ∈ Ω ,

∂νSλ
xS
(y) = λ Sλ

xS
(y) for y ∈ ΓS ,

∂νSλ
xS
(y) = 0 for y ∈ ΓN.

(2.1)

Here νy denotes the outer normal at y ∈ ∂Ω, ∂νy the normal derivative at
y ∈ ∂Ω and δ0 the Dirac measure. In Theorem 4.1 we prove existence of
Sλ

xS
∈ L2(Ω) except for some exceptional values of λ.
These exceptional values of λ are precisely the Steklov-Neumann eigen-

values given through










△u = 0 in Ω ,

∂νu = λ u on ΓS ,

∂νu = 0 on ΓN .

(2.2)

Equation (2.2) has a non-trivial solution u ∈ H1(Ω) for a countable set of

real values of λ [11, Section 6 and 7], which we refer to as {λΓS
j }∞

j=1, so that

λΓS
1 ≤ λΓS

2 ≤ λΓS
3 ≤ . . . . We know that λΓS

1 = 0 is a simple eigenvalue and

that limj→∞ λΓS
j = +∞ for all partitions (ΓS, ΓN) of ∂Ω.

We denote by {λ∂Ω
j }j∈N the eigenvalues associated to the case ΓS = ∂Ω,

i.e., the pure Steklov eigenvalues.
For a smooth boundary, but not necessarily for non-smooth ones, and

for simply connected domains, it is shown, for example in [14], that Steklov
eigenvalues converge very fast to the spectrum of a disk of the same di-
ameter, that is,

λ∂Ω
j =

2π

|∂Ω|
j +O(j−∞) ,

where the notation O(j−∞) means that the error term decays faster than
any power of j. Moreover, λ∂Ω

2j = λ∂Ω
2j+1 +O(j−∞), for j ≥ 1. For more gen-

eral smooth Riemann surfaces a similar result was established in [19]. In
the following we present some spectra for some explicit domains, starting
with the unit circle.
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Example 2.1 Let Ω be the unit circle. We have that {λ∂Ω
j }∞

j=1 is equal to

{0, 1, 1, 2, 2, 3, 3, 4, 4, . . .} ,

where all but the lowest element are twice degenerate and the corresponding non-
normalized eigenfunctions are given in polar coordinates by
{r sin(λθ) , r cos(λθ)}. We refer to [18].

Example 2.2 Let Ω = (−1, 1)× (−1, 1) be a square. The Steklov eigenvalues
except for 0 are given in the following table:

Eigenspace basis Condition on α > 0 Eigenvalue
cos(α x) cosh(α y)
cos(α y) cosh(α x) tan(α) = − tanh(α) α tanh(α)
sin(α x) cosh(α y)
sin(α y) cosh(α x) tan(α) = coth(α) α tanh(α)
cos(α x) sinh(α y)
cos(α y) sinh(α x) tan(α) = − coth(α) α coth(α)
sin(α x) sinh(α y)
sin(α y) sinh(α x) tan(α) = tanh(α) α coth(α)

x y none 1

Consider that these eigenvalues are not sorted and every eigenvalue on the very
right column has multiplicity two, with their respective eigenspace basis given
on the very left column, except for the eigenvalue 1 and 0, which are simple
eigenvalues, with the eigenfunctions f (x, y) = x y and f (x, y) = 1, respectively.
Thus the sorted eigenvalues are given approximately by

{0, 0.938, 0.938, 1, 2.347, 2.347, 2.365, 2.365, . . .} .

We refer to [18, Section 3.1].

Example 2.3 Let Ωε = {x ∈ R2 | ε < |x| < 1} be a ring with a hole of radius
ε. We note here that Ωε is not simply connected. The only radially independent
eigenfunction is

f (r) =

(

−(1 + ε)

ε log(ε)

)

log(r) + 1 ,

with the corresponding eigenvalue

λε = −
1 + ε

ε
log(ε) .

The other eigenvalues and eigenfunctions are given in [5].

Example 2.4 Let Ωε, k be a rotation-symmetric perturbation of the unit disk,
which is the shape of a flower and which can be described through polar coor-
dinates as {(r, θ) ∈ R≥0 × [−π, π) | r ≤ 1 + ε cos(k θ)}. Let {λ0

j }
∞
j=1 be the

Steklov eigenvalues for the disk, see Example 2.1, and let {λε
j}

∞
j=1 be the Steklov
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eigenvalues for Ωε, k. Then under some regularity assumptions [29], it can be
shown that for k = 0 we have

λε
j = (1 + ε)−1λ0

j , for all j ∈ N0 ,

and for k > 0 odd, or k 6= 2 λ0
j , we have that λε

j − λ0
j = O(ε2) , and for the

remaining cases, that is for λε
k and λε

k+1, where λ0
k = λ0

k+1 = j/2, k even, we
have that

λε
k − λ0

k = −ε
j(j + 1)

4
+O(ε2) ,

λε
k+1 − λ0

k+1 = ε
j(j + 1)

4
+O(ε2) .

The paper [29] gives explicit formulas for the second order terms.

As for bounds to Steklov-Neumann eigenvalues, we have from [17,
Theorem 1.8] that for all j ∈ N,

λΓS
j ≤

2π (j − 1)

|ΓS|
,

where |ΓS| denotes the length of ΓS. [16] showed that in fact one has a

strict inequality for λΓS
3 , that is,

λΓS
3 <

4π

|ΓS|
.

3 Eigenvalue Asymptotics

In this section we derive an asymptotic formula which describes the be-
haviour of the spectrum when we change a small part Γ∆ of the Steklov
boundary to Neumann.

To this end, we first need to prove convergence.
Let {u0

j }j∈N be Steklov-Neumann eigenfunctions corresponding to the

Steklov-Neumann eigenvalues {λ0
j }j∈N := {λΓS

j }j∈N to the partition (ΓS,

ΓN), where we assume ΓS is non-empty and open, such that all eigenfunc-
tions are mutually orthogonal to each other within the L2(ΓS) inner prod-
uct. In the following, the eigenfunctions will be determined uniquely, up
to the factor ±1, after imposing the normalization condition ‖u0

j ‖L2(ΓS) = 1.

We define Γ∆ ⊂ ∂Ω as a small boundary interval of length 2ε, such that
Γ∆ ⊂ ΓS, and ΓS \ Γ∆ is open and non-empty. We define {uε

j}j∈N to be the

eigenfunctions to the Steklov-Neumann eigenvalues {λε
j}j∈N correspond-

ing to the partition (ΓS \ Γ∆, ΓN ∪ Γ∆).
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Lemma 3.1 Let ΓS, ΓN, Γ∆, {λ0
j }j∈N be described as above and let ε > 0 be small

enough. Let g ∈ L2(ΓS), let Q ⊂ C be compact in C, such that λ0
j 6∈ Q for all

j ∈ N. Then the following assertions hold.

(i) There exists ε0 > 0 such that for all ε < ε0 and λ ∈ Q there exists a unique
solution Uε to the boundary value problem











△Uε = 0 in Ω ,

∂νUε = λ Uε + g on ΓS \ Γ∆ ,

∂νUε = 0 on ΓN ∪ Γ∆ ,

(3.1)

and, for a constant C independent of ε, it holds that

‖Uε‖H1(Ω) ≤ C ‖g‖L2(ΓS)
. (3.2)

(ii) Let U0 be the solution to (3.1) with Γ∆ = ∅, then we have that

∥

∥Uε − U0
∥

∥

H1(Ω)

ε→0
−−→ 0 . (3.3)

Proof Let us prove item (i). For (3.1) the Fredholm alternative holds.
Therefore, in order to prove the existence and uniqueness of a solution,
it suffices to derive (3.2). We verify this estimate by contradiction. Assume
that Estimate (3.2) fails, that is, there exists a sequence εk → 0 as k → ∞,
gk ∈ L2(ΓS), uniformly bounded with respect to the L2(ΓS)-norm, and
λk ∈ Q such that the solution satisfies the reverse inequality,

‖Uεk‖H1(Ω) > k ‖gk‖L2(ΓS)
. (3.4)

Consider that when the pair (Uε , gk) satisfies (3.1) then so does the pair
( Uε

‖Uε‖L2(ΓS)
,

gk

‖Uε‖L2(ΓS)
) satisfy (3.1), and for both cases the Estimate (3.2) has

exactly the same form. Thus we redefine Uε as Uε

‖Uε‖L2(ΓS)
and gk as

gk

‖Uε‖L2(ΓS)
.

We notice that gk is still uniformly bounded because ‖Uε‖L2(ΓS)
cannot

converge to 0.
From [11, Theorem 6.1] we have that

‖Uε‖2
L2(Ω) ≤ Cα

(

∫

Ω
|∇Uε|2 dx +

∫

ΓS\Γ∆

|Uε|2 dσ

)

,

for a constant Cα > 0 independent of ε.
Then we see using Green’s first identity, the Cauchy-Schwarz inequal-

ity and the trace theorem that

‖Uε‖2
H1(Ω) ≤ C̃α

(

|λ + 1| ‖Uε‖2
L2(ΓS)

+ ‖gk‖L2(ΓS)
‖Uε‖L2(ΓS)

)

≤ C̃α Ctrace

(

CQ ‖Uε‖L2(ΓS)
‖Uε‖H1(Ω) + ‖gk‖L2(ΓS)

‖Uε‖H1(Ω)

)

.
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From the redefinition we have that ‖Uε‖L2(ΓS)
= 1 and with the fact that

gk is uniformly bounded, we infer that ‖Uε‖H1(Ω) is bounded above, inde-
pendently of ε. With Inequality (3.4) we then have

‖gk‖L2(ΓS)
≤

C

k
,

for a constant C > 0 independent of k. Using the compactness of Q, the
Rellich-Kondrachov theorem, and the Banach-Alaoglu theorem we con-
clude that there exists a subsequence to (εk)k∈N, which by abuse of nota-
tion we call again (εk)k∈N, such that

λk
k→∞
−−→λ⋆ ∈ Q ,

Uεk
k→∞
−−→U⋆ strongly in L2(Ω) and weakly in H1(Ω) .

By the redefinition ‖Uε‖L2(ΓS)
= 1, we have that U⋆ 6= 0. Consider that the

weak formulation of (3.1) reads that for all v ∈ C∞(Ω) we have

∫

Ω
∇Uε · ∇v dx − λ

∫

ΓS\Γ∆

Uε v dσ =
∫

ΓS\Γ∆

g v dσ . (3.5)

We consider this for the sequence (εk)k∈N, and then apply the limits for
k → ∞ on both sides. Using the dominated convergence theorem we can
pull the limit inside and infer that

∫

Ω
∇U⋆ · ∇v dx − λ⋆

∫

ΓS

U⋆ v dσ = 0 ,

where we used that ‖gk‖L2(ΓS)
k→∞
−−→ 0, thus gk

k→∞
−−→ 0 in L2.

From this identity and the fact that U⋆ 6= 0 we can deduce that λ⋆ ∈ Q
is an eigenvalue with eigenfunction U⋆ to (2.2). This contradicts the as-
sumption that no eigenvalues are in Q. This contradiction lets us conclude
that (3.2) holds.

Let us prove item (ii). From the proof of item (i) we find for every

sequence a subsequence denoted (εk)k∈N such that Uεk
k→∞
−−→ U⋆, where

the convergence is strongly in L2(Ω) and weakly in H1(Ω). Passing to
the limit for k → ∞ in the variational formulation (3.5), we see that U⋆

satisfies the same variational formulation as U0, hence U⋆ = U0. Due to
the arbitrariness of the sequence, it holds for ε → 0.

Now we need to improve the convergence to strong convergence in
H1(Ω). Using the strong convergence in L2(Ω), it is enough to show that

lim
ε→0

∥

∥∇(Uε − U0)
∥

∥

2

L2(Ω)
= 0 .
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Using Green’s first identity on
∫

Ω
|∇(Uε − U0)|2, as well as on the defini-

tion of weak convergence in H1(Ω) (and on weak convergence in L2(Ω)),
the last equation reads

lim
ε→0

λ
∥

∥Uε − U0
∥

∥

2

L2(ΓS\Γ∆)
= 0 .

Assume for a contradiction that the the last identity is not true. Denote
Vε := Uε − U0. Then limε→0 Vε 6= 0, and Vε satisfies (2.2), hence λ is an
eigenvalue, which by assumption it cannot be, establishing the contradic-
tion. Lemma 3.1 is then proved. �

The proof of the following proposition is given in [1, Theorem 1.2],
using Lemma 3.1.

Proposition 3.2 Let ΓS, ΓN, Γ∆, {λ0
j }j∈N, {λε

j}j∈N, {u0
j }j∈N, {uε

j}j∈N be described

as above and let ε > 0 be small enough. Pick j ∈ N and let λ0
j have multiplicity

Nj. Then the following assertions hold:

(i) The eigenvalue λ0
j is the limit of Nj eigenvalues (with multiplicity taken

into account) for ε → 0 of the perturbed Steklov-Neumann problem (2.2).

(ii) If λε
j , . . . , λε

j+Nj−1 are eigenvalues of the perturbed Steklov-Neumann prob-

lem (2.2) converging to λ0
j and uε

j , . . . , uε
j+N are the corresponding L2(ΓS)-

orthonormalized eigenfunctions, then for any sequence εk
k→∞
−−→ 0 there

exists a subsequence εkm

m→∞
−−−→ 0 such that

∥

∥

∥
u

εkm
j+i − u0

j+i

∥

∥

∥

H1(Ω)

m→∞
−−−→ 0 , for all i ∈ {0, . . . , Nj − 1} ,

where u0
j , . . . , u0

j+N−1 are L2(ΓS)-orthonormalized eigenfunctions associ-

ated with the eigenvalue λ0
j .

We note here that due to Weyl’s Lemma all eigenfunctions u0
j are

smooth in the interior of the domain. We also readily see that they are
continuous at the interior of any line segment. However they might be
discontinuous at the endpoints of those line segments.

Theorem 3.3 Let ΓS, ΓN, Γ∆, {λ0
j }j∈N, {λε

j}j∈N, {u0
j }j∈N, {uε

j}j∈N be de-

scribed as above, let c⋆ ∈ Γ∆ be the center of Γ∆ and let ε > 0 be small enough.
Pick j ∈ N. Let {u0

j , . . . , u0
j+Nj−1} be L2(ΓS)-normalized linearly independent

eigenfunctions of λ0
j and let λε

j converge to λ0
j
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If there exists a i ∈ {0, . . . , Nj − 1} such that u0
j+i(c⋆) 6= 0 then there exists

an uεn
j converging in H1(Ω) to an element in the eigenspace of λ0

j , where

λε
j − λ0

j = 2 ε λ0
j

Nj−1

∑
i=0

(u0
j+i(c⋆))

2 + O(ε2) ,

uεn
j (xS) =

∑
Nj−1

i=0 u0
j+i(xS) u0

j+i(c⋆)
[

∑
Nj−1

i=0 u0
j+i(c⋆)

2
]1/2

+O(ε1
n) for xS ∈ Ω .

Let uεn
j,⊕ be another perturbed eigenfunction, as described in Proposition 3.2, then

uεn
j,⊕(c⋆) = 0 and the associated eigenvalue λε

j,⊕ satisfies

λε
j,⊕ − λ0

j = o(ε2) .

From the proof we can retrieve a formula for the O(ε1
n) part in uε

j up to

order O(ε2). But we will not use it and for sake of readability it is omitted.
The structure of the proof is as follows. Let (· , ·)B denote the L2(B)

inner product over an integrable domain B and Sλε

ΓS
the Green’s function

to the Steklov-Neumann problem. Using Green’s identity we will first
readily obtain

(λε
j − λ0

j ) (u
0
j , uε

j)ΓS\Γ∆
= λ0

j (u
0
j , uε

j)Γ∆

and

uε
j(xS) = λε

j(S
λε

ΓS
, uε

j)Γ∆
.

Using both equations and the decomposition in Theorem 4.1, together
with the condition ∂νuε

j |Γ∆
= 0 from the governing equation, we will ob-

tain a formula for uε
j |Γ∆

. From there on we can trace back and obtain a

formula for the eigenfunction on the whole domain Ω. Using again the
above equation we will finally obtain the asymptotic formula for λε

j − λ0
j .

This also supplies us with a way to find the limit of an perturbed eigen-
function. Using orthogonality between two limits of perturbed eigenfunc-
tions, we readily argue why every other eigenfunction must be zero at c⋆.
Using the above expression for λε

j − λ0
j together with the Taylor expansion

of the limit, we infer the convergence rate o(ε2).

Proof We denote the sequence {εn}n by ε → 0 and the L2(ΓS)-normalized
eigenfunctions to λj by {u0

j , . . . , u0
j+Nj−1}. Using Green’s first identity and

the governing equation (2.2), we have for i = 0, . . . , Nj − 1 that

(∇u0
j+i ,∇uε

j)Ω = (∂νu0
j+i , uε

j)∂Ω = λ0
j (u

0
j+i , uε

j)ΓS
,

(∇u0
j+i ,∇uε

j)Ω = (u0
j+i , ∂νuε

j)∂Ω = λε
j(u

0
j+i , uε

j)ΓS
− λε

j(u
0
j+i , uε

j)Γ∆
.
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From this it is easy to see that

(λε
j − λ0

j ) (u
0
j+i , uε

j)ΓS\Γ∆
= (−λε

j + λ0
j ) (u

0
j+i , uε

j)Γ∆
+ λε

j(u
0
j+i , uε

j)Γ∆

= λ0
j (u

0
j+i , uε

j)Γ∆
. (3.6)

Using Green’s first identity and the decomposition in Theorem 4.1, we
have

uε
j(xS) = λε

j(S
λε

ΓS
, uε

j)Γ∆

= λε
j(Γ

0 , uε
j)Γ∆

+ λε
j

Nj−1

∑
i=0

u0
j+i(xS) (u

0
j+i , uε

j)Γ∆

λε
j − λ0

j

+ λε
j (R

λε

ΓS
, uε

j)Γ∆
,

where Rλε

ΓS
(xS , ·) ∈ H1(Ω)∩ C∞(Ω) and it is analytic in a neighborhood of

λε
j , according to Theorem 4.1.

From (3.6) follows
(u0

j+i ,uε
j )Γ∆

λε
j−λ0

j

=
(u0

j+i ,uε
j )ΓS\Γ∆

λ0
j

, thus we can infer that

uε
j(xS) = λε

j(Γ
0 , uε

j)Γ∆
+

λε
j

λ0
j

Nj−1

∑
i=0

u0
j+i(xS) (u

0
j+i , uε

j)ΓS\Γ∆
+ λε

j (R
λε

ΓS
, uε

j)Γ∆
.

(3.7)

Without loss of generality, we assume that Γ∆ = (−ε, ε)× {0} and that
the outside normal on Γ∆ is (0, 1)T, where the superscript T denotes the
transpose.

For y ∈ Γ∆, we define (τ, 0)T = y. By definition, ∂νuε
j(y) = 0 for y ∈ Γ∆,

which yields with the last equation that

lim
hց0

2λε
j

2π

ε
∫

−ε

h uε
j(t)

h2 + (t − τ)2
dt

= λε
j

Nj−1

∑
i=0

u0
j+i(y) (u

0
j+i , uε

j)ΓS\Γ∆
+ λε

j (∂νRλε

ΓS
, uε

j)Γ∆
.

Here we considered that we in fact placed the singularity at the bound-
ary, this means that the associated Dirac measure is halved, thus we have
Sλε

ΓS
= 2Γ0 + Rλε

ΓS
. Furthermore, we can pull the normal derivative inside

the (Rλε

ΓS
, uε

j)Γ∆
, which follows by using Green’s identity and the dominated

convergence theorem. Using partial integration we readily see that

lim
hց0

∫ ε

−ε

h

h2 + (τ − t)2
uε

j(t)dt = πuε
j(τ).

This leads us to

uε
j(t) =

Nj−1

∑
i=0

u0
j+i(y) (u

0
j+i , uε

j)ΓS\Γ∆
+ (∂νRλε

ΓS
, uε

j)Γ∆
. (3.8)
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Using (3.6), we see that for all i ∈ {0, . . . , Nj − 1}

(u0
j+i , uε

j)ΓS\Γ∆
=

(u0
j+i , uε

j)Γ∆

(u0
j , uε

j)Γ∆

(u0
j , uε

j)ΓS\Γ∆
, (3.9)

where

(u0
j+i , uε

j)Γ∆

(u0
j , uε

j)Γ∆

=
u0

j+i(c⋆)

u0
j (c⋆)

+O(ε1) , (3.10)

which we readily infer from (3.8), and where we used the assumption
u0

j+i(c⋆) 6= 0, where we assumed i = 0 without loss of generality. From

(3.7) we infer for xS ∈ Ω \ Γ∆ that

uε
j(xS) =

λε
j

λ0
j

(u0
j , uε

j)ΓS\Γ∆

Nj−1

∑
i=0

u0
j+i(xS)

u0
j+i(c⋆)

u0
j (c⋆)

+O(ε1) .

Let us determine (u0
j , uε

j)ΓS\Γ∆
. From (uε

j , uε
j)ΓS\Γ∆

= 1 and (3.9), it follows

readily that

(u0
j , uε

j)
2
ΓS\Γ∆

=

[λε
j

λ0
j

Nj−1

∑
i=0

u0
j+i(c⋆)

2

u0
j (c⋆)

2

]−1(

1 +O(ε1)

)

.

We readily see that
λε

j

λ0
j

= 1 +O(ε), hence, we infer the formula for uε
j(xS)

in Theorem 3.3. By using (3.6) we obtain

λε
j − λ0

j =
λ0

j

(u0
j , uε

j)ΓS\Γ∆

Nj−1

∑
i=0

[

(u0
j , u0

j+i)Γ∆

u0
j+i(c⋆)

u0
j (c⋆)

(u0
j , uε

j)ΓS\Γ∆

]

+O(ε2) .

This leads us to the formula for λε
j − λ0

j in Theorem 3.3.

Let us consider other perturbed eigenfunctions. We claim that every
other perturbed eigenfunctions are zero at c⋆. To this end, in the case
that not all eigenfunctions are zero at c⋆, we can pick through the Gram-
Schmidt orthogonalization an L2(ΓS)-orthonormal basis {u0

j , . . . , u0
j+Nj−1}

of λj such that u0
j+i(c⋆) = 0 for all i ∈ {1, . . . , Nj − 1}, and u0

j (c⋆) 6=

0. Assume that two perturbed eigenfunctions uε
j,0, uε

j,⊕ converge to the

eigenspace of λ0
j . Then by the previously derived formula, one of those,

say uε
j,0, converges to

∑
Nj−1

i=0 u0
j+i(xS) u0

j+i(c⋆)
[

∑
Nj−1

i=0 u0
j+i(c⋆)

2
]1/2

= u0
j (xS)

u0
j (c⋆)

|u0
j (c⋆)|

.
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Since the limits of the two perturbed eigenfunctions are orthogonal to each
other, we infer that uε

j,⊕ converges to the span of {u0
j+1, . . . , u0

j+Nj−1} =

(u0
j )

⊥. Hence limε→0 uε
j,⊕(c⋆) = 0. Let λε

j,⊕ be the associated eigenvalue to

uε
j,⊕ and u0

j,⊕ its limit. With (3.6) we infer that

(λε
j − λ0

j ) = λ0
j

(u0
j,⊕ , uε

j,⊕)Γ∆

(u0
j,⊕ , uε

j,⊕)ΓS\Γ∆

=
O(ε2) o(1)

1 + o(1)
.

This concludes the proof of Theorem 3.3. �

4 Asymptotics for the Steklov-Neumann Function

Let Sλ
ΓS
(xS , ·) be the Green’s function to the Steklov-Neumann problem

(2.1) to the partition (ΓS, ΓN) of ∂Ω, where we assume that ΓS is non-
empty and open. Let {uj}j∈N be the normalized Steklov-Neumann eigen-
functions corresponding to the Steklov-Neumann eigenvalues {λj}j∈N to
the partition (ΓS, ΓN), such that all eigenfunctions are mutually orthogonal
to each other within the L2(ΓS) inner product.

Theorem 4.1 Let ΓS, ΓN, {uj}j∈N, {λj}j∈N be as described above. Let λ ≥ 0
such that λ 6= λj for all j ∈ N. For all xS ∈ Ω, the Steklov-Neumann function

Sλ
ΓS
(xS , ·), given by (2.1), exists and Sλ

ΓS
(xS , ·) ∈ L2(Ω).

Furthermore pick j ∈ N, then for y ∈ Ω, y 6= xS and for λ close enough to
λj, where λ has multiplicity Nj, that is λj = . . . = λj+(Nj−1), we have that

Sλ
ΓS
(xS , y) =

1

2π
log(|x − y|) +

Nj−1

∑
i=0

uj+i(xS) uj+i(y)

λ − λj
+ Rλ

ΓS
(xS , y) .

Moreover, Rλ
ΓS
(xS , ·) ∈ H1(Ω) ∩ C∞(Ω) and it is analytic in a neighborhood of

λj.

We remark here that we expect that the term Rλ
ΓS

blows up whenever

the length of ΓS goes to zero. The function 1
2π log(|x − y|) is the Green’s

function to the free-space Laplace equation, we refer to [10, Section 2.2]
and [7, Section 2.3].

Proof We use the decomposition

Sλ
ΓS
(xS , y) = Γ0(xS , y) + ZΓS

(xS , y) + Uλ
ΓS
(xS , y) , (4.1)

where Γ0(xS , y) := 1
2π log(|x − y|) ∈ L2(Ω), and the functions ZΓS

(xS , ·) ,
Uλ

ΓS
(xS , ·) are solutions to











△ZΓS
= 0 in Ω ,

ZΓS
= 0 on ΓS ,

∂νZΓS
= −∂νΓ0 on ΓN ,















△Uλ
ΓS

= 0 in Ω ,

∂νUλ
ΓS
− λ Uλ

ΓS
= f on ΓS ,

∂νUλ
ΓS

= 0 on ΓN ,
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where

f (xS , ·) := −(∂νΓ0(xS , ·) + ∂νZΓS
(xS , ·)− λ Γ0(xS , ·)) ∈ L2(ΓS) .

From [26, Theorem 4.10], and the fact that the first mixed Dirichlet - Neu-
mann eigenvalue is not zero [6], as long as ΓS is not empty, we have that
ZΓS

(xS , ·) ∈ H1(Ω) exists. From Lemma 3.1, we see that Uλ
ΓS
(xS , ·) ∈

H1(Ω) exists. We infer that Sλ
ΓS
(xS , ·) exists and that Sλ

ΓS
(xS , ·) ∈ L2(Ω).

With a small modification in the proof of [11, Theorem 7.3], respec-
tively [11, Theorem 5.3], we see that {uj}j∈N is a maximal orthonormal set
to

W∂ := {v ∈ H1(Ω) | v weak solution to △v = 0 and ∂νv |ΓN
= 0} ,

within the H1(Ω) inner product A (· , ·) given in [11, Equation (6.5)]. Con-
sider that Uλ

ΓS
∈ W∂, thus we can write

Uλ
ΓS
(xS , y) =

∞

∑
j=1

(Uλ
ΓS
(xS , ·) , uj(·))ΓS

uj(y) , (4.2)

where (· , ·)B denotes the L2(B) inner product over an integrable domain
B. Using Green’s first identity and the governing equations multiple times,
we obtain that

−λ (Uλ
ΓS

, uj)ΓS
= (−∂Uλ

ΓS
, uj)ΓS

+ (−∂Γ0 + λ Γ0 , uj)ΓS
+ (−∂ZΓS

, uj)ΓS

= −λj (U
λ
ΓS

, uj)ΓS
+ (−∂Γ0 + λ Γ0 , uj)ΓS

+ 0 − (∂Γ0 , uj)ΓN

= −λj (U
λ
ΓS

, uj)ΓS
− uj(xS)− (λj − λ)(Γ0 , uj)ΓS

.

After rearranging the terms we obtain that

(Uλ
ΓS

, uj)ΓS
=

uj(xS)

(λ − λj)
− (Γ0 , uj)ΓS

. (4.3)

With the definition

Rλ
ΓS
(xS , y) := ZΓS

(xS , y) + Uλ
ΓS
(xS , y)−

Nj−1

∑
i=0

uj+i(xS) uj+i(y)

λ − λj
,

and Weyl’s lemma, we conclude that Theorem 4.1 holds. �

Next we search for an asymptotic formula for Sλ
ΓS

, when we insert a
small Neumann condition in the boundary. To this end, we define Γ∆ as a
small boundary interval of length 2ε with center c⋆ ∈ R2, such that Γ∆ ⊂
ΓS. Then we define Sλ

M(xS , ·) to be the Green’s function to the Steklov-
Neumann problem (2.1) to the partition (ΓS \ Γ∆, ΓN ∪ Γ∆), where λ is not
a Steklov-Neumann eigenvalue to both partitions.
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Theorem 4.2 Let ΓS, ΓN, Γ∆ be as described above and let ε > 0 be small enough.
Let λ ≥ 0 not be a Steklov-Neumann eigenvalue to either of the two partitions
(ΓS, ΓN) and (ΓS \ Γ∆, ΓN ∪ Γ∆). Then we have for all xS ∈ Ω, y ∈ Ω \ {xS}
that

Sλ
M(xS , y) = Sλ

ΓS
(xS , y) + 2 λ ε Sλ

ΓS
(xS , c⋆) Sλ

ΓS
(y , c⋆) +O(ε2) .

Let y ∈ Γ∆ then

Sλ
M(xS , y) = Sλ

ΓS
(xS , y) +O(ε) .

Let us consider the structure of our proof. Using Green’s identity we
establish the identity

−λ Sλ
ΓS
(xS , y) = λ∂νy(S

λ
ΓS
(y, ·) , Sλ

M(xS , ·))Γ∆
,

for y ∈ Γ∆, where (· , ·)B denotes the L2(B) inner product over an inte-
grable domain B. Using the decomposition established in Theorem 4.1,
we can recover a formula for Sλ

M(xS , y) for y ∈ Γ∆. Then we can trace
back, that is using Green’s identity one more time, to find the equation in
Theorem 4.2 for y ∈ Ω.

Proof Without loss of generality, we assume that Γ∆ is a straight line
segment on ∂Ω. By rotating and translating Ω, we assume that Γ∆ =
(−ε, ε)× {0} and that the outside normal on Γ∆ is (0, 1)T. We remind here
that this is possible since we assume that ∂Ω is smooth.

With Green’s second identity we obtain for y ∈ Ω

Sλ
M(xS , y) = (△zSλ

ΓS
(y , ·) , Sλ

M(xS , ·))Ω

= Sλ
ΓS
(y , xS) + (∂νz Sλ

ΓS
(y , ·) , Sλ

M(xS , ·))Γ∆
.

We readily see that Sλ
ΓS
(xS , y) = Sλ

ΓS
(y , xS), using the same argument as

the one in the last equation. We define vxS
(y) := Sλ

M(xS , y) − Sλ
ΓS
(xS , y).

This leads us to
{

∂νy vxS
(y) = −λ Sλ

ΓS
(xS , y) for y ∈ Γ∆ ,

vxS
(y) = (∂νz Sλ

ΓS
(y , ·) , Sλ

M(xS , ·))Γ∆
for y ∈ Ω .

(4.4)

Combining both statements, we have for y ∈ Γ∆

−λ Sλ
ΓS
(xS , y) = νy · lim

ŷ→y
ŷ∈Ω

∇ŷ λ(Sλ
ΓS
(ŷ, ·) , Sλ

M(xS , ·))Γ∆
.

Next we use the decomposition Sλ
ΓS
(y, z) = 2Γ0(y, z) + Rλ

ΓS
(y, z), where

Γ0(y, z) = 1
2π log(|y − z|) denotes the fundamental solution to the Laplace

equation △Γ0(y , ·) = δy(·), and Rλ
ΓS
(y, ·) ⊂ C∞(Ω) ∩ H1(Ω) denotes the
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remaining function from Theorem 4.1. The factor 2 emerges due to the
fact that z ∈ Γ∆ is fixed and we consider y → Γ∆, this means that the
singularity is at the boundary which halves the Dirac measure. Hence
using that Γ∆ is flat and located at the horizontal axis, centered at the
origin, we can rewrite the right-hand side of the last equation as

λ νy · lim
ŷ→y
ŷ∈Ω

∇ŷ

(

(2Γ0(ŷ, ·) , Sλ
M(xS , ·))Γ∆

+ (Rλ
ΓS
(ŷ, ·) , Sλ

M(xS , ·))Γ∆

)

=

λ

2π
lim
hց0

∫

Γ∆

−2h

h2 + (z1 − y1)2
Sλ

M(xS , z)dσz + λ(∂νy Rλ
ΓS
(y, ·) , Sλ

M(xS , ·))Γ∆
.

(4.5)

We can pull the normal derivative inside the term (Rλ
ΓS

, Sλ
M(xS , z))Γ∆

, which
follows readily using Green’s identity and then the dominated conver-
gence theorem. Using that limhց0

∫ ε
−ε

h
h2+(τ−t)2 µ(t)dt = πµ(τ), we infer

Sλ
M(xS , y) = Sλ

ΓS
(xS , y) +O(ε) .

Using (4.4) we obtain for y ∈ Ω that

Sλ
M(xS , y) = Sλ

ΓS
(xS , y) + λ

(

Sλ
ΓS
(xS , ·) , Sλ

ΓS
(y , ·)

)

Γ∆
+O(ε2) ,

from which Theorem 4.2 follows. �

5 The Algorithm

We now present an algorithm to which, by insertion of Neumann bound-
ary pieces, maximizes the magnitude of the Green’s function correspond-
ing to a mixed Steklov-Neumann problem, for a Steklov parameter close
to a given target.

Our algorithm starts with a full Steklov boundary condition. Then it
changes a small boundary interval into a Neumann boundary condition
such that the value of the Steklov-Neumann function Sλ(xS, y) increases,
where xS is the signal transmitting point in the domain Ω and y is the
receiving point by using the asymptotic formulae in Theorems 3.3 and 4.2.
According to these two theorems, by changing a boundary part from the
Steklov boundary condition to the Neumann one, the associated eigen-

value λΓD
j increases. Thus the idea is to expand the Neumann boundary

in such extent that we eventually hit the desired eigenvalue λ⋆. This is
not possible if the desired eigenvalue λ⋆ is smaller than the first non-zero
Steklov eigenvalue λ∂Ω

2 , since the eigenvalue 0 cannot increase and all
other eigenvalues cannot decrease. However, from our numerical experi-
ments, it seems to hold true for all other positive λ⋆.
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Algorithm 1 Finding an intensity maximizing partition of the boundary

Input: xS ∈ Ω, y ∈ Ω, y 6= xS, λ⋆ > 0, Ctol > 0.
Require: λ⋆ ≥ λ∂Ω

2 and Ctol is big enough.

1: Find the next lower Steklov eigenvalue λ to λ⋆.
2: Compute the value Sλ

∂Ω
(xS, y) and the Steklov functions Sλ

∂Ω
(xS, ·),

Sλ
∂Ω

(y, ·) associated to the partition (∂Ω,∅) at the boundary.
3: if Sλ

∂Ω
(xS, y) ≥ 0 then

4: Let L ∈ ∂Ω be the location of a global maxima of the function
∂Ω ∋ z 7→

(

Sλ
∂Ω

(xS, z) · Sλ
∂Ω

(y, z)
)

∈ R.
5: else

6: Let L ∈ ∂Ω be the location of a global minima of the function
∂Ω ∋ z 7→

(

Sλ
∂Ω

(xS, z) · Sλ
∂Ω

(y, z)
)

∈ R.
7: end if

8: Set ε, ε∆ := 0, f := 1.
9: Set Γ∆, Γ∆

0 := {L}, λ0 := λ.
10: while True do

11: Set {ui}
N−1
i=0 to be orthonormalized eigenfunctions to λ0 and (∂Ω \

Γ∆
0, Γ∆

0).
12: Set ε∆ = f · 1

2
λ⋆−λ0

λ0 ∑
N−1
i=0 ui(L)2

.

13: Extend Γ∆ on both sides by the length ε∆.
14: Compute the new eigenvalue λ to the partition (∂Ω \ Γ∆, Γ∆).
15: if |λ − λ⋆| ≤ Ctol then return Γ∆

16: else if λ < λ⋆ − Ctol then

17: Set Γ∆
0 = Γ∆, ε0 = ε0 + ε∆, λ0 = λ.

18: Set f = 1.
19: else

20: Set Γ∆ = Γ∆
0, λ = λ0.

21: Set f = f · 0.8.
22: end if

23: end while

In the following we give an explanation for the above choices.

Line 2-7: To increase the value Sλ
∂Ω

(xS, y) we use in the asymptotic formula
given in Theorem 4.2. Depending on the sign of Sλ

∂Ω
(xS, y), we have

to search for the maxima of the function z 7→
(

Sλ
∂Ω

(xS, z) · Sλ
∂Ω

(y, z)
)

or its minima;

Line 10: In this while-loop, we change a boundary interval with center L and
length 2ε into a Neumann Boundary condition. Here, ε is deter-
mined by Theorem 3.3, that is, λ⋆ ≈ λ + 2ελ ∑

N−1
i=0 ui(L)

2. The fac-
tor f dampens the choice of ε∆ and is chosen to be equal to 1 at
the beginning of the algorithm. If the new eigenvalue λ satisfies
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|λ−λ⋆| < Ctol, then we end the loop; if λ < λ⋆−Ctol, then we restart
the loop with the new values, and in the remaining case we decrease
f . We choose here f = f · 0.8 for simplicity, but there are several

different more elaborate approaches, for instance f = f · λ⋆−λ0
λ−λ0

, or
utilizing the knowledge that the approximation-error of λ is of order
ε2.

Line 11: We do not need the eigenfunctions on the whole domain. In fact, we
only need those on the Steklov part of the boundary. Actually, we
only need their evaluation on L, but in order to determine the eigen-
functions we also need to norm them and to orthogonalize them in
the L2(ΓS) sense. This is done with the Gram-Schmidt rule together
with the trapezoidal rule for discretized eigenfunctions.

Line 12: The idea follows from the approximation λ⋆ ≈ λ + 2λε ∑
N−1
i=0 ui(L)

2.
The dampening factor f is discussed in Line 10.

Remark 5.1 When the function ∂Ω ∋ z 7→
(

Sλ
∂Ω

(xS, z) · Sλ
∂Ω

(y, z)
)

∈ R oscil-
lates strongly on the boundary it might yield better results, when multiple, but
smaller, boundary intervals are applied. The idea behind this is that using one
long boundary interval might intersect the disadvantageous part of the function
Sλ

∂Ω
(xS, z) · Sλ

∂Ω
(y, z) and thus decrease the intensity of Sλ

∂Ω
(xS, y). This method-

ology is not investigated in this paper.

6 Numerical Implementation and Tests

The numerical implementation for the eigenvalues follows the boundary-
integral approach given for the mixed Steklov-Neumann problem in [2, 3]
and for the mixed Dirichlet-Neumann problem in [4] and is as follows.

We represent an eigenfunction uj ∈ H1(Ω) using the single-layer po-
tential, that is,

uj(x) = S0
Ω[ϕj](x) :=

∫

∂Ω
Γ0(x , y)ϕj(y)dσy , for x ∈ Ω ,

where Γ0(x , y) := 1
2π log(|x − y|) and ϕj ∈ L2(∂Ω) is the potential asso-

ciated to uj. Using the jump-relations given in [10, Section 2.2], we can
obtain that for x ∈ ∂Ω,

uj(x) =
∫

∂Ω
Γ0(x , y)ϕj(y)dσy ,

∂νuj(x) = (− 1
2I + (K0

∂Ω)
∗)[ϕj](x) ,

= − 1
2 ϕj(x) +

∫

∂Ω
∂νx Γ0(x , y)ϕj(y)dσy.

We first assume that the domain Ω possesses a 2π-periodic counterclock-
wise parametric representation of the form x(t) = (x1(t) , x2(t)), for t ∈
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[0, 2π] and then discretize the interval [0, 2π], according to the partition-
ing (ΓS , ΓN) of the boundary. Finally, we use a spectral method based
on logarithmic singularity resolution and Fourier series, as discussed in
[4]. To be more specific, we first use an affine linear transformation of
the cosine substitution in the aforementioned integrals and then make
use of a Fourier transformation of the resulting integrand. This leads to
well-known integrals with analytic expressions. In order to compute the
Fourier transformation, a discretization of the underlying interval is used.
Back-substitution recovers the initial discretization. This leads us to the
discretized operator expressions S and − 1

2I + K∗. Using the underlying
boundary conditions given in (2.2), we obtain

(− 1
2I + K∗)X = λ

[

0

S

]

X,

where X is the discretized expression of the potential ϕj. This equation is
solved with the in-build method eig( , ) in MATLAB. After obtaining X ,
we can reconstruct the eigenfunction uj from the single-layer potential. In

order to get the Steklov-Neumann function Sλ, we use the decomposition
Sλ = Γ0 + Rλ, where we determine Rλ using

(− 1
2I + K∗)R − λ

[

0

S

]

R =

[

−∂Γ0

−(∂Γ0 − λΓ0)

]

,

where R describes the discretized form of Rλ, which is analogous to X.
This is done with the in-build method mldivide in MATLAB, also known
as the ”\”- operator.

Our first numerical test shows the algorithm in the best case scenario.
We have the domain Ω = {x ∈ R2 | ‖x‖

R2 < 1}, the source point xS ∈
{(0, 0)T, (−0.9, 0)T}, the target eigenvalue λ⋆ = 2.5 and Ctol = 10−3. We
remark here that the next lower Steklov eigenvalue is a double one at 2. We
let the receiving point y ∈ {(0, r)T ∈ R2 | r > 0} vary. Here we mention
that our implementation yields a minuscule imaginary part, because of
the MATLAB implementation of eig and the ”\”- operator, and to avoid
amplification of the error during optimization we always projected to the
real part. The number of discretization points is 3 · 256. As it turns out, for
xS = (0, 0)T, the Steklov-Neumann function is independent of λ and the
partitioning because Γ0 is zero on the whole domain. For xS = (−0.9, 0)T

the Steklov-Neumann function changes and the resulting values are shown
in Table 1. An illustration of the Steklov-Neumann function is given in
Figure 3. The same set-up but with target eigenvalue λ⋆ = 15.5 and 3 · 512
discretization points is shown in Table 2.

Our second numerical test shows the algorithm on a non-convex kite-
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shaped domain Ω. This domain is given by the boundary parametrization

[

cos(t) + 0.65 cos(2t)− 0.65
1.5 sin(t)

]

,

for t ∈ [0, 2π]. The source point is xS = (−1.25, 1.25)T, the receiving
point is y = (−1.25,−1.25)T, the target eigenvalue is λ⋆ = 2.5 and Ctol =
10−3. The next lower Steklov eigenvalue is a single one at approximately
2.043996. The number of discretization points is 6 · 256. The resulting
Steklov-Neumann function is shown in Figure 4. The center of the Neu-
mann boundary condition ΓN is at ∼ (0.257,−0.947)T with length ∼ 1.489.
Sλ

Steklov(xS, y) ≈ 0.0199 and Sλ
End(xS, y) ≈ −124.1.

Figure 3: The Steklov-Neumann function for λ⋆ = 2.5 on the unit disk with
Steklov boundary condition on the left and final mixed boundary conditions on
the right. Marked are xS, denoted as ’xPt’, and y, denoted as ’yPt’. The points
on the boundary are our discretization points. Blue points denote the Neumann
boundary conditions, red points denote the Steklov boundary conditions.

Interpreting the test data, we infer that adding Neumann boundary
intervals moves the peaks at the boundary and can increase the overall
value of the Steklov-Neumann function as seen in Figure 3. Consider
that on the Neumann boundary interval itself, there are no significant
peaks and the peaks which were on that part of the boundary before, get
pressed into the remaining part of the boundary. Hence, it seems that
the algorithm does not only close in to the target eigenvalue λ⋆, but also
moves one of the peaks close to the receiving point. This is feasible as long
as the receiving point is close enough to the boundary, since no peaks can
be found in the interior of the domain.

7 Concluding Remarks

We have presented asymptotic expressions for the change in the Steklov-
Neumann eigenpairs when a small portion of the boundary is changed
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r = 0.1 r = 0.25 r = 0.5 r = 0.75 r = 0.9

Sλ⋆

Steklov(xS, y) -0.022 -0.048 -0.147 -0.332 -0.492

Sλ⋆

End(xS, y) 12.67 39.83 90.50 -133.6 -200.4
∣

∣

∣

∣

Sλ⋆
End(xS,y)

Sλ⋆
Steklov(xS,y)

∣

∣

∣

∣

586 838 615 402 407

θcenter 0.42π 0.42π 0.39π 1.96π 1.96π

lN 0.36π 0.36π 0.36π 0.36π 0.36π

Table 1: Algorithm 1 tested on the unit circle with λ⋆ = 2.5, xS = (−0.9, 0)T,
y ∈ {(0, r)T ∈ R2 | r > 0}, Ctol = 10−3. Sλ

Steklov(xS, y) represents the Steklov
function and Sλ

End(xS, y) represents the Steklov-Neumann function on the final
partition, where the final partition is made out of two boundary intervals, one with
Steklov boundary conditions and the other with Neumann boundary conditions.
θcenter ∈ [0, 2π) represents the angle of the center of the Neumann boundary
intervals and lN its length.

r = 0.1 r = 0.25 r = 0.5 r = 0.75 r = 0.9

Sλ⋆

Steklov(xS, y) -0.166 -0.016 -0.014 -0.013 -0.038

Sλ⋆

End(xS, y) -0.540 -1.611 -5.811 -9.719 -38.04
∣

∣

∣

∣

Sλ⋆
End(xS,y)

Sλ⋆
Steklov(xS,y)

∣

∣

∣

∣

32.5 101 418 731 1014

θcenter 0.52π 0.52π 0.52π 0.52π 0.98π

lN 0.05π 0.05π 0.05π 0.05π 0.05π

Table 2: Algorithm 1 tested on the unit circle with λ⋆ = 15.5, xS = (−0.9, 0)T,
y ∈ {(0, r)T ∈ R2 | r > 0} and Ctol = 10−3. Sλ

Steklov(xS, y), Sλ
End(xS, y),

θcenter ∈ [0, 2π) and lN are defined as in Table 1.
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Figure 4: The Steklov-Neumann function for λ⋆ = 2.5 on the kite shape with
Steklov boundary condition on the left and final mixed boundary conditions on
the right. Further notation is the same as in Figure 3.

from Steklov to Neumann. These ideas are exploited to derive a method
for optimizing the Green’s function for a mixed Steklov-Neumann prob-
lem at a given source-receiver pair, and for a value of the Steklov param-
eter which is close to a given target value. The optimization requires the
highly accurate evaluation of such mixed eigenvalues, and this step is per-
formed using a boundary integral approach. The optimization strategy is
effective, and can lead to gains of two orders of magnitude.
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