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ABSTRACT. In [6], we derived the point-interaction approximations for the acoustic wave fields generated by a cluster of highly contrasted bubbles for a wide range of densities and bulk moduli contrasts. As a continuation of that work, here we derive the equivalent fields when the cluster of bubbles is appropriately distributed (but not necessarily periodically) in a bounded domain \(\Omega\) of \(\mathbb{R}^3\). We handle two situations.

(1) In the first one, we distribute the bubbles to occupy a 3 dimensional domain. For this case, we show that the equivalent speed of propagation changes sign when the medium is excited with frequencies smaller or larger than the Minnaert resonance. As a consequence, this medium behaves as a reflective or absorbing depending on whether the used frequency is smaller or larger than this resonance. In addition, if the used frequency is extremely close to this resonance, for a cluster of bubbles with density above a certain threshold, then the medium behaves as a ‘wall’, i.e. allowing no incident sound to penetrate.

(2) In the second one, we distribute the bubbles to occupy a 2 dimensional (open or closed) surface, not necessarily flat. For this case, we show that the equivalent medium is modeled by a Dirac potential supported on that surface. The sign of the surface potential changes for frequencies smaller or larger than the Minnaert resonance, i.e. it behaves as a smart metasurface reducing or amplifying the transmitted sound across it. As in the 3D case, if the used frequency is extremely close to this resonance, for a cluster of bubbles with density above an appropriate threshold, then the surface allows no incident sound to be transmitted across the surface, i.e. it behaves as a white screen.

1. INTRODUCTION

Recently, there has been a great interest in developing materials to control waves (as acoustic, electromagnetic or elastic waves) in unprecedented ways. For this purpose, the engineers provided us with clever designs to create such ‘artificial’ materials with unusual responses. One of such designs is based on inclusions arranged in specific ways so that when the mentioned waves interact with them new properties emerge. The used inclusions are made of usual materials but they are of smaller scales, usually at the micro or nano scales, enjoying high contrasts as compared to the background medium where they are embedded. These two features in choosing and using the inclusions, namely the way of arranging them and their proper scales, are crucial. Precisely, the choice of the proper scaled and contrasted inclusions allow us to create (subwavelength) resonances which are extremely close to the real line. The arrangement of such inclusions provide effective macroscopic media with changing behaviors while excited with frequencies close to the mentioned resonances. In addition, we can distribute the inclusions to fill-in
volumetric (3D) domains, 2D surfaces or 1D curves. These combinations provide us with, respectively, volumetric metamaterials, metasurfaces and metawires.

In this paper, we deal with acoustic waves generated by micro-scaled bubbles having highly contrasted bulk moduli (and densities). With those scales, Minnaert resonances occur, see [2] and [6]. Distributing such bubbles in (3D) domains and in 2D surfaces, we confirm, in particular, the possibility to generate volumetric metamaterials and (non-necessarily flat) open or closed metasurfaces with interesting properties. Formal derivation of the effective medium in 3D domains are derived in [13] and a justification is provided in [3] for frequencies near the Minnaert resonance. In [5], the effective medium corresponding to a periodic distribution of the bubbles in a flat and infinite 2D surface (a plane) is studied for frequencies near the Minnaert resonance. Compared to these results, here we deal with general shaped (open or closed) surfaces (where no periodicity is needed) and for any fixed frequency. In addition, for both 3D and 2D domains, we consider all the three regimes on the denseness of bubbles. In the low regime, the cluster of bubbles has no effect, i.e. there is no reflection. In the medium regime, the equivalent medium allows no transmission, i.e. it behaves as a wall for the 3D case or a white screen for the 2D case. More detailed properties of such designs are provided later after stating the results.

Before that, let us recall some notations and needed results from [6]. Let us denote by \( \{D_s\}_{s=1}^M \) a finite collection of small bubbles in \( \mathbb{R}^3 \) of the form \( D_s := \delta B_m + z_s \), where \( B_m \) is an open, bounded (with Lipschitz boundary), simply connected set in \( \mathbb{R}^3 \) containing the origin, and \( z_s \) specify the locations of the bubble. The parameter \( \delta > 0 \) characterizes the smallness assumption on the bubbles. Let us consider piecewise constant densities of the form

\[
\rho_0(x) = \begin{cases} 
\rho_0, & x \in \mathbb{R}^3 \setminus \bigcup_{l=1}^{M} D_l, \\
\rho_s, & x \in D_s, \quad s = 1, \ldots, M,
\end{cases}
\]

and piecewise constant bulk modulus in the analogous form

\[
k_\delta(x) = \begin{cases} 
k_0, & x \in \mathbb{R}^3 \setminus \bigcup_{l=1}^{M} D_l, \\
k_s, & x \in D_s, \quad s = 1, \ldots, M,
\end{cases}
\]

where \( \rho_0, \rho_s, k_0, k_s \) are positive constants. Thus \( \rho_0 \) and \( k_0 \) denote the density and bulk modulus of the background medium and \( \rho_s \) and \( k_s \) denote the density and bulk modulus of the bubbles respectively.

The mathematical model for describing the acoustic scattering by the collection of small bubbles \( D_s, \ s = 1, \ldots, M \) is as follows:

\[
\begin{align*}
\Delta u + \kappa_0^2 u &= 0 \quad \text{in} \ \mathbb{R}^3 \setminus \bigcup_{l=1}^{M} D_l, \\
\Delta u + \kappa_s^2 u &= 0 \quad \text{in} \ D_s, \quad s = 1, \ldots, M, \\
|u|_- - |u|_+ &= 0, \quad \text{on} \ \partial D_s, \quad s = 1, \ldots, M, \\
\frac{1}{\rho_s} \frac{\partial u}{\partial \nu} |_- - \frac{1}{\rho_0} \frac{\partial u}{\partial \nu} |_+ &= 0 \quad \text{on} \ \partial D_s, \quad s = 1, \ldots, M, \\
\frac{\partial u}{\partial x} - ik_0 u^s &= o\left(\frac{1}{|x|}\right), \quad |x| \to \infty \ (S.R.C),
\end{align*}
\]

where \( \omega > 0 \) is a given frequency and \( \kappa_0^2 = \omega^2 \frac{\rho_0}{k_0} \) and \( \kappa_s^2 = \omega^2 \frac{\rho_s}{k_s} \). Here the total field \( u := u^I + u^s \), where \( u^I \) denotes the incident field (we restrict to plane incident waves) and \( u^s \) denotes the scattered waves. The above set of equations have to be supplemented with the Sommerfeld radiation condition on \( u^s \) which we shall henceforth refer to as (S.R.C).

To describe the collection of small bubbles, we use the following parameters:

\[
a := \max_{1 \leq m \leq M} \text{diam}(D_m) \left(= \delta \max_{1 \leq m \leq M} \text{diam}(B_m) \right), \quad \text{and} \quad d := \min_{m \neq j, 1 \leq m,j \leq M} d_{mj}, \quad \text{where} \quad d_{mj} := \text{dist}(D_m, D_j).
\]
The distribution of the small bubbles is modeled as follows:

1. Given $\omega_{max}$, we take $\omega \in (0, \omega_{max})$ and $a$ such that $\omega_{max} a << 1$.
2. the number $M := M(a) := \mathcal{O}(a^{-s}) \leq M_{max} a^{-s}$ with a given positive constant $M_{max}$.
3. the minimum distance $d := d(a) \approx d^t$, i.e. $d_{min} d^t \leq d(a) \leq d_{max} d^t$, with given positive constants $d_{min}$ and $d_{max}$.
4. the coefficients $k_m, \rho_m$ satisfy the conditions:

\begin{equation}
\rho_m \rho_0 = C \rho a^\beta, \ \beta > 0, \ (i.e. \ \rho_m \rho_0 \ll 1), \ \text{keeping the relative speed of propagation uniformly bounded, i.e.}
\end{equation}

\begin{equation}
\frac{\kappa_m^2}{\kappa_0^2} := \frac{\rho_m k_0}{\rho_0 k_m} \sim 1, \ \text{as} \ a \ll 1.
\end{equation}

Here the real numbers $s, t$ and $\beta$ are assumed to be non negative.

To state our results, let us first denote $\hat{A}_l := \frac{1}{|\partial D_l|} \int_{\partial D_l} (z - s') \cdot \nu_{s'} ds' ds$ and define $\omega^2_M := \frac{8 \pi k_1}{(\rho - \rho_0) A_l}$.

The constant $\omega_M$ is an approximation of the real part of the Minnaert resonance created by each bubble, see [2, 6]. To simplify the exposition of our results in our ongoing work, all the bubbles are assumed to be identical in shape, and have the same density and bulk modulus. In particular they have the same Minnaert resonance. The starting point of our work is the following point-approximation expansion of the acoustic scattered waves generated by the above cluster of bubbles, see [6] for more details.

**Theorem 1.1.** (see [6]) Under the conditions $0 \leq t < \frac{1}{2}, \ 0 \leq s \leq \frac{3}{2}, \ \beta = 1 + \gamma$, with $0 \leq \gamma \leq 1$ and $s + \gamma \leq 2$ we have the following expansions.

1. Assume that $\gamma < 1$ or $\gamma = 1$ with $\omega$ being away from $\omega_M$, i.e. $|1 - \frac{\omega^2}{\omega^2_M}| \geq l_0$ with a positive constant $l_0$ independent of $a, a$ $\ll 1$. Then

\begin{equation}
u^\infty(x, \theta) = \sum_{m=1}^{M} \Phi_{x_0}^\infty(x, m) Q_m + \mathcal{O}(a^{2-s} + a^{3-\gamma-2t-s})
\end{equation}

under the additional condition on $t$: $t \geq \frac{s}{2}$.

2. Assume that $\gamma = 1$ and the frequency $\omega$ is near $\omega_M$, i.e. $1 - \frac{\omega^2}{\omega^2_M} = l_M a^{h_1}, h_1 > 0$. Then

\begin{equation}
u^\infty(x, \theta) = \sum_{m=1}^{M} \Phi_{x_0}^\infty(x, m) Q_m + \mathcal{O}(a^{2-s-2h_1} + a^{3-2t-2s-2h_1})
\end{equation}

under the additional conditions on $t$ and $h_1$ given by

- $t \geq \frac{s}{3}$ and $s + h_1 \leq 1$ if $l_M < 0$.
- $t \geq \frac{s}{3}, t \leq 1 - h_1$ and $s + h_1 < \frac{3}{2}$ if $l_M > 0$.

The vector $(Q_m)_{m=1}^{M}$ is the solution of the following algebraic system

\begin{equation}
C_m^{-1} Q_m + \sum_{l \neq m} \Phi_{x_0}(z_l, m) Q_l = -u^t(z_m), \ m = 1, ..., M,
\end{equation}

with

\begin{equation}
C_m := \frac{\kappa_m^2 |D_m|}{\rho_m \rho_0 - \frac{1}{8 \pi} \kappa_m^2 A_m} \ \text{and} \ A_m := \frac{1}{|\partial D_m|} \int_{\partial D_m} \int_{\partial D_m} \frac{(s - s') \cdot \nu_{s'} ds' ds}{|s - s'|}.
\end{equation}

The algebraic system (1.9) is invertible under one of the following conditions:
The coefficients $C_m$ are negative and $\max |C_m| = O(a^s)$, as $a \ll 1$. This condition holds if

(a) $\gamma < 1$ or $\gamma = 1$ with $\omega$ being away from $\omega_M$ and we have the relations $0 \leq \gamma \leq 1$, $\gamma + s \leq 2$ and $\frac{\omega}{\pi} \leq t \leq 1$.

(b) $\gamma = 1$ and the frequency $\omega$ approaches $\omega_M$ from below ($l_M < 0$), i.e. $\omega < \omega_M$, and we have the relations $\frac{\omega}{\pi} \leq t \leq 1$ and $1 - h_1 - s \geq 0$.

The coefficients $C_m$ are positive and one of the following conditions is fulfilled

(a) $\max |C_m| = O(a^s)$, as $a \ll 1$, and $\tau := \min_{1 \leq j,m \leq M, \; j \neq m, \cos(\kappa_0|z_m - z_j|)} > 0$. The first condition holds if $\gamma = 1$, the frequency $\omega$ approaches $\omega_M$ from above ($l_M > 0$), i.e. $\omega > \omega_M$, and we have the relations $0 \leq t \leq 1 - h_1$ and $s \leq 1$.

(b) $\max |C_m| = O(a^s)$, as $a \ll 1$. This condition holds if $\gamma = 1$ and the frequency $\omega$ approaches $\omega_M$ from above ($l_M > 0$), i.e. $\omega > \omega_M$, and we have the relations $\frac{\omega}{\pi} \leq t \leq 1$ and $1 - h_1 - s \geq 0$.

From (1.7), (1.8) and (1.9), we see that the knowledge of the parameters $C_m$’s provides approximation formulas to evaluate the scattered waves. We call these parameters the scattering coefficients. As we will see in this work, the scales and signs of these coefficients provide the kind of properties of the equivalent media generated by the bubbles. In the next subsection, we describe briefly these scales and sign properties.

1.1. The scaling and sign of the scattering coefficients $C_m$’s. We describe the scaling and sign of $C_m$ in the regimes to be considered in the following sections.

- If $\gamma < 1$ or $\gamma = 1$ and the frequency $\omega$ is away from the resonance, the scaling of $C_m$ is as follows. From (1.10), we see that
  \[
  C_m = \overline{C}_m \cdot \frac{a^3}{a^{1+\gamma} - a^2} = \overline{C}_m \cdot \frac{a^{2-\gamma}}{1 - a^{1-\gamma}} = \overline{C}_m \cdot a^{2-\gamma},
  \]
  where $\overline{C}_m = O(1)$ as $a \to 0$.

  When $\gamma < 1$, the term $\frac{\rho_m}{\rho_m - \rho_0}$ in (1.10) dominates and since it has a negative sign, it follows that $C_m < 0$. In the case of $\gamma = 1$ and the frequency being away from the resonance, $C_m \geq 0$ if and only if $\omega \geq \omega_M$.

- Next we note that the Minnaert resonance $\omega_M^2$ is of the form
  \[
  \omega_M^2 = \frac{8\pi k_l}{(\rho_l - \rho_0) A_l} = -\frac{8\pi k_l}{\rho_l} \cdot \frac{1}{A_l \rho_m} - \frac{8\pi k_l}{\rho_l} \cdot \frac{1}{A_l \rho_m} \rho_0 + \ldots \sim 1, \quad O(a^s),
  \]
  and when the frequency $\omega$ is near the resonance $\omega_M$, that is,
  \[
  1 - \frac{\omega^2}{\omega_M^2} = l_M a^{h_1}, \quad 0 < h_1 \leq 1, \; l_M \neq 0,
  \]
  using (1.10) we can express $C_m$ in the form
  \[
  C_m = -8\pi |D_m| \frac{1}{l_M a^{h_1} A_m}.
  \]
  We set
  \[
  \omega_M^2 := -8\pi \frac{k_m}{\rho_0 A_m},
  \]
  (1.11)
where \( \bar{A}_m := \frac{1}{|\partial B_m|} \int_{\partial B_m} \int_{\partial B_m} \frac{(s-s')}{|s-s'|} \cdot \nu_s' \, ds' \, ds \), then we can write \( C_m \) as
\[
C_m = \omega_M^2 \frac{|B_m| \rho_0}{l_M k_m} a^{1-h_1}
\]
and set
\[
(1.12) \quad \mathcal{C}_m := \omega_M^2 \frac{|B_m| \rho_0}{l_M k_m}.
\]
Since \( \hat{A}_m \) is negative, the sign of \( C_m \), therefore, is the same as \( l_M \), that is,
\[
C_m \geq 0 \text{ if and only if } l_M \geq 0.
\]
From the above expression, it also follows that \( C_m = \mathcal{C}_m a^{1-h_1}, \) where \( \mathcal{C}_m = \mathcal{O}(1) \) as \( a \to 0 \).

As we assumed the bubbles to be identical in shape, and have the same density and bulk modulus, in what follows, we shall assume \( C_m \) to be same (and equal to \( C \)) for all \( m = 1, \ldots, M \) and the corresponding \( \mathcal{C}_m \) will be denoted by \( \mathcal{C} \). For \( m = 1, \ldots, M \), we shall also denote the quantities
\[
B_m, \rho_m, k_m, \kappa_m, \hat{A}_m
\]
by
\[
B, \rho, k, \kappa \text{ and } \hat{A}
\]
respectively. From appendix A we can further observe that \( \mathcal{C} \) can be written as
\[
\mathcal{C} = \begin{cases} 
\mathcal{C}_{lead} + \mathcal{O}(a^{1-\gamma}), & \text{if } \gamma < 1, \\
\mathcal{C}_{lead} + \mathcal{O}(a^2), & \text{if } \gamma = 1 \text{ and } \omega \text{ is away from } \omega_M,
\end{cases}
\]
where
\[
\mathcal{C}_{lead} = \begin{cases} 
-\kappa^2 |B| C^{-1}_m = -\omega^2 |B| \rho_0 \nu_s^2, & \text{if } \gamma < 1, \\
-\kappa^2 |B| C^{-1}_m \left[ 1 + \frac{1}{8 \kappa^2 A \rho_0} \right]^{-1} = -\omega^2 \frac{|B| \rho_0}{1 - \frac{2 \kappa}{\pi M}} \nu_s^2, & \text{if } \gamma = 1 \text{ and } \omega \text{ is away from } \omega_M.
\end{cases}
\]
Finally, from the above approximation of \( \omega_M \), we observe that
\[
(1.13) \quad \omega_M^2 = \mathcal{C}_M + \mathcal{O}(a^2).
\]

1.2. The case when the bubbles have no effect on the background media. We have seen in (1.7) and (1.8) that in suitable regimes, the far field can be expressed as
\[
u^\infty(\hat{x}, \theta) = \sum_{m=1}^M \Phi_{\kappa_0}(\hat{x}, z_m)Q_m + \mathcal{O}(1), \quad a \to 0.
\]
Also \( \sum_{m=1}^M \Phi_{\kappa_0}(\hat{x}, z_m)Q_m \leq M \max |C|. \) Therefore
- if \( \gamma < 1 \) and \( \gamma + s < 2 \), we have \( M \max |C| = \mathcal{O}(a^{-s} \cdot a^{2-\gamma}) = \mathcal{O}(a^{2-\gamma-s}) = o(1), \quad a \to 0 \) and hence \( u^\infty(\hat{x}, \theta) \to 0, \) as \( a \to 0. \)
- if \( \gamma = 1 \) and the frequency is away from the resonance with \( s < 1 \), we have \( M \max |C| = \mathcal{O}(a^{-s} \cdot a^{2-\gamma}) = \mathcal{O}(a^{2-\gamma-s}) = o(1), \quad a \to 0 \) and hence \( u^\infty(\hat{x}, \theta) \to 0, \) as \( a \to 0. \)
- if \( \gamma = 1 \) and the frequency is near the resonance with \( s + h_1 < 1 \), we have \( M \max |C| = \mathcal{O}(a^{-s} \cdot a^{1-h_1}) = \mathcal{O}(a^{1-h_1-s}) = o(1), \quad a \to 0 \) and hence \( u^\infty(\hat{x}, \theta) \to 0, \) as \( a \to 0. \)

Thus in these cases, the bubbles have no effect on the background media, as \( a \ll 1 \), irrespective of their volumetric or surface distribution.
1.3. Application to volumetric metamaterials. Let us now discuss about the volumetric distribution of the bubbles (see also [12]).

Let $\Omega$ be a bounded domain, say of unit volume. We divide $\Omega$ into $[a^{-}]$ subdomains $\Omega_m$, $m = 1, \ldots, [a^{-}]$, such that each $\Omega_m$ contains $D_m$, i.e. $z_m \in \Omega_m$, and some of the other $D_j$’s. We assume that the number of bubbles in each $\Omega_m$, for $m = 1, \ldots, [a^{-}]$, is uniformly bounded in terms of $m$. To describe correctly this number of obstacles, let be given a function $K : \mathbb{R} \rightarrow \mathbb{R}$ as a non-negative, continuous and bounded potential. Let each $\Omega_m$, $m \in \mathbb{N}$, be a cube of volume $a^*[K(z_m)+1]$ and contains $[K(z_m)+1] (= [K(z_m)]+1)$ bubbles. We set $K_{\text{max}} := \sup_{z_m} [K(z_m)+1]$, hence $M = \sum_{m=1}^{[a^{-}]} [K(z_m)+1] \leq K_{\text{max}}[a^{-}] = O(a^{-})$. The function $K$ describes then the local distribution of the holes, i.e. the number of bubbles in each $\Omega_m$ is fixed as $[K(z_m)+1]$.

One way to do it, using a given function $K$, is to put the location $z_1$ of the first bubble $D_1$ in the 'center' of $\Omega$ and then surround it with the cube $\Omega_1$ of volume $a^*[K(z_1)+1]$. Inside $\Omega_1$, add the other $[K(z_1)]$ bubbles. Starting from $\Omega_1$, build up the other $\Omega_m$’s in a Rubik style respecting their volumes and the number of bubbles included inside them using the function $K$ as discussed above.

Few remarks are in order:

1. If we distribute the bubbles periodically, then $K \equiv 0$, the $\Omega_m$’s are identical (modulo a translation) and $|\Omega_m| = a^s$.

2. $K$ can be identically zero but the bubbles can be distributed non-periodically. In general, if $K_{\Omega_1}$ is an integer, then also $|\Omega_m| = a^*[K(z_m)+1] = a^s$ and the bubbles can be distributed non-periodically.

3. Assume now that $K$ is, eventually, a variable function. Hence $|\Omega_m| = a^*[K(z_m)+1]< a^s$ and $\text{Vol}(\lim_{a \rightarrow 0} \cup_{m=1}^{[a^{-}]}\Omega_m) = \int_{\Omega} \frac{|K(z)+1|}{K(z)+1} dz < |\Omega|$. Hence $\lim_{a \rightarrow 0} \cup_{m=1}^{[a^{-}]}\Omega_m \subseteq \Omega$. In this case, to $\Omega$ we cut a layer of volume $|\Omega| - \int_{\Omega} \frac{|K(z)+1|}{K(z)+1} dz$ and a constant depth starting from $\partial \Omega$. We denote the resulting domain by $\Omega$ too. Note that this last domain has the same regularity as the former.

As $\Omega$ can have an arbitrary shape, the set of the cubes intersecting $\partial \Omega$ is not empty (unless $\Omega$ has a simple shape as a cube). Later in our analysis, we will need the estimate of the volume of this set. Since each $\Omega_m$ has volume of the order $a^s$, and then its maximum radius is of the order $a^{\frac{s}{2}}$, then the intersecting surfaces with $\partial \Omega$ has an area of the order $a^{\frac{s}{2}}$. As the area of $\partial \Omega$ is of the order one, we conclude that the number of such cubes will not exceed the order $a^{-\frac{s}{2}}$. Hence the volume of this set will not exceed the order $a^{-\frac{s}{2}}a^s = a^s$, as $a \rightarrow 0$.

Theorem 1.2. [4] Let the bubbles be distributed in a bounded domain $\Omega$ according to a given non-negative, real-valued function $K \in C^{0,\lambda}(\Omega)$, $\lambda \in (0,1)$, with their number $M := M(a) := O(a^{-s})$ and their minimum distance $d := d(a) := a^s$ as described above.

Let us consider the scattering problem

$$(\Delta + n(x))u^t_a = 0, \quad \text{in} \ \mathbb{R}^3,$$

$$u^t_a = u^s_a + e^{i\kappa_a x \cdot \theta},$$

$$\frac{\partial u^s_a}{|x|} - i\kappa_a u^s_a = o \left( \frac{1}{|x|} \right), \quad |x| \rightarrow \infty,$$

1. As an example, taking $a := N^{-\frac{1}{2}}$, with $N$ an integer and $N \gg 1$, we have $a << 1$ and $[a^{-}] = N$.

2. For a given real and positive number $x$, we denote by $[x]$, the unique integer $n$ such that $n \leq x \leq n + 1$, i.e. $n$ is the floor number.

3. Recall that we denoted by $|x|$ the floor number, i.e. the unique integer $n$ such that $n \leq x \leq n + 1$.

4. The error terms in (1.14), (1.17) and (1.19) are given explicitly in terms of the corresponding used parameters in (2.59), (2.60), (2.61) and (2.55) respectively.
(1) Suppose the conditions $0 \leq t < \frac{1}{2}$, $\beta = 1 + \gamma$ hold and
(a) either $\gamma < 1$, $\gamma + s = 2$, or
(b) $\gamma = 1$, $s = 1$, and $\omega$ away from Minnaert resonance.

Then

$$u^\infty(\hat{x}, \theta) - u^\infty_a(\hat{x}, \theta) = o(1), \text{ as } a << 1, \text{ uniformly in terms of } \hat{x} \text{ and } \theta.$$ 

In the case (a),

$$n := \omega^2 \rho_0 \left[ k_0^{-1} + (K + 1)|B|k^{-1} \chi_\Omega \right]$$

and in the case (b),

$$n := \omega^2 \rho_0 \left[ k_0^{-1} + (K + 1)\frac{|B|}{1 - \omega^2 k^{-1}\chi_\Omega} \right].$$

(2) Suppose that $\gamma = 1$ and $\omega$ is near the Minnaert resonance, i.e. $1 - \omega^2 = l_M a^{h_1}$, with $l_M \neq 0$ and $h_1 \in (0, 1)$ where $s$ and $t$ satisfying the conditions

$$s = 1 - h_1 \text{ and } \frac{s}{3} \leq t < \min\{1 - h_1, \frac{1}{2}\}.$$ 

Then

$$u^\infty(\hat{x}, \theta) - u^\infty_a(\hat{x}, \theta) = o(1), \text{ as } a << 1, \text{ uniformly in terms of } \hat{x} \text{ and } \theta.$$ 

In this case,

$$n := \frac{\omega^2}{\omega_M} \rho_0 \left[ k_0^{-1} - (K + 1)\frac{|B|}{l_M k^{-1}\chi_\Omega} \right].$$

(3) Suppose that $\gamma = 1$ and $\omega$ is near the Minnaert resonance, i.e. $1 - \omega^2 = l_M a^{h_1}$, with $l_M > 0$ and $h_1 \in (0, \frac{15 - 4\lambda}{60 - 4\lambda})$ where $s$ and $t$ satisfying the conditions

$$1 - h_1 < s \leq 1 \text{ and } s \leq 3t < \left(1 + \frac{2\lambda}{15}\right)(1 - h_1).$$ 

Then provided $\kappa_0^2$ is not an eigenvalue for the Dirichlet Laplacian in $\Omega$, we have

$$u^\infty(\hat{x}, \theta) - u^\infty_D(\hat{x}, \theta) = o(1), \text{ as } a << 1, \text{ uniformly in terms of } \hat{x} \text{ and } \theta,$$

where $u^\infty_D$ is determined by the exterior Dirichlet problem

$$\left(\Delta + \kappa_0^2\right) u^\infty_D = 0, \text{ in } \mathbb{R}^3 \setminus \Omega,$$

$$u^t_D := u^s_D + e^{i\kappa_0 x - \theta} = 0, \text{ on } \partial\Omega,$$

$$\frac{\partial u^s_D}{\partial n} - i\kappa_0 u^s_D = o\left(\frac{1}{|x|}\right), \text{ as } |x| \to \infty.$$

According to these results, we distinguish three regimes regarding the denseness of the bubbles.

(1) **Low regime.** This regime is related to one of the following conditions: ($\gamma < 1$ and $\gamma + s < 2$) or ($\gamma = 1$ and the frequency is away from the Minnaert resonance with $s < 1$) or ($\gamma = 1$ and the frequency is near the resonance with $s + h_1 < 1$). Under these conditions, the scattered fields vanish as $a << 1$, meaning that the corresponding cluster is weak and reflects no incident wave.

(2) **Medium regime.** This regime is related to the following conditions:
(a) If $\gamma < 1$, $\gamma + s = 2$ (in which case, $\omega$ is of course away from the Minnaert resonance), then the effective medium is composed of the background one to which we add, locally in $\Omega$, a positive term coming from the cluster.

(b) If $\gamma = 1$, $s = 1$, and $\omega$ away from the resonance. In this case, the effective medium is composed of the background one to which we add, locally in $\Omega$, a term coming from the cluster which changes sign whether the frequency is lower or higher than the Minnaert resonance. When the sign is positive, this means we have more reflection and otherwise we have more transmission. Hence sending incident waves at frequencies lower or higher than the Minnaert resonance $\omega_M$, the medium changes its behavior from transmitting to reflecting. The parameters modeling the bubbles, as the shape and the contrasts, which we can tune to get the sign we wish, are at our disposal. Then we can increase or decrease the transmission (or the reflection) by tuning appropriately these bubbles.

(c) If $\gamma = 1$ and the frequency is near the resonance with $s + h_1 = 1$, then we are in the same situation as in (b). The difference is that, as the cluster density is estimated as $a^{-s}$ with $s = 1 - h_1$ and we can choose $h_1$ as close as we want to 1, we see that we can derive effective medium having the same properties as in (b), but with a very low number of bubbles, namely $M \sim a^{-s}$ with $s$ as close as we want to 0. Hence with very low number of bubbles but using incident frequencies very close to the Minnaert resonance we can achieve same effects as if we use a quite dense cluster ($s = 1$) but with non resonating incident frequencies. This is in accordance with what is believed in the engineering community.

We observe in the form of the coefficient $n$ that after adding the bubbles, the density $\rho_0$ of the background did not change while the bulk modulus $k_0$ is perturbed locally in $\Omega$.

\[ (3) \text{ High regime. If } \omega \text{ is near, but larger than (with } l_M > 0), \text{ the Minnaert resonance } \omega_M \text{ and } 1 < s + h_1 < \frac{1}{3} \text{ then the medium behaves as a totally reflecting one, i.e. as wall. Clusters of bubbles with densities of the order } M \sim a^{-s} \text{ with } s + h_1 > 1, \text{ allow no incident waves, sent at nearly resonating frequencies, to penetrate.} \]

Finally, it is worth mentioning that for any given frequency of incidence $\omega$, we can choose (or tune) the properties of the bubbles so that the corresponding Minnaert resonance will be located near or close to it. This way, for a given frequency $\omega$, we can be in any of the regimes described above by appropriately choosing the bubbles. Hence, we can tune the bubbles so that the incident sound, sent at the frequency $\omega$, will be more/less reflected or transmitted, across $\partial \Omega$, at our will.

1.4. Application to metasurfaces. Let $\Sigma \subset \mathbb{R}^3$ be such that either

- $\Sigma = \partial D$ for some open connected subset $D$ of $\mathbb{R}^3$, or
- $\Sigma$ is an open subset of $\Gamma$, where $\Gamma = \partial D$ for some open connected subset $D$ of $\mathbb{R}^3$.

In order to find a convenient way for counting the bubbles, we shall further assume that $\Sigma$ can be parametrized by a finite number of charts and we shall work with the image of a single such chart (which we shall continue to denote by $\Sigma$) at a time. In this way, we shall possibly overcount the bubbles but since we shall have to deal with only finite number of charts, the error estimates would still be valid.

Without loss of generality, let $\Sigma$ be of unit surface area. Now given a non-negative, Holder continuous function $K : \partial D \to \mathbb{R}$, let $\Sigma_j$, $j = 1, \ldots, [a^{-s}]$ be a square (or quadrilateral) of area $a^{s \frac{[K(z_j)+1]}{K(z_j)+1}}$ which contains the centers of $[K(z_j)+1]$ bubbles. We fill-in $\Sigma$ with the $[a^{-s}]$ subdomains $\Sigma_j$, $j = 1, \ldots, [a^{-s}]$ in a similar way as we did for the volumetric distribution.

In addition, similar to the case of volumetric distribution, we can now estimate the total area of squares $\Sigma_j$ touching the boundary $\partial \Sigma$ of $\Sigma$ as follows. Since area of each $\Sigma_j$ is of the order $a^s$, the radius of $\Sigma_j$ is of the order $a^{\frac{s}{2}}$. Therefore the length of intersecting curves with $\partial \Sigma$ is of order $a^{\frac{s}{2}}$. Now since the length

---

5The relevant condition is $1 < s + h_1$ while the other part $s + h_1 < \frac{2}{3}$ is due to technical limitations.

6By an abuse of notation, we denote the function by $K$ even in the case of distribution on the surfaces. Unlike the case of volumetric distributions, this function is only defined on the surface.
of \( \partial \Sigma \) is of order one, it follows that the number of such squares is not more than order \( a^{-\frac{1}{2}} \). Therefore the total area covered by such \( \Sigma_j \)'s cannot exceed \( a^{-\frac{1}{2}} \cdot a^s = a^{\frac{s}{2}} \).

**Theorem 1.3.** Let the locations \( z_m \)'s of the bubbles be distributed on a bounded subset \( \Sigma \) (say of unit area) according to a given non-negative, real-valued function \( K \in C^{0,\lambda}(\Sigma) \) with their number \( M := M(a) := O(a^{-s}) \) and their minimum distance \( d := d(a) := a^{t} \) as described above.

Let us consider the scattering problem

\[
(\Delta + \kappa_0^2) u_a^t = 0, \text{ in } \mathbb{R}^3 \setminus \Sigma,
\]

\[
[u_a^t] = 0, \quad \left[ \frac{\partial u_a^t}{\partial \nu} \right] - \sigma u_a^t = 0, \text{ on } \Sigma,
\]

\[
\frac{\partial u_a^s}{\partial |x|} - i\kappa_0 u_a^s = o \left( \frac{1}{|x|} \right), \quad |x| \to \infty,
\]

(1) Suppose the conditions \( 0 \leq t < \frac{1}{2}, \beta = 1 + \gamma \) hold and

(a) either \( \gamma < 1, \gamma + s = 2 \), or

(b) \( \gamma = 1, s = 1 \), and \( \omega \) away from Minnaert resonance.

Then

\[
u^\infty(\hat{x}, \theta) - u_a^\infty(\hat{x}, \theta) = o(1), \text{ as } a \ll 1, \text{ uniformly in terms of } \hat{x} \text{ and } \theta.
\]

In the case (a),

\[
\sigma := -\omega^2(K + 1)|B|\frac{\rho_0}{k}
\]

and in the case (b),

\[
\sigma := -\omega^2(K + 1)\frac{|B|}{1 - \frac{\omega^2}{\omega_M^2}} \frac{\rho_0}{k}.
\]

(2) Suppose that \( \gamma = 1 \) and \( \omega \) is near the Minnaert resonance, i.e. \( 1 - \frac{\omega^2}{\omega_M^2} = l_M a^{h_1} \), with \( l_M \neq 0 \) and \( h_1 \in (0, 1) \) where \( s \) and \( t \) satisfying the conditions

\[
s = 1 - h_1 \quad \text{and} \quad \frac{2}{3} \leq t < \min\{1 - h_1, \frac{1}{2}\}.
\]

Then

\[
u^\infty(\hat{x}, \theta) - u_a^\infty(\hat{x}, \theta) = o(1), \text{ as } a \ll 1, \text{ uniformly in terms of } \hat{x} \text{ and } \theta.
\]

In this case,

\[
\sigma := \omega_M^2(K + 1)|B|\frac{\rho_0}{l_M k},
\]

(3) Suppose that \( \gamma = 1 \) and \( \omega \) is near the Minnaert resonance, i.e. \( 1 - \frac{\omega^2}{\omega_M^2} = l_M a^{h_1} \), with \( l_M > 0 \) and \( h_1 \in (0, \frac{7 - 2\lambda}{28 - 2\lambda}) \) where \( s \) and \( t \) satisfying the conditions

\[
1 - h_1 < s \leq 1 \quad \text{and} \quad 3t < \frac{7 + \lambda}{t} (1 - h_1).
\]

Then provided \( \kappa_0^2 \) is not an eigenvalue for the Dirichlet Laplacian in \( D \), we have

\[
u^\infty(\hat{x}, \theta) - u_D^\infty(\hat{x}, \theta) = o(1), \text{ as } a \ll 1, \text{ uniformly in terms of } \hat{x} \text{ and } \theta
\]

where

\[\]
– if $\Sigma$ is an open surface, $u_D^t$ is determined by the Dirichlet crack problem
\[
(\Delta + \kappa_0^2) u_D^t = 0, \text{ in } \mathbb{R}^3 \setminus \Sigma,
\]
\[
u u_D^t = 0, \text{ on } \Sigma,
\]
with the Sommerfeld radiation conditions satisfied by $u^t_D - u^t$.

– if $\Sigma = \partial D$ for some connected open subset $D \subset \mathbb{R}^3$, then $u_D^t$ is the unique solution to the exterior Dirichlet problem
\[
(\Delta + \kappa_0^2) u_D^t = 0, \text{ in } \mathbb{R}^3 \setminus D,
\]
\[
u u_D^t = 0, \text{ on } \partial D,
\]
with the Sommerfeld radiation conditions satisfied by $u^t_D - u^t$.

As in the 3 D case, we distinguish three regimes.

(1) **Low regime.** If $(\gamma < 1$ and $\gamma + s < 2)$ or $(\gamma = 1$ and the frequency is away from the Minnaert resonance with $s < 1$) or $(\gamma = 1$ and the frequency is near the resonance with $s + h_1 < 1$), then the scattered fields vanish as $a \ll 1$, i.e. the corresponding cluster is weak and reflects no incident wave.

(2) **Medium regime.** While the contribution coming from a cluster of bubbles distributed in a volumetric domain $\Omega$ is represented by a 3 D potential supported in $\Omega$, precisely $n_{\text{eff}} \chi^\Omega$, with a well characterized potential $n_{\text{eff}}$, the contribution coming from a cluster of bubbles distributed in a surface $\Sigma$ is represented by a Dirac potential supported on $\Sigma$, precisely $\sigma \delta_{\Sigma}$. As for the 3 D distribution of the bubbles, we have the following properties that are encoded in the definition of the coefficient $\sigma$.

The properties of these surface potentials differ according to the following sub-regimes:

(a) If $\gamma < 1, \gamma + s = 2$ (and then $\omega$ is away from the Minnaert resonance), then the surface potential supported on $\Sigma$ has a multiplicative density which is positive. The amplitude of this density describes to what extent the screen $\Sigma$ is reflecting, i.e. there is more reflection than transmission as
\[
\frac{\partial u_D^t}{\partial \nu} = \sigma > 0.
\]

(b) If $\gamma = 1$, $s = 1$, and $\omega$ away from resonance, then the surface potential coming from the cluster changes sign whether the frequency is lower or higher than the Minnaert resonance. When the sign is positive, this means we have more reflection, see (1.23) and otherwise we have more transmission as in this case
\[
\frac{\partial u_D^t}{\partial \nu} = \sigma < 0.
\]

As the coefficient $\sigma$ is given by parameters modeling the bubbles, which are at our disposal, then we can increase or decrease the transmission (or the reflection) by tuning appropriately these bubbles.

(c) If $\gamma = 1$ and the frequency is near the resonance with $s + h_1 = 1$, then we are in the same situation as in (b). However, and as in the 3 D case, we can derive the effective surface potential having the same properties as in (b), but with a very low number of bubbles, namely $M \sim a^{-s}$ with $s$ as close as we want to 0 using incident frequencies very close to the Minnaert resonance with $h_1$ very close to 1, through the relation $s = 1 - h_1$.

where $n_{\text{eff}} := n - \omega^2 \rho_0 k_0^{-1}$ in the cases (1.15) and (1.16), and $n_{\text{eff}} := n - \frac{\omega^2}{\mu \rho_0 k_0^{-1}}$ in the case (1.18).
1.5. **Formal arguments.**

1.5.1. **Arguments to generate volumetric metamaterials.** We use \( s^* \) as a parameter which can be equal to 2 - \( \gamma \), or 1 - \( h_1 \), \( h_1 \in [0, 1) \). We rewrite (1.9) as

\[
\frac{-Q_m}{C} + a^{(s^*-s)} \sum_{j=1}^{M} C a^s \Phi_{\kappa_0}(z_m, z_j) \left(-\frac{Q_j}{C}\right) = u^j(z_m, \theta),
\]

for \( m = 1, ..., M \). Similarly, we rewrite the representation (1.7) (respectively (1.8)) as

\[
(1.25) \quad u^\infty(\hat{x}, \theta) = -a^{(s^*-s)} \sum_{m=1}^{M} e^{-i\kappa_0 z_m a^s} C a^s \left(-\frac{Q_m}{C}\right) + o(1), \ a \to 0.
\]

Let us introduce the Lippmann-Schwinger equation

\[
(1.26) \quad Y + a^{(s^*-s)} \int_{\Omega} C(K(z) + 1) \Phi_{\kappa_0}(\cdot, z) Y(z) \, dz = u^l(\cdot, \theta)
\]

modeling the unique solution of the problem \( \Delta Y + \kappa_0^2 Y - a^{(s^*-s)} C(K(z) + 1) \chi_\Omega Y = 0 \) with (S.R.C).

The far-field corresponding to the solution of (1.26) has the form

\[
(1.27) \quad Y^\infty(\hat{x}, \theta) := -a^{(s^*-s)} \int_{\Omega} e^{-i\kappa_0 \hat{x} \cdot z} C(K(z) + 1) Y(z) \, dz.
\]

Based on the fact that \( M = \sum_{m=1}^{[a^{-\gamma}]} \sum_{j=1}^{[K(z_m)]+1} \), \( \Omega = \lim_{a \to 0} \bigcup_{j=1}^{[a^{-\gamma}]} \Omega_j \) with the volume of \( \Omega_j \), for \( j = 1, ..., [a^{-\gamma}] \), equals \( a^{[K(z_j)]+1} K(z_j)^{-\gamma} \), we derive the approximation \( u^\infty(\hat{x}, \theta) - Y^\infty(\hat{x}, \theta) = o(1), \ a \to 0. \)
1.5.2. The arguments to generate metascreens. As for the metamaterial case, we use $s^*$ as a parameter which can be equal $2 - \gamma$, or $1 - h_1$, $h_1 \in [0,1)$ and rewrite (1.9) as

$$-\frac{Q_m}{C} + a(s^*-s) \sum_{j=1}^{M} C a^s \Phi_{\kappa_0}(z_m, z_j) \left( -\frac{Q_j}{C} \right) = u^i(z_m, \theta),$$

for $m = 1, \ldots, M$. Similarly, we rewrite the representation (1.7) (respectively (1.8)) as

$$u^\infty(\hat{x}, \theta) = -a(s^*-s) \sum_{m=1}^{M} \sum_{j=1}^{M} e^{-i\kappa_0 \hat{x} \cdot \hat{z}} C a^s \left( -\frac{Q_m}{C} \right) + o(1), a \to 0.$$

Let us now introduce the boundary integral equation on the surface $\Sigma$:

$$u^\infty(\hat{x}, \theta) = -a(s^*-s) \int_\Sigma C(K(z) + 1) \Phi_{\kappa_0}(.z) Y(z) ~dz = u^i(\cdot, \theta).$$

Then $Y := -a(s^*-s) \int_\Sigma C(K(z) + 1) \Phi_{\kappa_0}(.z) Y(z) ~dz + w^i(\cdot, \theta)$ solves the problem $\Delta Y + \kappa_0^2 Y = 0$ in $\mathbb{R}^3 \setminus \Sigma$ with (S.R.C) and the transmission conditions $[Y] = 0$ and $[\nabla Y \cdot \nu] + a(s^*-s) C(K(z) + 1) Y = 0$ across $\Sigma$. The corresponding far-field is

$$Y^\infty(\hat{x}, \theta) := -a(s^*-s) \int_\Sigma e^{-i\kappa_0 \hat{x} \cdot \hat{z}} C(K(z) + 1) Y(z) dz.$$

Based on the fact that $M = \sum_{m=1}^{[\kappa^{-1}]} \sum_{j=1}^{[\kappa(z_j)+1]}$, $\Sigma = \lim_{\kappa \to 0} \bigcup_{j=1}^{[\kappa^{-1}]} \Sigma_j$ with the area of $\Sigma_j$, for $j = 1, \ldots, [s^*-s]$, equals to $a(s^*[K(z_j)]+1) \kappa(z_j)+1$, we derive the approximation $u^\infty(\hat{x}, \theta) - Y^\infty(\hat{x}, \theta) = o(1)$, $a \to 0$.

For both the volumetric and surface distribution of the bubbles, we see that as $s < s^*$, $Y^\infty(\hat{x}, \theta) = o(1)$.

Also, we have the exact limiting models when $s = s^*$. What is left is to characterize the limiting models when $s > s^*$. We describe this case in the following subsections.

1.5.3. The extreme cases $s > s^*$: Volumetric metamaterials. Recall that

$$Y + a(s^*-s) \int_{\Omega} C(K(z) + 1) \Phi_{\kappa_0}(.z) Y(z) ~dz = u^i(\cdot, \theta).$$

The question is how to characterize $\lim_{\kappa \to 0} Y(\cdot, \theta)$? We set $h := a(s^*-s)$, $V_0 := C(K(z) + 1)$. First, we show that $Y$ satisfies the following boundary-value problem

$$\frac{\partial Y}{\partial \nu} - S_{\kappa_0}^{-1} \left[ -\frac{1}{2} Id + K_{\kappa_0} \right] Y = S_{\kappa_0}^{-1} u^i,$$

on $\partial \Omega$.

Then we have

$$a(Y, Y) = \langle S_{\kappa_0}^{-1} u^i, Y \rangle_{\frac{1}{2}, \frac{1}{2}},$$

where

$$a(Y, Y) := \int_{\Omega} |\nabla Y|^2 + \int_{\Omega} (-\kappa_0^2 + h^{-2} V_0) Y \cdot Y - \int_{\partial \Omega} BY \cdot Y,$$

with $BY := S_{\kappa_0}^{-1} \left[ -\frac{1}{2} Id + K_{\kappa_0} \right] Y$, $Y \in H^1(\Omega)$. Here $S_{\kappa_0}$ and $K_{\kappa_0}$ stand for the single and double layer potentials at the frequency $\kappa_0$, see (2.3) for the explicit definitions.

We prove the following inequality

$$Re \left[ -\int_{\partial \Omega} BY \cdot Y \right] \geq -\epsilon \|Y\|^2_{H^1(\Omega)} - C(\epsilon) \|Y\|_{L^2(\Omega)}^2,$$
with which we deduce that there exists $h_0 << 1$ such that for any $h < h_0$, we have

\begin{equation}
Re a(Y, Y) \geq (1 - \epsilon) \int_{\Omega} |\nabla Y|^2 + \left( -\kappa_0^2 + Ch^{-2} - \frac{5\epsilon}{4} - C(\epsilon) \right) \int_{\Omega} |Y|^2 \geq \tilde{C} \|Y\|_{H^\frac{1}{2}(\Omega)}^2,
\end{equation}

where $\tilde{C}$ is a positive constant.

Based on (1.35) and (1.32), we deduce that $\|Y\|_{H^\frac{1}{2}(\Omega)}$ is uniformly bounded. Integrating by parts in (1.31) and using the estimate for $\|Y\|_{H^\frac{1}{2}(\partial\Omega)}$, and the fact

\[ \frac{\partial Y}{\partial \nu} = S_{\kappa_0}^{-1} \left[ -\frac{1}{2} I + K_{\kappa_0} \right] Y + S_{\kappa_0}^{-1} u^I, \text{ on } \partial\Omega, \]

we obtain

\[ \int_{\Omega} |\nabla Y|^2 + \int_{\Omega} (\hat{h}^2 V_0 - \kappa_0^2) |Y|^2 = \int_{\partial\Omega} \frac{\partial Y}{\partial \nu} Y = O(1), \]

whence it follows that $\|Y\|_{L^2(\Omega)} = O(h)$. Therefore, using interpolation, we have the estimate $\|Y\|_{H^s(\Omega)} = O(h^{1-s})$ or $\|Y\|_{H^s(\partial\Omega)} = O(h^{1-s})$. Hence $Y^\infty(\hat{x}, \theta) - u^I_D(\hat{x}, \theta) = o(1)$, $h < 1$. Here $(\Delta + \kappa_0^2)u^D = 0$, in $\mathbb{R}^3 \setminus \Omega$ and $u^I_D = -u^I(\cdot, \theta)$ on $\partial\Omega$ with (S.R.C). Finally $u^\infty(\hat{x}, \theta) - u^I_D(\hat{x}, \theta) = o(1)$, $a << 1$.

1.5.4. The extreme cases $s > s^*$: Metascreens. We show the idea for $\Sigma$ as a closed surfaces. Recall that

\begin{equation}
Y(x) = S_{\kappa_0}^{-1} \left[ -\frac{1}{2} I + K_{\kappa_0} \right] Y + S_{\kappa_0}^{-1} u^I, \text{ on } \partial\Omega,
\end{equation}

To characterize $\lim_{a \to 0} Y(\cdot, \theta)$ let us set, as for the volumetric case, $h := a^{-\frac{1}{2}}$, $\sigma := \overline{C}(K(z) + 1)$. As a first step, we observe that the scattering problem (3.1)-(3.4) can be transformed into the equivalent boundary value problem

\begin{equation}
(\Delta + \kappa_0^2)Y = 0, \text{ in } B_R \setminus \Sigma,
\end{equation}

\begin{equation}
[Y] = 0, \left[ \frac{\partial Y}{\partial \nu} \right] - h^{-2} \sigma Y = 0, \text{ on } \Sigma,
\end{equation}

\[ \left[ \frac{\partial Y}{\partial \nu} \right] - TY = \frac{\partial u^I}{\partial \nu} - Tu^I, \text{ on } \partial B_R, \]

where $T : H^\frac{1}{2}(\partial B_R) \rightarrow H^{-\frac{1}{2}}(\partial B_R)$ is the Dirichlet to Neumann (D-N) map for the exterior problem on $\mathbb{R}^3 \setminus B_R$.

We derive

\begin{equation}
\int_{B_R} |\nabla Y|^2 - \kappa_0^2 \int_{B_R} |Y|^2 + h^{-2} \int_{\Sigma} |\sigma Y|^2 - \langle TY, Y \rangle_{-\frac{1}{2}, \frac{1}{2}} = \left\langle \frac{\partial u^I}{\partial \nu} - Tu^I, Y \right\rangle_{-\frac{1}{2}, \frac{1}{2}}.
\end{equation}

Now using the fact that the operator $T$ can be decomposed into a coercive and a smoothing part, we obtain the inequality

\begin{equation}
\langle TY, Y \rangle_{-\frac{1}{2}, \frac{1}{2}} \geq C \|Y\|_{H^\frac{1}{2}(\partial B_R)} - \epsilon \|Y\|_{H^1(B_R)} - C(\epsilon) \|Y\|_{L^2(B_R)}.
\end{equation}

Plugging this in (1.38), we derive the estimate

\begin{equation}
(1 - \epsilon) \|\nabla Y\|^2_{L^2(B_R)} + (-\kappa_0^2 + Ch^{-2} - \epsilon - C(\epsilon)) \|Y\|^2_{L^2(\Sigma)} + C \|Y\|_{H^\frac{1}{2}(\partial B_R)}^2 \leq C \|Y\|_{H^\frac{1}{2}(\partial B_R)} + O(1).
\end{equation}

From the integral equation (1.36) and the invertibility properties of the single layer potentials, we derive the estimate

\begin{equation}
\|Y\|_{H^\frac{1}{2}(\partial B_R)} \leq Ch^{-2} \|Y\|_{L^2(\Sigma)} + O(1).
\end{equation}
With this estimate in (1.40), we deduce that \( \|Y\|_{L^2(\Sigma)} = O(1) \). Once more, using (1.40), as for \( h \) small enough the constants are positive, we derive that \( \|Y\|_{H^1(\partial B_0)} = O(1) \) and then the improved estimate \( \|Y\|_{L^2(\Sigma)} = O(h) \). Hence \( Y_\infty(\hat{x}, \theta) - u_D^\infty(\hat{x}, \theta) = o(1), \ h << 1 \). Here \( (\Delta + \kappa_0^2)u_D^s = 0, \ \text{in } \mathbb{R}^3 \setminus \Sigma, \ u_D^s = -u'(\cdot, \theta) \) on \( \Sigma \) with (S.R.C). Finally \( u_\infty^s(\hat{x}, \theta) - u_D^\infty(\hat{x}, \theta) = o(1), \ a << 1 \).

The rest of the paper is organized as follows. In section 2, we justify Theorem 1.2 and in section 3 we justify Theorem 1.3. In an appendix, we gather few technical results used in the proof of the main results.

2. The case of metamaterials

2.1. The volume integral equation and corresponding estimates. Let us consider the scattering problem

\[
(\Delta + \kappa_0^2 - h_sV_0) u_a^t = 0, \ \text{in } \mathbb{R}^3,
\]

\[
u_a^t = u_a^s + e^{i\kappa_0x \cdot \theta},
\]

\[
\frac{\partial u_a^s}{\partial |x|} - i\kappa_0 u_a^s = o\left(\frac{1}{|x|}\right), \ |x| \to \infty,
\]

and the corresponding Lippmann-Schwinger equation

\[
Y(z) + h_s \int_{\Omega} \Phi_{\kappa_0}(z, y)V_0(y)Y(y)dy = u^t(z), \ z \in \mathbb{R}^3,
\]

where \( h_s \) is a positive real number and \( u^t(z) = e^{i\kappa_0 z \cdot \theta} \). Note that \( V_0 = K^M \mathbb{C} \) in our case, where \( K^M := (K + 1) \).

It is easy to see that \( u_a^s \) is a solution of (2.1)-(2.3) if and only if

\[
u_a^s = \begin{cases} Y, & \text{in } \Omega, \\ u^t - h_s \int_{\Omega} \Phi_{\kappa_0}(z, y)V_0(y)Y(y)dy, & \text{in } \mathbb{R}^3 \setminus \Omega, \end{cases}
\]

where \( Y \) satisfies (2.4).

In what follows, we are interested in the two cases (in the limit as \( a \to 0 \)), stated below.

- \( h_s = O(1) \),
- \( h_s = a^{1-h_1-s}, s + h_1 > 1 \).

When \( h_s = O(1) \) as \( a \to 0 \), the existence and uniqueness of solution \( Y \) to the integral equation (2.4) follows by a standard argument based on Fredholm alternative (see [1]). A similar argument also suffices in the case \( h_s = a^{1-h_1-s} \) since \( a^{1-h_1-s}V_0 \) is real-valued and the unique solution belongs to the class \( H^{\infty}_{loc}(\mathbb{R}^3) \) (see [7], [8]).

We shall next establish asymptotic estimates for the solution \( Y \) and its gradient \( \nabla Y \) in suitable norms. We recall that the single layer potential \( S_{\kappa_0} \), double layer potential \( K_{\kappa_0} \) and the adjoint \( K^*_{\kappa_0} \) of the double layer potential are defined as

\[
S_{\kappa_0} \phi(x) := \int_{\partial \Omega} \Phi_{\kappa_0}(x, y)\phi(y)dy,
\]

\[
K_{\kappa_0} \phi(x) := \int_{\partial \Omega} \frac{\partial \Phi_{\kappa_0}(x, y)}{\partial \nu(y)}\phi(y)dy,
\]

\[
K^*_{\kappa_0} \phi(x) := \int_{\partial \Omega} \frac{\partial \Phi_{\kappa_0}(x, y)}{\partial \nu(x)}\phi(y)dy,
\]

\[
S_{\kappa_0} \phi(x) := \int_{\partial \Omega} \Phi_{\kappa_0}(x, y)\phi(y)dy,
\]

\[
K_{\kappa_0} \phi(x) := \int_{\partial \Omega} \frac{\partial \Phi_{\kappa_0}(x, y)}{\partial \nu(y)}\phi(y)dy,
\]

\[
K^*_{\kappa_0} \phi(x) := \int_{\partial \Omega} \frac{\partial \Phi_{\kappa_0}(x, y)}{\partial \nu(x)}\phi(y)dy,
\]

\[
S_{\kappa_0} \phi(x) := \int_{\partial \Omega} \Phi_{\kappa_0}(x, y)\phi(y)dy,
\]

\[
K_{\kappa_0} \phi(x) := \int_{\partial \Omega} \frac{\partial \Phi_{\kappa_0}(x, y)}{\partial \nu(y)}\phi(y)dy,
\]

\[
K^*_{\kappa_0} \phi(x) := \int_{\partial \Omega} \frac{\partial \Phi_{\kappa_0}(x, y)}{\partial \nu(x)}\phi(y)dy,
\]
Lemma 2.1. Our first step is to transform the scattering problem into an equivalent boundary-value problem posed in $\Omega$. To do so, we recall that using the Green’s formula, we can write

$$S_{\kappa_0} : H^{s-1}(\partial \Omega) \to H^{s}(\partial \Omega), \quad 0 \leq s \leq 1,$$

(2.6)

$$\frac{1}{2} \text{Id} - K_{\kappa_0}^* : H^{s}(\partial \Omega) \to H^{s}(\partial \Omega), \quad -1 \leq s \leq 0,$$

and the single layer potential $S_{\kappa_0}$ is invertible provided $\kappa_0^2$ is not an eigenvalue for the Dirichlet Laplacian. We begin by taking note of the following result on the smoothing properties of the operators $S_{\kappa_0} - S_0$ and $K_{\kappa_0}^* - K_0^*$.

**Theorem 2.2.** Let us define the semi-classical parameter $a := \alpha^{1-s-h_1}$ in the regime $s + h_1 > 1$.

**Theorem 2.2.** Assume that $\kappa_0^2$ is not an eigenvalue for the Dirichlet Laplacian in $\Omega$. Then for sufficiently small $a$, the total field corresponding to the scattering problem (2.1)-(2.3) satisfies the estimate

$$\|u_a^t\|_{H^\alpha(\Omega)} = O \left( a^{\frac{h_1}{2} + 1(1-\alpha)} \right), \quad \alpha \in [0, 1].$$

**Proof.** Let us define the semi-classical parameter $h := a^{\frac{s + h_1}{2} + 1}$. Since $s + h_1 > 1$ and $a$ is small, it follows that the parameter $h << 1$.

The next result provides us with an estimate of the trace of the total field $u_a^t$ on the boundary $\partial \Omega$ in terms of the parameter $h_s = a^{1-s-h_1}$ in the regime $s + h_1 > 1$.

**Theorem 2.2.** Assume that $\kappa_0^2$ is not an eigenvalue for the Dirichlet Laplacian in $\Omega$. Then for sufficiently small $a$, the total field corresponding to the scattering problem (2.1)-(2.3) satisfies the estimate

$$\|u_a^t\|_{H^\alpha(\Omega)} = O \left( a^{\frac{h_1}{2} + 1(1-\alpha)} \right), \quad \alpha \in [0, 1].$$

**Proof.** Let us define the semi-classical parameter $h := a^{\frac{s + h_1}{2} + 1}$. Since $s + h_1 > 1$ and $a$ is small, it follows that the parameter $h << 1$.

Our first step is to transform the scattering problem into an equivalent boundary-value problem posed in $\Omega$. To do so, we recall that using the Green’s formula, we can write

$$\int_{\Omega} u_a^t \Delta \Phi_{\kappa_0}(\cdot, z) - \Phi_{\kappa_0}(\cdot, z) \Delta u_a^t = \int_{\partial \Omega} u_a^t \frac{\partial \Phi_{\kappa_0}}{\partial \nu}(\cdot, z) - \Phi_{\kappa_0}(\cdot, z) \frac{\partial u_a^t}{\partial \nu}, \quad z \in \Omega^c.$$

(2.7)

Now, we recall that

$$\Delta \Phi_{\kappa_0} + \kappa_0^2 \Phi_{\kappa_0} = -\delta, \quad \text{in } \mathbb{R}^3,$$

and from the Lippmann-Schwinger equation (2.4), it follows that

$$\left( \Delta + \kappa_0^2 - h^{-2} V_0 \right) u_a^t = 0, \quad \text{in } \mathbb{R}^3.$$

(2.8)
Using these relations in (2.7), we have

$$\int_{\partial \Omega} u^t a_\kappa(\cdot, z) - \Phi_{\kappa_0}(\cdot, z) \frac{\partial u^t_a}{\partial \nu} = -\kappa_0^2 \int_\Omega u^t_a \Phi_{\kappa_0}(\cdot, z) - \int_\Omega \Phi_{\kappa_0}(\cdot, z) \left( -\kappa_0^2 + \mu^{-2} V_0 \right) u^t_a$$

$$= - \int_\Omega \mu^{-2} V_0 u^t_a \Phi_{\kappa_0}(\cdot, z) = u^t_a(z) - u^t(z).$$

Next we take the trace on $\partial \Omega$, for any $z \in \partial \Omega$, and deduce that

$$u^t_a(z) - u^t(z) = -\int_{\partial \Omega} \Phi_{\kappa_0}(\cdot, z) \frac{\partial u^t_a}{\partial \nu} + \int_{\partial \Omega} u^t_a \frac{\partial \Phi_{\kappa_0}}{\partial \nu}(\cdot, z) + \frac{1}{2} u^t_a(z)$$

$$\Rightarrow \int_{\partial \Omega} \Phi_{\kappa_0}(\cdot, z) \frac{\partial u^t_a}{\partial \nu} + \frac{1}{2} u^t_a(z) - \int_{\partial \Omega} u^t_a \frac{\partial \Phi_{\kappa_0}}{\partial \nu}(\cdot, z) = u^t(z)$$

$$\Rightarrow \int_{\partial \Omega} \Phi_{\kappa_0}(\cdot, z) \frac{\partial u^t_a}{\partial \nu} - \left[ -\frac{1}{2} Id + K_{\kappa_0} \right] u^t_a = u^t$$

$$\Rightarrow \frac{\partial u^t_a}{\partial \nu} - S_{\kappa_0}^{-1} \left[ -\frac{1}{2} Id + K_{\kappa_0} \right] u^t_a = S_{\kappa_0}^{-1} u^t.$$

Therefore $u^t_a$ satisfies the following boundary-value problem

$$(\Delta + \kappa_0^2 - \mu^{-2} V_0) u^t_a = 0, \text{ in } \Omega,$$

$$\frac{\partial u^t_a}{\partial \nu} - S_{\kappa_0}^{-1} \left[ -\frac{1}{2} Id + K_{\kappa_0} \right] u^t_a = S_{\kappa_0}^{-1} u^t, \text{ on } \partial \Omega.$$ 

The variational formulation of the problem (2.11) can be written as follows: Find a unique $u \in H^1(\Omega)$ such that

$$a(u, v) = \langle S_{\kappa_0}^{-1} u^t, v \rangle - \frac{1}{2} \langle u, v \rangle, \forall v \in H^1(\Omega),$$

where

$$a(u, v) := \int_\Omega \nabla u \cdot \nabla v + \int_{\partial \Omega} \left( -\kappa_0^2 + \mu^{-2} V_0 \right) u \cdot \nu - \int_{\partial \Omega} B u \cdot \nu,$$

with $Bu := S_{\kappa_0}^{-1} \left[ -\frac{1}{2} Id + K_{\kappa_0} \right] u$, $u \in H^1(\Omega)$.

To deal with the term $-\int_{\partial \Omega} B u \cdot \nu$, we split it as follows:

$$-\int_{\partial \Omega} B u \cdot \nu = \int_{\partial \Omega} S_{\kappa_0}^{-1} \left[ \frac{1}{2} Id - K_{\kappa_0} \right] u \cdot \nu$$

$$= \int_{\partial \Omega} S_{\kappa_0} \left( S_{\kappa_0}^{-1} u \right) \left[ \frac{1}{2} Id - K_{\kappa_0}^* \right] S_{\kappa_0}^{-1} u \text{ (since } K_{\kappa_0} S_{\kappa_0} = S_{\kappa_0} K_{\kappa_0}^*)$$

$$= \int_{\partial \Omega} S_{\kappa_0} \left( S_{\kappa_0}^{-1} u \right) \frac{1}{2} Id - K_{\kappa_0}^* S_{\kappa_0}^{-1} u + \int_{\partial \Omega} S_{\kappa_0} \left( S_{\kappa_0}^{-1} u \right) \left( S_{\kappa_0}^{-1} u \right) \left( \frac{1}{2} Id - K_{\kappa_0}^* \right) S_{\kappa_0}^{-1} u$$

$$= \int_{\partial \Omega} S_{\kappa_0} \left( S_{\kappa_0}^{-1} u \right) \frac{1}{2} Id - K_{\kappa_0}^* S_{\kappa_0}^{-1} u + \int_{\partial \Omega} S_{\kappa_0} \left( S_{\kappa_0}^{-1} u \right) \left( K_{\kappa_0}^* - K_{\kappa_0} \right) S_{\kappa_0}^{-1} u$$

$$+ \int_{\partial \Omega} S_{\kappa_0} \left( S_{\kappa_0} - S_0 \right) \left( S_{\kappa_0}^{-1} u \right) \frac{1}{2} Id - K_{\kappa_0}^* S_{\kappa_0}^{-1} u.$$

Using the properties (2.6) and lemma 2.1 we deal with the last two terms in (2.13) in the following manner.
For $u \in H^{1/2}(\partial\Omega)$, choosing $s \in (\frac{1}{2}, 1)$, we can write

\begin{equation}
\left| \int_{\partial\Omega} (\mathbf{S}_{\kappa_0} - \mathbf{S}_0) (\mathbf{S}_{\kappa_0}^{-1} u) \left[ \frac{1}{2} I - \mathbf{K}_{\kappa_0}^* \right] \mathbf{S}_{\kappa_0}^{-1} u \right| \lesssim \left\| (\mathbf{S}_{\kappa_0} - \mathbf{S}_0) (\mathbf{S}_{\kappa_0}^{-1} u) \right\|_{H^{-s}(\partial\Omega)} \cdot \left\| \left[ \frac{1}{2} I - \mathbf{K}_{\kappa_0}^* \right] \mathbf{S}_{\kappa_0}^{-1} u \right\|_{H^{-s}(\partial\Omega)} \\
\lesssim \left\| (\mathbf{S}_{\kappa_0}^{-1} u) \right\|_{H^{-\frac{1}{2}}(\partial\Omega)} \cdot \left\| \mathbf{S}_{\kappa_0}^{-1} u \right\|_{H^{-s}(\partial\Omega)} \\
\lesssim \left\| u \right\|_{H^{1/2}(\partial\Omega)} \cdot \left\| u \right\|_{H^{-s+1}(\partial\Omega)} \\
\lesssim \left\| u \right\|_{H^s(\Omega)} \cdot \left\| u \right\|_{H^{-s+2}(\Omega)} \\
\lesssim \epsilon \left\| u \right\|_{H^s(\Omega)}^2 + \frac{1}{4\epsilon} \left\| u \right\|_{H^{-s+2}(\Omega)}^2 \\
\lesssim \epsilon \left\| u \right\|_{H^s(\Omega)}^2 + \frac{1}{4\epsilon} \left[ \left\| u \right\|_{H^s(\Omega)}^{2(s+\frac{1}{2})} \cdot \left\| u \right\|_{L^2(\Omega)}^{2(1-s-\frac{1}{2})} \right] \\
\lesssim \frac{5\epsilon}{4} \left\| u \right\|_{H^s(\Omega)}^2 + C(\epsilon) \left\| u \right\|_{L^2(\Omega)}^2,
\end{equation}

where $\epsilon$ is sufficiently small enough and $C(\epsilon)$ depends only on $\epsilon$ and $s$.

Similarly since $u \in H^{1/2}(\partial\Omega)$, we have

\begin{equation}
\left| \int_{\partial\Omega} \mathbf{S}_0 (\mathbf{S}_{\kappa_0}^{-1} u) \left[ \mathbf{K}_0^* - \mathbf{K}_{\kappa_0}^* \right] \mathbf{S}_{\kappa_0}^{-1} u \right| \lesssim \left\| \mathbf{S}_0 (\mathbf{S}_{\kappa_0}^{-1} u) \right\|_{H^{-s}(\partial\Omega)} \cdot \left\| \left[ \mathbf{K}_0^* - \mathbf{K}_{\kappa_0}^* \right] \mathbf{S}_{\kappa_0}^{-1} u \right\|_{H^{-s}(\partial\Omega)}, \ s \in (0, \frac{1}{2}) \\
\lesssim \left\| \mathbf{S}_0 (\mathbf{S}_{\kappa_0}^{-1} u) \right\|_{H^{1/2}(\partial\Omega)} \cdot \left\| \left[ \mathbf{K}_0^* - \mathbf{K}_{\kappa_0}^* \right] \mathbf{S}_{\kappa_0}^{-1} u \right\|_{H^{1/2}(\partial\Omega)} \\
\lesssim \left\| u \right\|_{H^s(\Omega)} \cdot \left\| \mathbf{S}_{\kappa_0}^{-1} u \right\|_{H^{-s+1}(\partial\Omega)} \\
\lesssim \left\| u \right\|_{H^s(\Omega)} \cdot \left\| u \right\|_{H^{s+1}(\Omega)} \\
\lesssim \epsilon \left\| u \right\|_{H^{s+1}(\Omega)}^2 + \frac{1}{4\epsilon} \left\| u \right\|_{H^{s+1}(\Omega)}^2 \\
\lesssim \epsilon \left\| u \right\|_{H^{s+1}(\Omega)}^2 + \frac{1}{4\epsilon} \left[ \left\| u \right\|_{H^{s+1}(\Omega)}^{2(s+\frac{1}{2})} \cdot \left\| u \right\|_{L^2(\Omega)}^{2(1-s-\frac{1}{2})} \right] \\
\lesssim \frac{5\epsilon}{4} \left\| u \right\|_{H^{s+1}(\Omega)}^2 + C(\epsilon) \left\| u \right\|_{L^2(\Omega)}^2.
\end{equation}

For the first term of (2.13), we use the fact that $\frac{1}{2} I - \mathbf{K}_0^*$ is positive definite on $H^{-\frac{1}{2}}(\partial\Omega)$ equipped with the scalar product $\langle \mathbf{S}_0 u, v \rangle$, to deduce that

\begin{equation}
Re \int_{\partial\Omega} \mathbf{S}_0 (\mathbf{S}_{\kappa_0}^{-1} u) \left[ \frac{1}{2} I - \mathbf{K}_0^* \right] \mathbf{S}_{\kappa_0}^{-1} u \\
= \int_{\partial\Omega} \mathbf{S}_0 \left( Re[\mathbf{S}_{\kappa_0}^{-1} u] \right) \left[ \frac{1}{2} I - \mathbf{K}_0^* \right] Re[\mathbf{S}_{\kappa_0}^{-1} u] + \int_{\partial\Omega} \mathbf{S}_0 \left( Im[\mathbf{S}_{\kappa_0}^{-1} u] \right) \left[ \frac{1}{2} I - \mathbf{K}_0^* \right] Im[\mathbf{S}_{\kappa_0}^{-1} u] \\
\geq C \left[ \left\| Re[\mathbf{S}_{\kappa_0}^{-1} u] \right\|_{H^{1/2}(\partial\Omega)}^2 + \left\| Im[\mathbf{S}_{\kappa_0}^{-1} u] \right\|_{H^{1/2}(\partial\Omega)}^2 \right] \\
\geq C \left\| \mathbf{S}_{\kappa_0}^{-1} u \right\|_{H^{-1/2}(\partial\Omega)}^2 \geq C \left\| u \right\|_{H^{1/2}(\partial\Omega)}^2.
\end{equation}

Using (2.14)-(2.16) in (2.13), we can write

\begin{equation}
Re \left[ -\int_{\partial\Omega} Bu \cdot \mathbf{n} \right] \geq C \left\| u \right\|_{H^{1/2}(\partial\Omega)}^2 - \frac{5\epsilon}{4} \left\| u \right\|_{H^1(\Omega)}^2 - C(\epsilon) \left\| u \right\|_{L^2(\Omega)}^2 \geq - \frac{5\epsilon}{4} \left\| u \right\|_{H^1(\Omega)}^2 - C(\epsilon) \left\| u \right\|_{L^2(\Omega)}^2.
\end{equation}
Using this in (2.12), we see that there exists $h_0 << 1$ such that for any $h < h_0$, we have

$$\Re a(u, u) \geq \int_{\Omega} |\nabla u|^2 + \int_{\Omega} \left(-\kappa_0^2 + h^{-2}V_0\right) |u|^2 - \frac{5\epsilon}{4} \|u\|^2_{H^1(\Omega)} - C(e) \|u\|^2_{L^2(\Omega)}$$

(2.18)

$$\geq \left(1 - \frac{5\epsilon}{4}\right) \int_{\Omega} |\nabla u|^2 + \left(-\kappa_0^2 + C h^{-2} - \frac{5\epsilon}{4} - C(\epsilon)\right) \int_{\Omega} |u|^2 \geq \tilde{C} \|u\|^2_{H^1(\Omega)},$$

where $\tilde{C}$ is a positive constant.

Therefore using the Lax-Milgram lemma, we infer that the boundary value problem has a unique weak solution which is $u_t$ and it satisfies the estimate

$$\|u_t\|_{H^1(\Omega)} \lesssim \|u_t\|_{H^1(\Omega)}.$$  

(2.19)

The estimate (2.19) immediately implies that the trace satisfies $\|u_t\|_{H^\frac{3}{2}(\partial\Omega)} = O(1)$.

Now integrating by parts in (2.11) and using the estimate for $\|u_t\|_{H^\frac{3}{2}(\partial\Omega)}$, and the fact

$$\frac{\partial u_t}{\partial \nu} = S_{\kappa_0}^{-1} \left[-\frac{1}{2} I + K_{\kappa_0}\right] u_t + S_{\kappa_0}^{-1} u_t,$$ on $\partial\Omega,$

we observe that

$$\int |\nabla u_t|^2 + \int_{\Omega} \left(h^{-2}V_0 - \kappa_0^2\right) |u_t|^2 = \int_{\partial\Omega} \frac{\partial u_t}{\partial \nu} u_t = O(1),$$

whence it follows that $\|u_t\|_{L^2(\Omega)} = O(h)$. Therefore, using interpolation, we have the estimate

$$\|u_t\|_{H^\alpha(\Omega)} = O(h^{1-\alpha}), \alpha \in [0, 1].$$

\[
\Box
\]

- Using theorem 2.2, we can compare the far-field $u_a^\infty$ corresponding to the scattering problem (2.1)-(2.3) to the far-field $u_{D}^\infty$ corresponding to the Dirichlet scattering problem

$$\begin{aligned}
(\Delta + \kappa_0^2) u_D^t &= 0, \quad \text{in } \mathbb{R}^3 \setminus \overline{\Omega}, \\
\quad u_D^t := u_a^t + e^{i\kappa_0 x \cdot \theta} &= 0, \quad \text{on } \partial\Omega, \\
\frac{\partial u_D^t}{\partial \nu} - i\kappa_0 u_D^t &= o \left(\frac{1}{|x|}\right), \quad |x| \to \infty.
\end{aligned}

(2.20)

(2.21)

(2.22)

To see this, we observe that from theorem 2.2 using trace order estimates, we can write

$$\|u_t\|_{H^\alpha(\partial\Omega)} = O \left(a^{\frac{\alpha h}{2} \left(\frac{1}{2} - \alpha\right)}\right), \quad \alpha \in [0, \frac{1}{2}],$$

whence it follows that $\|u_t\|_{L^2(\partial\Omega)} = \|u_a^t(x) + e^{i\kappa_0 x \cdot \theta}\|_{L^2(\partial\Omega)} = O \left(a^{\frac{\alpha h}{2} - \frac{1}{2}}\right)$.

Now since $u_a^t$ satisfies $\left(\Delta + \kappa_0^2\right) u_a^t = 0, \quad \text{in } \mathbb{R}^3 \setminus \overline{\Omega}$ together with the radiation conditions, and boundary values satisfying $\|u_a^t(x) + e^{i\kappa_0 x \cdot \theta}\|_{L^2(\partial\Omega)} = O(a^{\frac{\alpha h}{2} - \frac{1}{2}})$, the well-posedness of the forward scattering problem in the exterior domain $\mathbb{R}^3 \setminus \overline{\Omega}$ implies that the corresponding far-fields satisfy the estimates

$$u_a^\infty(\hat{x}, \theta) - u_D^\infty(\hat{x}, \theta) = O(a^{\frac{\alpha h}{2} - \frac{1}{2}}).$$

(2.23)

Next we prove estimates for the $L^\infty$ norms of $Y$ and $\nabla Y$ which shall be used to prove the required asymptotic approximations.

**Proposition 2.3.** The solution $Y$ to the volume integral equation (2.4) satisfies the following estimates.
Remark 2.4. Note that in (2.25), we can take 9
(2.26)
The above estimates can be proved following the arguments in [1, 7]. For the sake of completion,
Proof. The above estimates can be proved following the arguments in [1, 7]. For the sake of completion,
we provide an outline of the proofs here.
(a) Let us first consider the case \( h_\ast = O(1), \) \( a \to 0. \) In this case, the invertibility of the integral equation (2.4) from \( L^2(\Omega) \) to \( L^2(\Omega) \) immediately implies that \( \| Y \|_{L^2(\Omega)} \leq C \| u^f \|_{L^2(\Omega)}. \) Also, from the integral equation (2.4), using the mapping property of the single-layer potential, we can write
\[
\| Y \|_{H^2(\Omega)} \leq \| S_{\kappa_0} [V_0 Y] \|_{H^2(\Omega)} + \| u^f \|_{H^2(\Omega)} \\
\leq C \| V_0 Y \|_{L^2(\Omega)} + \| u^f \|_{H^2(\Omega)} \leq C \| u^f \|_{H^2(\Omega)} = O(1).
\]
Using the Sobolev embedding \( H^2(\Omega) \subset L^\infty(\Omega), \) we can now conclude that \( \| Y \|_{L^\infty(\Omega)} = O(1). \)
The estimate \( \| \nabla Y \|_{L^\infty(\Omega)} = O(1) \) follows similarly using the \( W^{2,p} \) regularity of \( Y \) (see [1]).
(b) Next let \( h_\ast = a^{1-s-h_1}. \) Then from theorem 2.2, it follows that \( Y \) satisfies the estimate
\[
\| Y \|_{H^\alpha(\Omega)} = O \left( a^{1-s-h_1} \right), \quad \alpha \in [0, 1].
\]
In particular, for \( \alpha = 0, \) we arrive at the estimate \( \| Y \|_{L^2(\Omega)} = O \left( a^{1-s-h_1} \right). \)
Using this in the volume integral equation (2.4), this gives
\[
| Y(z) | = O(1) + O \left( a^{1-s-h_1} \right) O \left( a^{1-s-h_1} \right) = O \left( a^{1-s-h_1} \right),
\]
since \( s + h_1 > 1, \) and therefore \( \| Y \|_{L^\infty(\Omega)} = O \left( a^{1-s-h_1} \right). \)
Again from the volume integral equation (2.4), we can write
\[
\| \nabla Y(z) \| = O(1) + a^{1-s-h_1} \| V_0(\cdot) \nabla z \Phi_{\kappa_0}(z, \cdot) \|_{L^p(\Omega)} \| Y \|_{L^{p'}(\Omega)}.
\]
Since \( \| \nabla z \Phi_{\kappa_0}(z, \cdot) \|_{L^p(\Omega)} < \infty \) for \( p < \frac{3}{2}, \) we need to estimate \( \| Y \|_{L^{p'}(\Omega)} \) for \( p' > 3. \)
By Sobolev embeddings, we have \( \| Y \|_{L^{p'}(\Omega)} \leq C \| Y \|_{H^\alpha(\Omega)}, \quad \frac{1}{p'} = \frac{1}{2} - \frac{s}{2} \) where \( \alpha > \frac{1}{2}. \) Therefore
\[
\| Y \|_{L^{p'}(\Omega)} = O \left( a^{1-s-h_1} \right), \quad \alpha > \frac{1}{2}.
\]
Using this in (2.26), we deduce that
\[
| \nabla Y(z) | = O(1) + O \left( a^{1-s-h_1} \right) O \left( a^{1-s-h_1} \right) = O \left( a^{1-s-h_1} \right),
\]
and hence \( \| \nabla Y \|_{L^\infty(\Omega)} = O \left( a^{1-s-h_1} \right), \quad \alpha > \frac{1}{2}. \)
\[
\square
\]
Remark 2.4. Note that in (2.25), we can take \( \alpha \) to be as close to \( \frac{1}{2} \) as intended.

9In this case we do not need the condition that \( \kappa_0^2 \) is not an eigenvalue for the Dirichlet Laplacian in \( \Omega. \)
2.2. The asymptotic approximations. We shall now describe the proof of the results in the regime \( \gamma = 1, 1 < s + h_1 < \frac{3}{2} \) and when the frequency is near the resonance with \( l_M > 0 \). As discussed already in section 1.1, \( C \) is positive in this regime. The proofs of the results in the other cases follow similarly and therefore we skip them to avoid repetition.

To begin with, we write the algebraic system (1.9) as

\[
Y_m + \sum_{j=1\atop j \neq m}^M \Phi_{k_0}(z_m, z_j) C Y_j a^{1-h_1} = u^I(z_m),
\]

where \( Y_j = -C^{-1} Q_j, \) \( C = C a^{1-h_1}, \quad j = 1, \ldots, M. \)

The main step in the proof lies in comparing (2.27) to the volume integral equation

\[
Y(z) + a^{1-h_1-s} \int_{\Omega} \Phi_{k_0}(z, y) K^M(y) C Y(y) dy = u^I(z).
\]

For \( m = 1, \ldots, M, \) we rewrite the above integral equation in the form

\[
Y(z_m) + a^{1-s-h_1} \sum_{j=1\atop j \neq m}^M \Phi_{k_0}(z_m, z_j) C Y(z_j) a^s = u^I(z_m) + a^{1-s-h_1} \left[ \sum_{j=1\atop j \neq m}^M \Phi_{k_0}(z_m, z_j) C Y(z_j) a^s - \sum_{j=1\atop j \neq m}^M \Phi_{k_0}(z_m, z_j) K^M(z_j) C Y(z_j) Vol(\Omega_j) \right]
\]

\[
+ a^{1-s-h_1} \left[ \sum_{j=1\atop j \neq m}^M \Phi_{k_0}(z_m, z_j) K^M(z_j) C Y(z_j) Vol(\Omega_j) - \int_{\Omega \cup \cup_{j=1\atop j \neq m}^M \Phi_{k_0}(z_m, y) K^M(y) C Y(y) dy \right] \]

\[
- a^{1-s-h_1} \int_{\Omega_m} \Phi_{k_0}(z_m, y) K^M(y) C Y(y) dy - a^{1-s-h_1} \int_{\Omega_m \cup \cup_{j=1\atop j \neq m}^M \Phi_{k_0}(z_m, y) K^M(y) C Y(y) dy.
\]

We next estimate the quantities \( A_1, B_1, C_1 \) and \( D_1. \) To estimate the term \( C_1, \) we proceed as follows. Using (2.25), we can write

\[
|C_1| = \left| \int_{\Omega_m} \Phi_{k_0}(z_m, y) K^M(y) C Y(y) dy \right| \leq \left| K^M \right|_{L^\infty(\Omega)} \left| C \right| \|Y\|_{L^\infty(\Omega)} \left| \int_{\Omega_m} \Phi_{k_0}(z_m, y) dy \right|
\]

\[
\leq C a^{1-s-h_1} \left( \int_{\Omega_m} \Phi_{k_0}(z_m, y) dy \right)
\]

\[
\leq \frac{C}{4\pi} a^{1-s-h_1} \left( \int_{B(z_m, r)} \frac{1}{|z_m - y|} dy + \int_{\Omega_m \setminus B(z_m, r)} \frac{1}{|z_m - y|} dy \right)
\]

\[
\leq \frac{C}{4\pi} a^{1-s-h_1} \left( 2\pi r^2 + \frac{a^s}{4} \frac{4}{3} \pi r^3 \right)
\]

\[
:= l(r, a)
\]

where \( r < \frac{1}{2} a^{\frac{1}{2}}. \) Now the term \( l(r, a) \) in the right hand side attains its maximum for \( r = \left( \frac{4}{3} \pi a^s \right)^{\frac{1}{2}} \) and its maximum value is \( \frac{3}{2} \left( \frac{4}{3} \pi \right)^{\frac{1}{2}} a^{\frac{2}{3}}. \) Therefore

\[
|C_1| = 0 \left( a^{1-s-h_1} a^{\frac{2}{3}} \right).
\]
Let us next estimate the term $B_1$. In order to be able to estimate the sum of the integrals efficiently, we count the bubbles in the following manner. Relative to each $\Omega_m$, we distinguish the other bubbles (located outside) as near and far ones. One convenient way to do this is to take the $\Omega_j$, which are assumed to be cubes, as arranged in a cuboid fashion, like in the Rubik’s cube. It is easy to see that in such an arrangement, the total number of cubes up to the $n^{th}$ layer is $(2n + 1)^3$, $n = 0, \ldots, [a^{-\frac{2}{3}}]$ and $\Omega_m$ is located at the centre. So the number of bubbles located in the $n^{th}$ layer ($n \neq 0$) will be atmost $[(2n + 1)^3 - (2n - 1)^3]$ and their distance from $D_m$ is more than $n \left(a^{\frac{2}{3}} - \frac{2}{3}\right)$. For more explanations, we refer to Section 3.3. of [6].

Next, let us define

$$f(z_m, y) := \Phi_{\kappa_0}(z_m, y)Y(y).$$

Using Taylor’s expansion, we then have

$$f(z_m, y) - f(z_m, z_l) = (y - z_l) R_l(z_m, y),$$

where

$$R_l(z_m, y) = \int_0^1 \nabla_y f(z_m, y - \beta(y - z_l))d\beta$$

$$= \int_0^1 [\nabla_y \Phi_{\kappa_0}(z_m, y - \beta(y - z_l))] Y(y - \beta(y - z_l)) d\beta$$

$$+ \int_0^1 \Phi_{\kappa_0}(z_m, y - \beta(y - z_l))[\nabla_y Y(y - \beta(y - z_l))]d\beta.$$

Now for $x \neq y$, $\nabla_y \Phi_{\kappa_0}(x, y) = \Phi_{\kappa_0}(x, y) \left[ \frac{1}{|x - y|} - i\kappa_0 \right] \frac{x-y}{|x-y|}$ and hence for $l \neq m$, we can write

$$|\Phi_{\kappa_0}(z_m, y - \beta(y - z_l))| \leq \frac{1}{4\pi n \left(a^{\frac{2}{3}} - \frac{2}{3}\right)},$$

$$|\nabla_y \Phi_{\kappa_0}(z_m, y - \beta(y - z_l))| \leq \frac{1}{4\pi n \left(a^{\frac{2}{3}} - \frac{2}{3}\right)} \left[ \frac{1}{n \left(a^{\frac{2}{3}} - \frac{2}{3}\right)} + \kappa_0 \right],$$

and therefore

$$|R_l(z_m, y)| \leq \frac{1}{n \left(a^{\frac{2}{3}} - \frac{2}{3}\right)} \left( \left[ \frac{1}{n \left(a^{\frac{2}{3}} - \frac{2}{3}\right)} + \kappa_0 \right] \int_0^1 |Y(y - \beta(y - z_l))|d\beta + \int_0^1 |\nabla_y Y(y - \beta(y - z_l))|d\beta \right)
$$

$$\leq \frac{C}{n \left(a^{\frac{2}{3}} - \frac{2}{3}\right)} \left( \left[ \frac{1}{n \left(a^{\frac{2}{3}} - \frac{2}{3}\right)} + \kappa_0 \right] \|Y\|_{L^\infty(\Omega)} + \|\nabla Y\|_{L^\infty(\Omega)} \right).$$

Now note that we can write

$$B_1 = \sum_{j \neq 1}^{[a^{-\frac{2}{3}}]} \Phi_{\kappa_0}(z_m, z_j)K^M(z_j)\overline{CY(z_j)}Vol(\Omega_j) - \int_{\cup_{j \neq 1}^{[a^{-\frac{2}{3}}]} \Omega_j} \Phi_{\kappa_0}(z_m, y)K^M(y)\overline{CY(y)}dy$$

$$= \sum_{j \neq 1}^{[a^{-\frac{2}{3}}]} \int_{\Omega_j} \Phi_{\kappa_0}(z_m, z_j)K^M(z_j)\overline{CY(z_j)}dy - \sum_{j \neq 1}^{[a^{-\frac{2}{3}}]} \int_{\Omega_j} \Phi_{\kappa_0}(z_m, y)K^M(z_j)\overline{CY(y)}dy
$$

$$+ \sum_{j \neq 1}^{[a^{-\frac{2}{3}}]} \int_{\Omega_j} \Phi_{\kappa_0}(z_m, y)K^M(z_j)\overline{CY(y)}dy - \sum_{j \neq 1}^{[a^{-\frac{2}{3}}]} \int_{\Omega_j} \Phi_{\kappa_0}(z_m, y)K^M(y)\overline{CY(y)}dy.$$

(2.31)
Therefore using (2.30) and (2.25), we obtain (2.32)

\[ |B_{1,1}| \leq \|K^M\|_{L^\infty(\Omega)} \left| \sum_{j=1}^{[a-\xi]} \int_{\Omega_j} \left| \Phi_{\kappa_0}(z_m, z_j)Y(z_j) - \Phi_{\kappa_0}(z_m, y)Y(y) \right| \right|_{a}\]

\[ \leq \|K^M\|_{L^\infty(\Omega)} \left| \sum_{n=1}^{[a-\xi]} \left[ (2n+1)^3 - (2n-1)^3 \right] a^n a^\xi \frac{c}{n \left( a^\xi - \frac{a}{2} \right)} \left( \frac{1}{n (a^\xi - \frac{a}{2})} + \kappa_0 \right) \|Y\|_{L^\infty(\Omega)} + \|\nabla Y\|_{L^\infty(\Omega)} \right| \]

\[ = \mathcal{O} \left( \sum_{n=1}^{[a-\xi]} \left[ 24n^2 + 2 a^\xi \left( \frac{1}{n^2} \right) + a^\xi a^\xi a^\frac{1}{2} (1+\alpha) \right] \right) \]

\[ = \mathcal{O} \left( a^\xi a^\xi a^\frac{1}{2} (1+\alpha) a^\frac{1}{2} \right) = \mathcal{O} \left( a^\xi a^\xi a^\frac{1}{2} (1+\alpha) a^\frac{1}{2} \right). \]

Similarly using the fact \( K \in C^{0,\lambda}(\Omega) \), we deduce

\[ |B_{1,2}| \leq \|Y\|_{L^\infty(\Omega)} \left| \sum_{j=1}^{[a-\xi]} \int_{\Omega_j} \left| \Phi_{\kappa_0}(z_m, y) \right| \|K^M(z_j) - K^M(y)\|_{a}\right| \]

\[ \leq \|Y\|_{L^\infty(\Omega)} \left| \sum_{n=1}^{[a-\xi]} \left[ (2n+1)^3 - (2n-1)^3 \right] \frac{c}{n \left( a^\xi - \frac{a}{2} \right)} \int_{\Omega_j} \left| z_j - y \right|^\lambda \left| K \right|_{C^{0,\lambda}(\Omega)} \right| \]

(2.33)

\[ \leq \|Y\|_{L^\infty(\Omega)} \left| \left| K \right|_{C^{0,\lambda}(\Omega)} \sum_{n=1}^{[a-\xi]} \left[ (2n+1)^3 - (2n-1)^3 \right] \frac{c}{n \left( a^\xi - \frac{a}{2} \right)} a^n a^\xi \lambda \]

\[ = \mathcal{O} \left( a^{\frac{1}{2} - \frac{1}{2} (1+\alpha)} \right) = \mathcal{O} \left( a^{\frac{1}{2} - \frac{1}{2} (1+\alpha)} \right). \]

From (2.32) and (2.33), we obtain

(2.34)

\[ B_1 = \mathcal{O} \left( a^{\frac{1}{2} - \frac{1}{2} (1+\alpha)} \right). \]

To estimate the term \( D_1 \), we distinguish between the following two cases (see also [7]).

(a) The point \( z_m \) is away from the boundary \( \partial \Omega \) and so \( \Phi_{\kappa_0}(z_m, \cdot) \) is bounded in \( y \) near the boundary.

(b) The point \( z_m \) is located near one of the \( \Omega_j \)'s touching the boundary \( \partial \Omega \). In this case, we split the estimate into two parts. By \( N_m \) we denote the part that involves \( \Omega_j \)'s close to \( z_m \), and we denote the remaining part by \( F_m \). The integral over \( F_m \) can be estimated in a manner similar to the case (a) discussed above. Also note that \( F_m \subset \Omega \setminus \bigcup_{j=1}^{[a-\xi]} \Omega_j \) and so \( Vol(F_m) \) is of the order \( a^\xi \) as \( a \to 0 \). To estimate the integral over \( N_m \), we observe that owing to the fact \( a \) is small, the \( \Omega_j \)'s close to \( z_m \) are located near a small region of the boundary \( \partial \Omega \). Since we assume that the boundary is
smooth enough, this region can be assumed to be flat. We now divide this layer into concentric
layers as in the estimate of \( B_1 \). In this case, we have at most \((2n + 1)^2\) cubes intersecting
the surface, for \( n = 0, \ldots, \lfloor a^{-\frac{3}{2}} \rfloor \). So the number of bubbles in the \( n^{th} \) layer \((n \neq 0)\) will be at most
\( [(2n + 1)^2 - (2n - 1)^2] \) and their distance from \( D_m \) is at least \( (a^{\frac{3}{2}} - \frac{a}{2}) \).

Therefore we can write

\[
|D_1| = \left| \int_{\Omega \setminus \bigcup_{j=1}^{a^{-\frac{3}{2}}} \Omega_j} \Phi_{\kappa_0}(z_m, y) K^M(y) \overline{C} Y(y) dy \right|
\]

\[
= \left| \int_{N_m} \Phi_{\kappa_0}(z_m, y) K^M(y) \overline{C} Y(y) dy \right| + \left| \int_{F_m} \Phi_{\kappa_0}(z_m, y) K^M(y) \overline{C} Y(y) dy \right|
\]

\[
\leq \sum_{l=1}^{a^{-\frac{3}{2}}} \| K^M \|_{L^\infty(\Omega)} \| Y \|_{L^\infty(\Omega)} | \overline{C} | Vol(\Omega_l) \frac{1}{d_m} + \| \Phi_{\kappa_0}(z_m, \cdot) \|_{L^\infty(F_m)} \| K^M \|_{L^\infty(\Omega)} \| Y \|_{L^\infty(\Omega)} | \overline{C} | Vol(F_m)
\]

\[
\leq O(a^{1-\frac{3}{2}}) \| K^M \|_{L^\infty(\Omega)} \| Y \|_{L^\infty(\Omega)} | \overline{C} | a^s \sum_{l=1}^{a^{-\frac{3}{2}}} \frac{1}{d_m} + C \alpha^{1-\frac{3}{2}} \frac{a^\frac{3}{2}}{a^s}
\]

\[
\leq O(a^{1-\frac{3}{2}}) \| K^M \|_{L^\infty(\Omega)} \| Y \|_{L^\infty(\Omega)} | \overline{C} | a^s O(a^{-\frac{3}{2}}) + O(a^{1-\frac{3}{2}}) O(a^s),
\]

and hence

\[
|D_1| = O(a^{1-\frac{3}{2}} a^s).
\]

Finally, we deal with the term \( A_1 \) as follows. Note that using the fact that \( Vol(\Omega_j) = a^s \frac{K^M(z_j)}{K^M(z_j)} \), we can write

\[
A_1 = \sum_{j=1, j \neq m}^{M} \Phi_{\kappa_0}(z_m, z_j) \overline{C} Y(z_j)a^s - \sum_{j=1, j \neq m}^{a^{-\frac{3}{2}}} \Phi_{\kappa_0}(z_m, z_j) K^M(z_j) \overline{C} Y(z_j) Vol(\Omega_j)
\]

\[
= \sum_{l=1}^{a^{-\frac{3}{2}}} \Phi_{\kappa_0}(z_m, z_l) \overline{C} Y(z_l)a^s + \sum_{l=1}^{a^{-\frac{3}{2}}} \sum_{j=1, j \neq m}^{a^{-\frac{3}{2}}} \Phi_{\kappa_0}(z_m, z_l) \overline{C} Y(z_l)a^s
\]

\[
- \sum_{j=1, j \neq m}^{a^{-\frac{3}{2}}} \Phi_{\kappa_0}(z_m, z_j) K^M(z_j) \overline{C} Y(z_j) Vol(\Omega_j)
\]

\[
= \overline{C} a^s \sum_{l=1}^{a^{-\frac{3}{2}}} \Phi_{\kappa_0}(z_m, z_l) Y(z_l) + \sum_{l=1}^{a^{-\frac{3}{2}}} \overline{C} a^s \left[ \sum_{j=1, j \neq m}^{a^{-\frac{3}{2}}} \Phi_{\kappa_0}(z_m, z_l) Y(z_l) \right] - \Phi_{\kappa_0}(z_m, z_j) \left[ K^M(z_j) \right] Y(z_j).
\]

Now it is easy to see that

\[
|\overline{C} a^s E_1| \leq \frac{C(K_{max} - 1) \overline{C} a^s}{4\pi} d.
\]
To estimate the term $E_2^j$, we note that

$$E_2^j = \left[ \sum_{l=1}^{[K^M(z_j)]} \Phi_{\kappa_l}(z_m, z_l)Y(z_l) - \Phi_{\kappa_0}(z_m, z_j) \left[ K^M(z_j) \right] Y(z_j) \right]$$

(2.39)

$$= \sum_{l=1}^{[K^M(z_j)]} (\Phi_{\kappa_l}(z_m, z_l)Y(z_l) - \Phi_{\kappa_0}(z_m, z_j)Y(z_j)).$$

Therefore arguing as in the case of $B_1$ and using (2.25), we obtain

$$\left| \sum_{j=1}^{[a^{-\frac{1}{2}}]} \mathcal{C} a^s E_2^j \right| \leq \left| \mathcal{C} \right| a^s \left| [K^M] \right|_{L^\infty(\Omega)} \sum_{n=1}^{[a^{-\frac{1}{2}}]} \left[ (2n + 1)^3 - (2n - 1)^3 \right] a^{\frac{s}{n}} \left( \frac{C}{n (a^{\frac{s}{n}} - \frac{a}{2})} + \kappa_0 \right) \left\| Y \right\|_{L^\infty(\Omega)} + \left\| \nabla Y \right\|_{L^\infty(\Omega)}$$

(2.40)

$$= \mathcal{O} \left( a^{\frac{s}{2} a^{\frac{1-s-h_1}{2}}} + a^{\frac{1-s-h_1}{2} (1+\alpha)} a^{\frac{s}{2}} + a^{s-\tau} \right).$$

Hence

$$|A_1| = \mathcal{O} \left( a^{\frac{s}{2} a^{\frac{1-s-h_1}{2}}} + a^{\frac{1-s-h_1}{2} (1+\alpha)} a^{\frac{s}{2}} + a^{s-\tau} \right).$$

(2.41)

Using the estimates (2.29), (2.36), (2.34) and (2.41) in (2.28), we deduce

$$Y(z_m) + \sum_{j=1}^{M} \Phi_{\kappa_0}(z_m, z_j) \overline{C} Y(z_j) a^{1-h_1}$$

(2.42)

$$= u^1(z_m) + \mathcal{O} \left( a^{1-s-h_1} a^{\frac{1-s-h_1}{2}} a^{\frac{s}{2}} + a^{1-s-h_1} a^{\frac{1-s-h_1}{2} (1+\alpha)} \right)$$

$$+ \mathcal{O} \left( a^{1-s-h_1} a^{\frac{1-s-h_1}{2}} a^{\frac{s}{2}} \right) + \mathcal{O} \left( a^{1-s-h_1} a^{s-\tau} \right)$$

$$= u^1(z_m) + \mathcal{O} \left( a^{\frac{s}{2} (1-s-h_1) + \frac{1}{2}} + a^{\frac{s}{2} (1-s-h_1) + \frac{s}{2}} + a^{\frac{s}{2} (1-s-h_1) + \frac{1}{2} + \frac{s}{2}} + a^{1-h_1-\frac{s}{2}} + a^{1-h_1-\frac{s}{2}} \right).$$

Now comparing (2.42) with (2.27), we can deduce

$$\left( Y_m - Y(z_m) \right) + \sum_{j=1}^{M} \Phi_{\kappa_0}(z_m, z_j) \overline{C} (Y_j - Y(z_j)) a^{1-h_1}$$

(2.43)

$$= \mathcal{O} \left( a^{\frac{s}{2} (1-s-h_1) + \frac{1}{2}} + a^{\frac{s}{2} (1-s-h_1) + \frac{s}{2}} + a^{\frac{s}{2} (1-s-h_1) + \frac{1}{2} + \frac{s}{2}} + a^{1-h_1-\frac{s}{2}} + a^{1-h_1-\frac{s}{2}} \right)$$

$$= \mathcal{O} \left( a^{\frac{s}{2} (1-s-h_1) + \frac{1}{2}} + a^{\frac{s}{2} (1-s-h_1) + \frac{s}{2}} + a^{1-h_1-\frac{s}{2}} + a^{1-h_1-\frac{s}{2}} \right).$$

Thus we see that $(Y_j - Y(z_j))^M_{j=1}$ satisfies the linear algebraic system (2.27) albeit a different right hand term. Using the invertibility of the algebraic system, we can now derive the estimate

$$\sum_{m=1}^{M} |Y_m - Y(z_m)| = \mathcal{O} \left( N a^{\frac{s}{2} (1-s-h_1) + \frac{1}{2}} + a^{\frac{s}{2} (1-s-h_1) + \frac{s}{2}} + a^{1-h_1-\frac{s}{2}} + a^{1-h_1-\frac{s}{2}} \right).$$

(2.44)
Then satisfies the estimate

\[ u^\infty(\hat{x}, \theta) = -\sum_{j=1}^{M} e^{-i\kappa_0 \hat{x} \cdot z_j} C Y_j a^{1-h_1} + \mathcal{O}(a^{2-s-2h_1} + a^{3-2t-2s-2h_1}). \]

Next let us denote

\[ u_a^\infty(\hat{x}, \theta) = -a^{1-h_1-s} \int_{\Omega} e^{-i\kappa_0 \hat{x} \cdot y} K^M(y) C Y(y) dy. \]

Then

\[ u^\infty(\hat{x}, \theta) - u_a^\infty(\hat{x}, \theta) \]

\[ = a^{1-h_1-s} \left[ \int_{\Omega} e^{-i\kappa_0 \hat{x} \cdot y} K^M(y) C Y(y) dy - \sum_{j=1}^{M} e^{-i\kappa_0 \hat{x} \cdot z_j} C Y_j a^s \right] + \mathcal{O}(a^{2-s-h_1} + a^{3-2t-2s-2h_1}). \]

which we can further write as

\[ u^\infty(\hat{x}, \theta) - u_a^\infty(\hat{x}, \theta) \]

\[ = a^{1-h_1-s} \sum_{j=1}^{M} \int_{\Omega_j} e^{-i\kappa_0 \hat{x} \cdot y} K^M(y) C Y(y) dy + a^{1-h_1-s} \sum_{j=1}^{M} \int_{\Omega_j} e^{-i\kappa_0 \hat{x} \cdot z_j} C Y_j a^s \]

\[ - a^{1-h_1-s} \sum_{j=1}^{M} e^{-i\kappa_0 \hat{x} \cdot z_j} C Y_j a^s + \mathcal{O}(a^{2-s-h_1} + a^{3-2t-2s-2h_1}). \]

Therefore

\[ u^\infty(\hat{x}, \theta) - u_a^\infty(\hat{x}, \theta) \]

\[ = a^{1-h_1-s} \sum_{j=1}^{M} \int_{\Omega_j} e^{-i\kappa_0 \hat{x} \cdot y} K^M(y) C Y(y) dy - a^{1-h_1-s} \sum_{j=1}^{M} \sum_{z_j \in \Omega_j} e^{-i\kappa_0 \hat{x} \cdot z_j} C Y_j a^s \]

\[ + \mathcal{O}(a^{2-s-2h_1} + a^{3-2t-2s-2h_1}) + \mathcal{O} \left( a^{1-h_1-s} \left[ \left\| K^M \right\|_{L^\infty(\Omega)} |C| \left\| Y \right\|_{L^\infty(\Omega)} Vol(\Omega \setminus \bigcup_{j=1}^{M} \Omega_j) \right] \right) \]

\[ = a^{1-h_1-s} \left[ e^{-i\kappa_0 \hat{x} \cdot y} Y(y) - e^{-i\kappa_0 \hat{x} \cdot z_j} Y(z_j) \right] dy \]

\[ + a^{1-h_1-s} \left[ \sum_{j=1}^{M} \int_{\Omega_j} e^{-i\kappa_0 \hat{x} \cdot y} K^M(y) C Y(y) dy - \sum_{j=1}^{M} \int_{\Omega_j} e^{-i\kappa_0 \hat{x} \cdot z_j} K^M(z_j) C Y(y) dy \right] \]

\[ + \mathcal{O} \left( a^{1-h_1-s} \left[ e^{-i\kappa_0 \hat{x} \cdot z_j} Y(z_j) - e^{-i\kappa_0 \hat{x} \cdot z_j} Y(z_j) \right] + \sum_{j=1}^{M} \int_{\Omega_j} e^{-i\kappa_0 \hat{x} \cdot z_j} (Y(z_j) - Y_j) \right) \]

\[ + \mathcal{O} \left( a^{1-h_1-s} + a^{2-s-2h_1} + a^{3-2t-2s-2h_1} \right). \]
This further implies
\[ u^{\infty}(\hat{x}, \theta) - u_0^{\infty}(\hat{x}, \theta) \]
\[ = a^{-h_1-s} \sum_{j=1}^{[a^{-s}]} K^M(z_j) \mathcal{C} \int_{\Omega_j} \left[ e^{-i\kappa_0 \hat{x} \cdot Y(y)} - e^{-i\kappa_0 \hat{x} \cdot z_j} Y(z_j) \right] dy \]
\[ + a^{-h_1-s} \sum_{j=1}^{[a^{-s}]} \int_{\Omega_j} e^{-i\kappa_0 \hat{x} \cdot y} K^M(y) \mathcal{C} Y(y) dy - \sum_{j=1}^{[a^{-s}]} \int_{\Omega_j} e^{-i\kappa_0 \hat{x} \cdot y} K^M(z_j) \mathcal{C} Y(y) dy \]
\[ + \sum_{j=1}^{[a^{-s}]} \mathcal{C} a^{-h_1} \sum_{l=1}^{[K^M(z_j)]} \left( e^{-i\kappa_0 \hat{x} \cdot z_l} Y(z_l) - e^{-i\kappa_0 \hat{x} \cdot z_j} Y(z_j) \right) \]
\[ + O \left( a^{2(1-h_1-s)} + a^{2-s-2h_1} + a^{3-2t-2s-2h_1} \right) \]
\[ + O \left( Ma^{-h_1} \left[ a^{2(1-s-h_1) + 2} + a^{\frac{3-2t}{2}}(1-s-h_1) + 2 + a^{1-h_1-t} \right] \right). \]

Now
\[ \sum_{j=1}^{[a^{-s}]} \mathcal{C} a^{-h_1} \sum_{l=1}^{[K^M(z_j)]} \left( e^{-i\kappa_0 \hat{x} \cdot z_l} Y(z_l) - e^{-i\kappa_0 \hat{x} \cdot z_j} Y(z_j) \right) \]
\[ = O \left( a^{-h_1-s} a^{\frac{s}{2}} \left\| Y \right\|_{L^\infty(\Omega)} + O(a^{1-h_1-s} a^{\frac{s}{2}} \left\| Y \right\|_{L^\infty(\Omega)}) \right) \]
\[ = O(a^{-h_1-s} a^{\frac{s}{2}} a^{\frac{1-h_1-s}{2}(1+\alpha)}) + O(a^{-h_1-s} a^{\frac{s}{2}} a^{\frac{1-h_1-s}{2}}), \]

and
\[ a^{-h_1-s} \sum_{j=1}^{[a^{-s}]} \int_{\Omega_j} e^{-i\kappa_0 \hat{x} \cdot y} K^M(y) \mathcal{C} Y(y) dy - \sum_{j=1}^{[a^{-s}]} \int_{\Omega_j} e^{-i\kappa_0 \hat{x} \cdot y} K^M(z_j) \mathcal{C} Y(y) dy \]
\[ = O \left( a^{-h_1-s} a^{\frac{1-h_1-s}{2}} a^{\frac{s}{2}} \right), \]

and
\[ a^{-h_1-s} \sum_{j=1}^{[a^{-s}]} K^M(z_j) \mathcal{C} \int_{\Omega_j} \left[ e^{-i\kappa_0 \hat{x} \cdot Y(y)} - e^{-i\kappa_0 \hat{x} \cdot z_j} Y(z_j) \right] dy \]
\[ = O \left( a^{-h_1-s} \left[ \sum_{n=1}^{[a^{-s}]} (24n^2 + 2) a^{\frac{s}{2}} \left\| Y \right\|_{L^\infty(\Omega)} + \sum_{n=1}^{[a^{-s}]} (24n^2 + 2) a^{\frac{s}{2}} \left\| \nabla Y \right\|_{L^\infty(\Omega)} \right) \right) \]
\[ = O \left( a^{-h_1-s} a^{\frac{1-h_1-s}{2}} a^{\frac{s}{2}} \right) + O(a^{1-h_1-s} a^{\frac{1-h_1-s}{2}(1+\alpha)}). \]

Using these in (2.45), we obtain
\[ u^{\infty}(\hat{x}, \theta) - u_0^{\infty}(\hat{x}, \theta) = O \left( a^{2-s-2h_1} + a^{3-2t-2s-2h_1} + a^{-h_1-s} \left[ a^{\frac{s}{2}(1-s-h_1) + 2} + a^{\frac{3-2t}{2}(1-s-h_1) + 2} + a^{1-h_1-t} \right] \right) \]
\[ = O \left( a^{2-s-2h_1} + a^{3-2t-2s-2h_1} + a^{\frac{s}{2}(1-s-h_1) + 2} + a^{\frac{3-2t}{2}(1-s-h_1) + 2} + a^{1-h_1-s} a^{1-h_1-t} \right) \]
\[ = O \left( a^{2-s-2h_1} + a^{3-2t-2s-2h_1} + a^{\frac{s}{2}(1-s-h_1) + 2} + a^{\frac{3-2t}{2}(1-s-h_1) + 2} + a^{1-h_1-s} a^{1-h_1-t} \right), \]

since we can choose \( \alpha \in (\frac{s}{2}, 1) \) to be as close to \( \frac{1}{2} \) as desired.

In the regime under consideration, we already have \( 2 - s - 2h_1 > 0 \) and \( 3 - 2t - 2s - 2h_1 > 0 \).
• Let us look at the term $a^{1-h_1-s \cdot a^{1-h_1-t}} = a^{2-2h_1-s-t}$. If the condition $h_1 + t < \frac{1}{2}$ is satisfied, then

$$2 - 2h_1 - s - t > 2 - h_1 - s - \frac{1}{2} = \frac{3}{2} - h_1 - s > 0,$$

in the regime under consideration, that is, $1 < s + h_1 < \frac{3}{2}$.

Thus a sufficient condition can be written as

$$0 < 1 - h_1 < s \leq 3t < \frac{3}{2} - 3h_1. \tag{2.50}$$

• Next let us look for conditions to guarantee that $\frac{5}{2}(1 - h_1 - s) + \frac{\alpha}{3} > 0$. Now $\frac{5}{2}(1 - h_1 - s) + \frac{\alpha}{3} = \frac{5}{2} - \frac{5\lambda}{2} - \frac{5s}{2} + \frac{\alpha}{2}$. Hence if $s + h_1 < 1 + \frac{2s\lambda}{15} < \frac{3}{2}$, then we can guarantee $\frac{5}{2} - \frac{5\lambda}{2} - \frac{5s}{2} + \frac{\alpha}{2} > 0$.

Therefore a sufficient condition, in this case, can be written as

$$1 < s + h_1 < 1 + \frac{2s\lambda}{15} < \frac{3}{2}. \tag{2.51}$$

• We next want conditions to guarantee $(\frac{11}{4})_+(1-h_1-s) + \frac{s}{3} > 0$. Note that $(\frac{11}{4})_+(1-h_1-s) + \frac{s}{3} = (\frac{11}{4})_+ - (\frac{14}{5})_+ h_1 + (\frac{\alpha}{3} - (\frac{11}{4})_+) s$. Now if $s < (\frac{14}{5})_+ - (1-h_1)$, then we can guarantee $(\frac{11}{4})_+ - (\frac{14}{5})_+ h_1 + (\frac{\alpha}{3} - (\frac{11}{4})_+) s > 0$.

Hence a sufficient condition, in this case, can be written as

$$0 < 1 - h_1 < s < \frac{(\frac{11}{4})_+ - (\frac{14}{5})_+}{(\frac{14}{5})_+ - \frac{1}{3}}(1-h_1). \tag{2.52}$$

Therefore we have the following set of sufficient conditions.

$$0 < 1 - h_1 < s \leq 3t < \frac{3}{2} - 3h_1,$$

$$1 < s + h_1 < 1 + \frac{2s\lambda}{15},$$

$$0 < 1 - h_1 < s < \frac{(\frac{11}{4})_+ - (\frac{14}{5})_+}{(\frac{14}{5})_+ - \frac{1}{3}}(1-h_1).$$

Now if $s < (1 + \frac{2s\lambda}{15})(1-h_1)$, then $s + h_1 < 1 + \frac{2s\lambda}{15}$. Also if $\alpha \in (\frac{1}{2}, \frac{2}{3})$, using the fact that $\lambda \in (0, 1)$, it follows that $(1 + \frac{2s\lambda}{15})(1-h_1) < \frac{(\frac{14}{5})_+}{(\frac{11}{4})_+ - \frac{1}{3}}(1-h_1)$. Hence the above set of sufficient conditions can be replaced by

$$0 < 1 - h_1 < s \leq 3t < \frac{3}{2} - 3h_1,$$

$$0 < 1 - h_1 < s < \frac{(1 + \frac{2s\lambda}{15})(1-h_1)}{(\frac{14}{5})_+ - \frac{1}{3}}. \tag{2.53}$$

Note that the first condition above implies that $h_1 < \frac{1}{4}$. Now if $h_1 < \frac{15-4\lambda}{66-4\lambda}$, we have $\frac{3}{2} - 3h_1 > (1 + \frac{2s\lambda}{15})(1-h_1)$ and we can replace the conditions (2.53) by the sufficient condition

$$0 < 1 - h_1 < s \leq 3t < \frac{(1 + \frac{2s\lambda}{15})(1-h_1)}{(\frac{14}{5})_+ - \frac{1}{3}}. \tag{2.54}$$

Finally using (2.23) and (2.49), we deduce

$$u^\infty(\hat{x}, \theta) - u_0^\infty(\hat{x}, \theta)$$

$$= O\left(a^{s+h_1-1} + a^{2-s-2h_1} + a^{3-2t-2s-2h_1} + a^\frac{5}{6}(1-s-h_1)^+ + a^{\frac{11}{4}}(1-h_1)^+ + a^{1-h_1-s}a^{1-h_1-t}\right). \tag{2.55}$$
Remark 2.5. In the cases when \( (\gamma < 1, \gamma + s = 2) \) or \( (\gamma = 1, \gamma + s = 2 \) with the frequency \( \omega \) away from the Minnaert resonance), the estimates can be deduced similarly by using (2.24) instead of (2.25). In these cases, we can further compare the far-fields corresponding to \( \mathcal{C} \) to that of \( \mathcal{C}_{\text{lead}} \) in the following manner.

Let us consider the Lippmann-Schwinger equation

\[
\hat{Y}(z) + \int_{\Omega} \Phi_{\kappa_0}(z,y)K^M(y)\mathcal{C}_{\text{lead}}\hat{Y}(y)dy = u^I(z),
\]

and the corresponding far-field given by

\[
u_{\text{lead}}(\hat{x},\theta) = -\int_{\Omega} e^{-i\kappa_0\hat{x} \cdot y} K^M(y)\mathcal{C}_{\text{lead}}\hat{Y}(y)dy.
\]

Let us first deal with the case \( \gamma < 1, \gamma + s = 2 \). Using the fact that \( \mathcal{C} = \mathcal{C}_{\text{lead}} + \mathcal{O}(a^{2-\gamma}) \) in (2.4), we can write (2.4) as

\[
Y(z) + \int_{\Omega} \Phi_{\kappa_0}(z,y)K^M(y)\mathcal{C}_{\text{lead}}Y(y)dy = u^I(z) - \mathcal{O}(a^{1-\gamma}) \int_{\Omega} \Phi_{\kappa_0}(z,y)K^M(y)Y(y)dy.
\]

Comparing this with (2.56), we obtain

\[
[Y - \hat{Y}](z) + \int_{\Omega} \Phi_{\kappa_0}(z,y)K^M(y)\mathcal{C}_{\text{lead}}[Y - \hat{Y}](y)dy = -\mathcal{O}(a^{1-\gamma}) \int_{\Omega} \Phi_{\kappa_0}(z,y)K^M(y)Y(y)dy,
\]

whence, using the invertibility of the integral equation (2.58) and the fact that \( \|Y\|_{L^2(\Omega)} = \mathcal{O}(1) \), we derive

\[
\left\| Y - \hat{Y} \right\|_{L^2(\Omega)} = \mathcal{O}(a^{1-\gamma}).
\]

Therefore

\[
u_a(\hat{x},\theta) - v_{\text{lead}}(\hat{x},\theta) = -\int_{\Omega} e^{-i\kappa_0\hat{x} \cdot y} K^M(y)\mathcal{C}_{\text{lead}}[Y - \hat{Y}](y)dy = -\mathcal{O}(a^{1-\gamma}) \int_{\Omega} e^{-i\kappa_0\hat{x} \cdot y} K^M(y)Y(y)dy
\]

and hence

\[
u_a(\hat{x},\theta) - v_{\text{lead}}(\hat{x},\theta) = \mathcal{O} \left( a^{1-\gamma} + a^2 + a^{2-s} + a^{3-\gamma-2t-s} + a^{s-t} \right).
\]

Proceeding similarly, when \( \gamma = 1, \gamma + s = 2 \) with the frequency \( \omega \) away from the Minnaert resonance, we can derive

\[
u_a(\hat{x},\theta) - v_{\text{lead}}(\hat{x},\theta) = \mathcal{O} \left( a^2 \right),
\]

and hence

\[
u_a(\hat{x},\theta) - v_{\text{lead}}(\hat{x},\theta) = \mathcal{O} \left( a^2 + a^2 + a^{2-s} + a^{3-\gamma-2t-s} + a^{s-t} \right)
\]

\[
= \mathcal{O} \left( a^2 + a^{2-s} + a^{3-\gamma-2t-s} + a^{s-t} \right).
\]

Now suppose that \( \gamma = 1 \) and \( \omega \) is near the Minnaert resonance, i.e. \( 1 - \frac{\omega^2}{\omega^2_M} = l_Ma^{h_1} \), with \( l_M \neq 0 \) and \( h_1 \in (0, 1) \) where \( s \) and \( t \) satisfy the conditions

\[
s = 1 - h_1 \text{ and } \frac{s}{3} \leq t < \min \{1 - h_1, \frac{1}{2} \}.
\]

In this case, if we notice that

\[
\omega^2 - \omega^2_M = \omega^2 l_Ma^{h_1} + \left( \omega^2 - \omega^2_M \right)
\]

and use the fact that \( s + h_1 = 1 \) in (2.49), we can derive

\[
u_a(\hat{x},\theta) - v_{\text{lead}}(\hat{x},\theta) = \mathcal{O} \left( a^{h_1} + a^{(1-h_1)\lambda} + a^{1-h_1} + a^{1-2t} + a^{1-h_1-t} \right).
\]
3. The case of metasurfaces

3.1. The surface integral equations and corresponding estimates. Let us consider the scattering problem

\begin{equation}
(\Delta + \kappa_0^2) u_a^t = 0, \text{ in } \mathbb{R}^3 \setminus \Sigma,
\end{equation}

\begin{equation}
[u_a^t] = 0, \quad \frac{\partial u_a^t}{\partial v} - h_* \sigma u_a^t = 0, \text{ on } \Sigma,
\end{equation}

\begin{equation}
u_a^s = u_a^s + e^{i \kappa_0 x \cdot \theta},
\end{equation}

\begin{equation}
\frac{\partial u_\sigma^s}{\partial |x|} - i \kappa_0 u_\sigma^s = o \left( \frac{1}{|x|} \right), \quad |x| \to \infty,
\end{equation}

and the surface integral equation

\begin{equation}
Y(z) + h_* \int_\Sigma \Phi_{\kappa_0}(z, y) \sigma(y) Y(y) ds(y) = u^t(z), \quad z \in \Sigma,
\end{equation}

where \(h_*\) is a positive real number and \(\sigma = K^M \mathbf{C}\). We note that \(u_a^t\) is a solution of \((3.1)-(3.3)\) if and only if \(Y := u_a^t|_\Sigma\) satisfies \((3.5)\). In addition,

\begin{equation}
u_a^s(x) = u^t(x) - h_* \int_\Sigma \Phi_{\kappa_0}(x, y) \sigma(y) Y(y) ds(y), \quad x \in \mathbb{R}^3.
\end{equation}

Recall that we are interested in the cases \(h_* = O(1)\) and \(h_* = a^{1-h_1-s}, s + h_1 > 1\) as \(a \to 0\).

For \(|s| \leq \alpha + 1\) and \(\Gamma\) of class \(C^{\alpha,1}\), we recall the definitions (see also [10], [11])

\begin{equation}
H^s(\Sigma) := \{ f|_\Sigma : f \in H^s(\Gamma) \}, \quad H^s_\Sigma(\Gamma) := \{ f \in H^s(\Gamma) : \text{supp } f \subseteq \Sigma \},
\end{equation}

\begin{equation}
H^s_\Sigma(\Gamma) := \{ \phi \in H^{-s}(\Gamma) : \langle \phi, \psi \rangle_{-s,s} = 0, \text{ for any } \psi \in H^s_\Gamma(\Gamma) \}.
\end{equation}

The following lemma shows the existence and uniqueness of the solution \(Y\) to the surface integral equation \((3.5)\).

**Lemma 3.1.** The surface integral equation \((3.5)\) is invertible from \(L^2(\Sigma)\) to itself and the solution \(Y\) belongs to \(W^{1,p}(\Sigma)\) for \(p \in (1, \infty)\).

**Proof.** Let us denote \(\sigma_\lambda := h_* \sigma\) and first consider the case when \(h_* = O(1)\).

We shall prove that the integral equation \((3.5)\) is invertible from \(L^2(\Sigma)\) to itself. To see this, let us consider the operator \(B\) defined by

\begin{equation}
f \mapsto Bf := \int_\Sigma \sigma_\lambda(z) \Phi_{\kappa_0}(x, z) f(z) ds(z).
\end{equation}

Using the mapping properties of the single layer operator, it follows that \(B\) maps \(L^2(\Sigma)\) to \(H^1(\Sigma)\). Note that here \(H^1(\Sigma)\) is defined as the restriction of functions in \(H^1(\Gamma)\) to \(\Sigma\), where \(\Gamma\) is a smooth, closed surface such that \(\Sigma \subseteq \Gamma\).

Now since the embedding \(H^1(\Sigma) \hookrightarrow L^2(\Sigma)\) is compact, it follows that \(Id + B : L^2(\Sigma) \to L^2(\Sigma)\)

is Fredholm of index zero. It is therefore sufficient to prove that \(\ker(I + B) = \{0\}\).

In this direction, let us assume that \((I + B)f = 0\) for some \(f \in L^2(\Sigma)\), and consider the function

\begin{equation}\nu(x) := \frac{1}{|x|} \int_\Sigma \sigma_\lambda(z) \Phi_{\kappa_0}(x, z) f(z) ds(z), \quad x \in \mathbb{R}^3 \setminus \Sigma.
\end{equation}

The function \(\nu\) so defined satisfies

\begin{equation}(\Delta + \kappa_0^2) \nu = 0, \text{ in } \mathbb{R}^3 \setminus \Sigma,
\end{equation}
and the Sommerfeld conditions. Furthermore
\[ |w|_\Sigma = 0, \quad \text{and } [\partial_\nu w]|_{\Sigma} = \sigma_h(x)f(x) = \sigma_h(x)w(x). \]
Now let \( D \) be a connected and open subset of \( \mathbb{R}^3 \) such that \( \partial D = \Gamma \). Then integrating in \( \Omega_r := B_r \setminus D \) we have
\[ \int_{\partial B_r} w^+ \frac{\partial w^+}{\partial \nu} = \int_{\Sigma} w^+ \frac{\partial w^+}{\partial \nu} - \kappa_0^2 \int_{\Omega_r} |w^+|^2 + \int_{\Omega_r} |\nabla w^+|^2. \]
(3.6)
Similarly, integrating in \( D \), we obtain
\[ \int_{\Sigma} w^- \frac{\partial w^-}{\partial \nu} = -\kappa_0^2 \int_{\Omega_r} |w^-|^2 + \int_{\Omega_r} |\nabla w^-|^2. \]
(3.7)
Adding (3.6) and (3.7) and using the jump relations satisfied by \( w \), we conclude that
\[ \int_{\partial B_r} w^+ \frac{\partial w^+}{\partial \nu} = \int_{\Sigma} \sigma_h(x)|w|^2 - \kappa_0^2 \int_{\Omega_r \cup D} |w|^2 + \int_{\Omega_r \cup D} |\nabla w|^2, \]
whence it follows that if \( \text{Im } \sigma_h \geq 0 \), then \( \text{Im } \int_{\partial B_r} w^+ \frac{\partial w^+}{\partial \nu} \geq 0 \). Now recall that \( \sigma_h \) is a real-valued function in our case, and therefore the fact that \( \text{Im } \sigma_h \) is positive.
Next using this fact together with the smoothing property of the single layer operator, it follows that \( w^+ = 0 \) in \( \mathbb{R}^3 \setminus \overline{D} \) whence the fact \( f = 0 \) follows. Thus we have shown that (3.5) is invertible and the solution \( Y \) to (3.5) belongs to \( L^2(\Sigma) \).
Next using this fact together with the smoothing property of the single layer operator, it follows that \( Y \in H^1(\Sigma) \).
The Sobolev embedding result \( H^1(\Sigma) \hookrightarrow L^p(\Sigma), \ p \in (1, +\infty) \) further implies that the function \( Y \in L^p(\Sigma), \ p \in (1, +\infty) \).
Now if we use (3.5) and the fact that the single layer operator maps \( L^p(\Sigma) \) into \( W^{1,p}(\Sigma) \), \( p \in (1, \infty) \) (see (12), we can conclude that the solution \( Y \) to the integral equation (3.5) lies in the class \( W^{1,p}(\Sigma) \), \( p \in (1, +\infty) \).
The case when \( h_s = a^{1-h_1-s}, \ s + h_1 > 1 \) follows by a similar argument since the function \( \sigma \) and hence \( \sigma_h \) is positive.

\[ \text{Lemma 3.2. Assume that } \kappa_0^2 \text{ is not an eigenvalue for the Dirichlet Laplacian in } D. \quad \text{Then the solution } Y \text{ to the surface integral equation (3.5)} \]
\[ \text{satisfies the estimate} \]
\[ ||Y||_{L^2(\Sigma)} = O(h). \]
(3.9)
\[ \text{Proof. As a first step, we observe that the scattering problem (3.1)-(3.4) can be transformed into the equivalent boundary value problem} \]
\[ (\Delta + \kappa_0^2)Y = 0, \ \text{in } B_R \setminus \Sigma, \]
\[ [Y] = 0, \quad \left( \frac{\partial Y}{\partial \nu} - h^{-2}\sigma Y = 0 \right. \text{on } \Sigma, \]
\[ \left[ \frac{\partial Y}{\partial \nu} - TY = \frac{\partial u^I}{\partial \nu} - Tu^I, \ \text{on } \partial B_R, \right. \]
(3.10)
where \( T : H^{\frac{3}{2}}(\partial B_R) \to H^{-\frac{3}{2}}(\partial B_R) \) is the Dirichlet to Neumann (D-N) map for the exterior problem on \( \mathbb{R}^3 \setminus B_R \) (see (8)).

Proceeding as in (3.6)-(3.8), we derive
\[ \int_{B_R} |\nabla Y|^2 - \kappa_0^2 \int_{B_R} |Y|^2 + h^{-2} \int_{\Sigma} |\sigma Y|^2 - \langle TY, Y \rangle_{-\frac{3}{2}, \frac{1}{2}} = \left( \frac{\partial u^I}{\partial \nu} - Tu^I, Y \right)_{-\frac{3}{2}, \frac{1}{2}}. \]
(3.11)
Now the operator $T$ can be decomposed as $T = T_0 + T_1$ (see \[8\]) where
\[
(-T_0Y, Y)_{L^2, L^2} - \frac{1}{2} \geq C \|Y\|^2_{L^2},
\]
and $T_1$ is smoothing and maps from $H^{\frac{1}{2}}(\partial B_R)$ to $H^{\frac{1}{2}}(\partial B_R)$.

Also we can write
\[
\langle T_1 Y, Y \rangle_{L^2, L^2} = \int_{\partial B_R} Y Y^T Y^T Y - \frac{1}{2} \geq C \|Y\|^2_{L^2},
\]
and therefore using the fact (see theorem B.1) that
\[
\|Y\|_{L^2(B_R)} \leq \|h^{-2} S_{\kappa_0} [\sigma Y]\|_{L^2(B_R)} + O(1)
\]
(3.14)
\[
\leq h^{-2} \|S_{\kappa_0} [\sigma Y]\|_{H^{\frac{1}{2}}(B_R)} + O(1)
\]
\[
\leq h^{-2} \|\sigma Y\|_{H^{-1}(\Sigma)} + O(1).
\]

Again we can re-write (3.5) as $\sigma Y = S_{\kappa_0}^{-1} [-h^2 Y + h^2 u']$ and therefore using the fact (see theorem B.1) that
\[
S_{\kappa_0}^{-1} : L^2(\Sigma) \rightarrow H^{-1}(\Sigma),
\]
from (3.14), we obtain
\[
\|Y\|_{L^2(B_R)} \leq \|Y\|_{L^2(\Sigma)} + O(1).
\]
(3.15)

Next using (3.13) and (3.15) in (3.11), we can write
\[
\int_{B_R} |\nabla Y|^2 - \kappa_0^2 \int_{B_R} |Y|^2 + h^{-2} \int_{\Sigma} \sigma |Y|^2 + \langle -T_0 Y, Y \rangle_{L^2, L^2} - \frac{1}{2} \frac{1}{2}
\]
\[
= \left\langle \frac{\partial u}{\partial \nu} - Tu, Y \right\rangle_{L^2, L^2} + \langle T_1 Y, Y \rangle_{L^2, L^2} - \frac{1}{2} \frac{1}{2}
\]
\[
\leq C \|Y\|_{H^{\frac{1}{2}}(\partial B_R)} + \frac{5C\epsilon}{4} \|Y\|^2_{H^1(B_R)} + C(\epsilon) \|Y\|^2_{L^2(B_R)}
\]
\[
\leq C \|Y\|_{H^{\frac{1}{2}}(\partial B_R)} + \frac{5Ca}{4} \|Y\|^2_{H^1(B_R)} + C(\epsilon) \|Y\|^2_{L^2(\Sigma)} + O(1).
\]
(3.16)

Also using (3.12), we can write
\[
\int_{B_R} |\nabla Y|^2 - \kappa_0^2 \int_{B_R} |Y|^2 + h^{-2} \int_{\Sigma} \sigma |Y|^2 + \langle -T_0 Y, Y \rangle_{L^2, L^2} - \frac{1}{2} \frac{1}{2}
\]
\[
\geq \int_{B_R} |\nabla Y|^2 - \kappa_0^2 \int_{B_R} |Y|^2 + h^{-2} \int_{\Sigma} \sigma |Y|^2 + C \|Y\|^2_{H^{\frac{1}{2}}(\partial B_R)}.
\]
(3.17)
Proposition 3.3. The solution \( \nabla Y \) satisfies the following estimates.

\[\nabla Y \in \mathcal{L}^{2}(B_{R}) \quad \text{and} \quad \nabla Y \in \mathcal{H}^{1/2}(\partial B_{R})\]

\[
\left(1 - \frac{5C_{c}}{4}\right) \| \nabla Y \|^{2}_{L^{2}(B_{R})} + \left(-k_{0}^{2} + Ch^{-2} - \frac{5C_{c}}{4} - C(\epsilon)\right) \| Y \|^{2}_{L^{2}(\Sigma)} + C \| \nabla Y \|^{2}_{L^{2}(B_{R})} \\
\leq C \| Y \|_{H^{1/2}(\partial B_{R})} + \mathcal{O}(1) \leq C \| Y \|_{H^{1}(B_{R})} + \mathcal{O}(1). \]

From (3.15)-(3.17), we obtain

\[
(3.18) \quad \left(1 - \frac{5C_{c}}{4}\right) \| \nabla Y \|^{2}_{L^{2}(B_{R})} + \left(-k_{0}^{2} + Ch^{-2} - \frac{5C_{c}}{4} - C(\epsilon)\right) \| Y \|^{2}_{L^{2}(\Sigma)} + C \| \nabla Y \|^{2}_{L^{2}(B_{R})} \\
\leq C \| Y \|_{H^{1/2}(\partial B_{R})} + \mathcal{O}(1) \leq C \| Y \|_{H^{1}(B_{R})} + \mathcal{O}(1). \]

Now from the fact \( S_{\Sigma_{0}} : H^{-\frac{1}{2}}(\Sigma) \rightarrow H^{1}(B_{R}) \), it follows that

\[
\| Y \|_{H^{1}(B_{R})} \leq h^{-2} \| S_{\Sigma_{0}}[\sigma Y] \|_{H^{1}(B_{R})} + \mathcal{O}(1) \leq h^{-2} \| \sigma Y \|_{H^{-\frac{1}{2}}(\Sigma)} + \mathcal{O}(1) \leq h^{-2} \| \sigma Y \|_{L^{2}(\Sigma)} + \mathcal{O}(1) \]

\[\lesssim h^{-2} \| Y \|_{L^{2}(\Sigma)} + \mathcal{O}(1). \]

Using this in (3.18), we deduce that \( Y \in \mathcal{L}^{2}(\Sigma) \) and therefore using (3.15), we obtain \( Y \in \mathcal{L}^{2}(B_{R}) \).

Also from (3.18), we can write

\[
\| \nabla Y \|^{2}_{L^{2}(B_{R})} \leq C \| Y \|_{L^{2}(B_{R})} + C \| \nabla Y \|_{L^{2}(B_{R})} + \mathcal{O}(1) \leq C \| \nabla Y \|_{L^{2}(B_{R})} + \mathcal{O}(1), \]

whence it follows that \( \| \nabla Y \|_{L^{2}(B_{R})} = \mathcal{O}(1) \).

Now using the fact that \( Y \in \mathcal{L}^{2}(B_{R}) = \mathcal{O}(1) \) in (3.18), we deduce that \( Y \in \mathcal{L}^{2}(\Sigma) = \mathcal{O}(h) \).

Using the estimate (3.9), it is easy to see that

\[
(3.19) \quad Y^{-}(x, \theta) - Y^{\infty}_{D}(x, \theta) = \mathcal{O}(h), \]

where

- if \( \Sigma \) is an open surface, \( Y_{D} \) is the unique solution to the Dirichlet crack problem

\[
(\Delta + \kappa_{0}^{2}) Y_{D} = 0, \quad \text{in } \mathbb{R}^{3} \setminus \Sigma, \]

\[
Y_{D} = 0, \quad \text{on } \Sigma, \]

with the Sommerfeld radiation conditions satisfied by \( Y_{D} - u_{l} \), and

- if \( \Sigma = \partial D \) for some connected open subset \( D \subset \mathbb{R}^{3} \), then \( Y_{D} \) is the unique solution to the exterior Dirichlet problem

\[
(\Delta + \kappa_{0}^{2}) Y_{D} = 0, \quad \text{in } \mathbb{R}^{3} \setminus \overline{D}, \]

\[
Y_{D} = 0, \quad \text{on } \partial D, \]

with the Sommerfeld radiation conditions satisfied by \( Y_{D} - u_{l} \).

Next using lemma 3.1 and lemma 3.2, we deduce the following estimates for the solution \( Y \) and its gradient \( \nabla Y \).

**Proposition 3.3.** The solution \( Y \) to the surface integral equation (3.5) satisfies the following estimates.

- If \( h_{a} = \mathcal{O}(1), \ a \to 0, \) then

\[
(3.24) \quad \| Y \|_{L^{\infty}(\Sigma)} = \mathcal{O}(1), \quad \| Y \|_{W^{1,p}(\Sigma)} = \mathcal{O}(1). \]

- If \( h_{a} = a^{1-h_{1}-s}, \ s + h_{1} > 1, \) then

\[
(3.25) \quad \| Y \|_{L^{\infty}(\Sigma)} = \mathcal{O}(a^{\frac{3}{2}(1-s-h_{1})}), \quad \| Y \|_{W^{1,p}(\Sigma)} = \mathcal{O}(a^{\frac{3}{2}(1-s-h_{1})}). \]

**Proof.**

- If \( h_{a} = \mathcal{O}(1) \), the estimates (3.24) follow directly from the invertibility of the surface integral equation (3.5) established in lemma 3.1
• If \( h_s = a^{1-h_1-s}, \ s + h_1 > 1 \), we use the \( L^2 \) estimate for \( Y \) established in lemma 3.2 as follows. Recall that \( h = a^{s+h_1} \).

Now using (3.5) and (3.9), we can deduce

\[
\| Y \|_{H^1(\Sigma)} \leq \| u^f \|_{H^1(\Sigma)} + h^{-2} \| S_{\kappa_0} [\sigma Y] \|_{H^1(\Sigma)} \\
\leq \| u^f \|_{H^1(\Sigma)} + Ch^{-2} \| Y \|_{L^2(\Sigma)} = \mathcal{O}(h^{-1}),
\]

and therefore for \( p \in (1, \infty) \),

\[
\| Y \|_{W^{1,p}(\Sigma)} \leq \| u^f \|_{W^{1,p}(\Sigma)} + h^{-2} \| S_{\kappa_0} [\sigma Y] \|_{W^{1,p}(\Sigma)} \\
\leq \| u^f \|_{W^{1,p}(\Sigma)} + Ch^{-2} \| \sigma Y \|_{L^p(\Sigma)} \\
\leq \| u^f \|_{W^{1,p}(\Sigma)} + Ch^{-2} \| Y \|_{L^p(\Sigma)}, \text{ since } \sigma \text{ is bounded} \\
\leq \| u^f \|_{W^{1,p}(\Sigma)} + Ch^{-2} \| Y \|_{H^1(\Sigma)} = \mathcal{O}(h^{-3}) = \mathcal{O}(a^{2(1-s-h_1)}).
\]

Since \( Y \in W^{1,p}(\Sigma) \) for \( p > 2 \), it follows that \( Y \in C^{0, \eta}(\Sigma), \eta = 1 - \frac{2}{p} \) and hence we can derive the estimate

\[
\| Y \|_{L^\infty(\Sigma)} \leq C \| Y \|_{W^{1,p}(\Sigma)} = \mathcal{O}(a^{2(1-s-h_1)}).
\]

\[\square\]

3.2. The asymptotic approximations. As in the case of volumetric distributions, we now describe the proof of the results in the following regime where \( \gamma = 1, 1 < s + h_1 < \frac{3}{2} \) and when the frequency is near the resonance with \( \nu_M > 0 \). The proofs of the other cases follow similarly.

In this case, as in (2.27), the algebraic system (1.9) can be rewritten as

\[
Y_m + \sum_{j \neq m}^{M} \Phi_{\kappa_0}(z_m, z_j) \Theta_{\kappa_0} M(a^{1-h_1}) = u^f(z_m),
\]

where \( Y_j = -C^{-1}Q_j, \ C = \Theta_{\kappa_0} M(a^{1-h_1}), \ j = 1, \ldots, M. \)

To compare this with the surface integral equation

\[
Y(z) + a^{1-h_1-s} \int_{\Sigma} \Phi_{\kappa_0}(z, y) M(y) \Theta_{\kappa_0} M(a^{1-h_1}) ds(y) = u^f(z),
\]

for \( m = 1, \ldots, M \), we rewrite (3.27) as

\[
Y(z_m) + a^{1-s-h_1} \sum_{j \neq m}^{M} \Phi_{\kappa_0}(z_m, z_j) \Theta_{\kappa_0}(z_j) a^{s} \\
= u^f(z_m) + a^{1-s-h_1} \left[ \sum_{j \neq m}^{M} \Phi_{\kappa_0}(z_m, z_j) \Theta_{\kappa_0}(z_j) a^{s} - \sum_{j \neq m}^{[a^{-s}]} \Phi_{\kappa_0}(z_m, z_j) M(z_j) \Theta_{\kappa_0}(z_j) |\Sigma_j| \right] + a^{1-s-h_1} \left[ \sum_{j \neq m}^{[a^{-s}]} \Phi_{\kappa_0}(z_m, z_j) M(z_j) \Theta_{\kappa_0}(z_j) |\Sigma_j| - \int_{\Sigma \cup [a^{-s}]} \Phi_{\kappa_0}(z_m, y) M(y) \Theta_{\kappa_0}(y) ds(y) \right] \\
- a^{1-s-h_1} \int_{\Sigma_m} \Phi_{\kappa_0}(z_m, y) M(y) \Theta_{\kappa_0}(y) ds(y) - a^{1-s-h_1} \int_{\Sigma \cup [a^{-s}]} \Phi_{\kappa_0}(z_m, y) M(y) \Theta_{\kappa_0}(y) ds(y).
\]
Remark 3.4. We note that in case $\Sigma$ is parametrized by more than one chart, we would need to additionally estimate the integral over the part (image of the chart) that doesn’t contain the point $z_m$. But this part being away from $z_m$ would imply that the fundamental solution is smooth and therefore the error estimate for this integral would only be better than the ones mentioned above in the splitting. □

The terms $A_2, B_2, C_2$ and $D_2$ can be estimated by closely following the arguments in the case of volumetric distributions. Let us begin with the term $C_2$. We recall that by our assumption, $\Sigma_m$ is contained in a single chart and hence it is easy to observe (using the local co-ordinates, if necessary) that for $r < \frac{1}{2}a^{\frac{n}{2}}$, the image of the ball $B(z_m, r)$ of radius $r$ is contained in $\Sigma_m$. By an abuse of notation, we shall identify between $B(z_m, r)$ and its representation in the local chart. Therefore using (3.25) and continuing as in the proof of (2.29), we can write

$$|C_2| = \left|\int_{\Sigma_m} \Phi_{\kappa_0}(z_m, y) K^M(y) \overline{C Y}(y) ds(y)\right|$$

$$\leq \|K^M\|_{L^\infty(\Sigma)} \|\overline{C Y}\|_{L^\infty(\Sigma)} \left|\int_{\Sigma_m} \Phi_{\kappa_0}(z_m, y) ds(y)\right|$$

$$\leq \frac{C}{4\pi} a^{\frac{3}{2}(1-s-h_1)} \left(\int_{\Sigma_m \setminus B(z_m, r)} - \int_{B(z_m, r)} \frac{1}{1 - \frac{1}{2}a^{\frac{n}{2}}} ds(y)\right)$$

$$\leq \frac{C}{4\pi} a^{\frac{3}{2}(1-s-h_1)} \left(2\pi r + \frac{1}{r} \left[a^{s_1} - \pi r^2\right]\right) \leq \frac{C}{4\pi} a^{\frac{3}{2}(1-s-h_1)} a^{\frac{n}{2}}$$

Hence, we deduce that

$$C_2 = O(a^{\frac{3}{2}(1-s-h_1)} a^{\frac{n}{2}}).$$

Let us now estimate the term $B_2$. To do so, we split it into two parts $B_{2,1}$ and $B_{2,2}$ given by

$$B_2 = \sum_{j = 1}^{[a^{-s}]} \Phi_{\kappa_0}(z_m, z_j) K^M(z_j) \overline{C Y}(z_j) |\Sigma_j| - \int_{\Sigma_m \setminus B(z_m, r)} \Phi_{\kappa_0}(z_m, y) K^M(y) \overline{C Y}(y) ds(y)$$

$$= \sum_{j = 1}^{[a^{-s}]} \int_{\Sigma_j} \Phi_{\kappa_0}(z_m, z_j) K^M(z_j) \overline{C Y}(z_j) ds(y) - \sum_{j = 1}^{[a^{-s}]} \int_{\Sigma_j} \Phi_{\kappa_0}(z_m, y) K^M(z_j) \overline{C Y}(y) ds(y)$$

$$+ \sum_{j = 1}^{[a^{-s}]} \int_{\Sigma_j} \Phi_{\kappa_0}(z_m, y) K^M(z_j) \overline{C Y}(y) ds(y) - \sum_{j = 1}^{[a^{-s}]} \int_{\Sigma_j} \Phi_{\kappa_0}(z_m, y) K^M(y) \overline{C Y}(y) ds(y).$$

As in the case of volumetric distributions, relative to each $\Sigma_m$, we distinguish the other bubbles as near and far ones using squares (or quadrilaterals). In such an arrangement, the number of squares upto the $n^{th}$ layer is $(2n + 1)^2$, $n = 0, \ldots, [a^{-s}]$ and $\Sigma_m$ is located at the centre. Hence the number of bubbles in the $n^{th}$ layer will be atmost $[(2n + 1)^2 - (2n - 1)^2]$ and their distance from $D_m$ is more than $n \left(a^{\frac{n}{2}} - \frac{2}{3}\right)$. 

To estimate the term $B_{2,1}$, we notice that

$$|B_{2,1}| \leq \|K^M\|_{L^\infty(\Sigma)} \left[ \sum_{j \neq m} \left( \int_{\Sigma_j} |\Phi_{\kappa_0}(z_m, z_j) - \Phi_{\kappa_0}(z_m, y)| Y(z_j) \right) + \int_{\Sigma_j} |\Phi_{\kappa_0}(z_m, y)| Y(z_j) - Y(y) \right]$$

$$\leq \|K^M\|_{L^\infty(\Sigma)} \left[ \sum_{j \neq m} \int_{\Sigma_j} |\Phi_{\kappa_0}(z_m, z_j) - \Phi_{\kappa_0}(z_m, y)| Y(z_j) \right] + \int_{\Sigma_j} |\Phi_{\kappa_0}(z_m, y)| Y(z_j) - Y(y) \right].$$

Now using Morrey’s inequality, $II$ can be treated as

$$II \leq \sum_{n=1}^{[a^{-\frac{2}{3}}]} [(2n+1)^2 - (2n-1)^2] \frac{C}{n(a^2 - \frac{n}{2})} \int_{\Sigma_j} |Y(z_j) - Y(y)|$$

$$\leq \sum_{n=1}^{[a^{-\frac{2}{3}}]} [(2n+1)^2 - (2n-1)^2] \frac{C}{n(a^2 - \frac{n}{2})} \int_{\Sigma_j} |z_j - y|^q |Y|_{C^{0,q}(\Sigma)}$$

$$\leq \sum_{n=1}^{[a^{-\frac{2}{3}}]} [(2n+1)^2 - (2n-1)^2] \frac{C}{n(a^2 - \frac{n}{2})} |z_j - y|^q \|Y\|_{W^{1,q}(\Sigma)}$$

$$\leq \sum_{n=1}^{[a^{-\frac{2}{3}}]} [(2n+1)^2 - (2n-1)^2] \frac{C}{n(a^2 - \frac{n}{2})} a^{\frac{q}{2}} a^n \|Y\|_{W^{1,q}(\Sigma)}.$$

Similarly, we see that $I$ satisfies the estimate

$$I \leq \|Y\|_{L^\infty(\Sigma)} \sum_{j \neq m}^{[a^{-\frac{2}{3}}]} \int_{\Sigma_j} |\Phi_{\kappa_0}(z_m, y) - \Phi_{\kappa_0}(z_m, z_j)|$$

$$\leq C \|Y\|_{L^\infty(\Sigma)} a^{\frac{q}{2}} a^n \sum_{n=1}^{[a^{-\frac{2}{3}}]} [(2n+1)^2 - (2n-1)^2] \frac{C}{n(a^2 - \frac{n}{2})} \left[ \frac{1}{n(a^2 - \frac{n}{2})} + \kappa_0 \right].$$

Therefore using (3.25), we can infer that

$$|B_{2,1}| \leq \|K^M\|_{L^\infty(\Sigma)} \left[ \sum_{n=1}^{[a^{-\frac{2}{3}}]} \left( \frac{8}{n^2} + \frac{2}{n} \right) + a^{\frac{q}{2}} a^n \right]$$

$$+ \|K^M\|_{L^\infty(\Sigma)} \left[ \sum_{n=1}^{[a^{-\frac{2}{3}}]} \left( \frac{8}{n^2} + \frac{2}{n} \right) + a^{\frac{q}{2}} a^n \right] \|Y\|_{L^\infty(\Sigma)}$$

$$= O\left( \sum_{n=1}^{[a^{-\frac{2}{3}}]} a^{\frac{q}{2}} a^n \left( 1 - \frac{1}{n} \right) + a^{\frac{q}{2}} a^n \left( 1 - \frac{1}{n} \right) \right)$$

$$+ O\left( a^{\frac{q}{2}} a^n \left( 1 - \frac{1}{n} \right) + a^{\frac{q}{2}} a^n \left( 1 - \frac{1}{n} \right) \right) + O\left( a^{\frac{q}{2}} a^n \left( 1 - \frac{1}{n} \right) + a^{\frac{q}{2}} a^n \left( 1 - \frac{1}{n} \right) \right).$$
Similarly using the fact the function \( K \in C^{0,\lambda}(\Sigma) \), we can deduce

\[
|B_{2,2}| \leq \|Y\|_{L^\infty(\Sigma)} \left| \frac{a^{-\gamma}}{2} \right| \sum_{n=1}^{[a^{-\gamma}]} \int_{\Sigma_j} |\Phi_{\kappa_0}(z_m, y)| |K^M(z_j) - K^M(y)| dy
\]

\[
\leq \|Y\|_{L^\infty(\Sigma)} \left| \frac{a^{-\gamma}}{2} \right| \sum_{n=1}^{[a^{-\gamma}]} \left( (2n+1)^2 - (2n-1)^2 \right) \frac{C}{n(a^2 - \frac{a}{2})} \int_{\Sigma_j} |z_j - y|^\lambda |K|_{C^{0,\lambda}(\Sigma)} dy
\]

\[
\leq \|Y\|_{L^\infty(\Sigma)} \left| \frac{a^{-\gamma}}{2} \right| \sum_{n=1}^{[a^{-\gamma}]} \left( (2n+1)^2 - (2n-1)^2 \right) \frac{C}{n(a^2 - \frac{a}{2})} a^2 \lambda
\]

\[
= \mathcal{O} \left( a^2(1-s-h_1) + \frac{2}{3} \log a \right) + \mathcal{O} \left( a^2(1-s-h_1) + \frac{2}{3} \right) + \mathcal{O} \left( a^2(1-s-h_1) + \frac{2}{3} \log a \right)
\]

\[
+ \mathcal{O} \left( a^2(1-s-h_1) + \frac{2}{3} \right) + \mathcal{O} \left( a^2 + \frac{2}{3} \right) + \mathcal{O} \left( a^2(1-s-h_1) + \frac{2}{3} \log a \right)
\]

and hence

\[
(3.36) \quad B_2 = \mathcal{O} \left( a^2(1-s-h_1) + \frac{2}{3} \log a \right) + \mathcal{O} \left( a^2(1-s-h_1) + \frac{2}{3} \right) + \mathcal{O} \left( a^2(1-s-h_1) + \frac{2}{3} \log a \right)
\]

Next we estimate the term \( D_2 \). Just as in the case of the term \( D_1 \) in the volumetric distributions, for points \( z_m \) located near the boundary \( \partial \Sigma \) of \( \Sigma \), we split the integral into two parts denoted by \( F_m \) and \( N_m \). Since \( F_m \subset \Sigma \setminus \bigcup_{j=1}^{[a^{-\gamma}]} \Sigma_j \) and \( N_m \), it follows that \( |F_m| \) is of the order \( a^2 \) as \( a \to 0 \). To estimate the integral over \( N_m \), we divide this part into concentric layers using squares. In this case, we have at most \( 2(n+1) \) squares intersecting the boundary \( \partial \Sigma \), for \( n = 0, \ldots, [a^{-\gamma}] \). Therefore the number of bubbles in the \( n \)th layer will be at most \( [(2n+1) - (2n-1)] \) and their distance from \( D_m \) is at least \( n(a^2 - \frac{a}{2}) \).

Keeping this in mind, using \([3.35]\) we can write

\[
|D_2| = \left| \int_{\Sigma \setminus \bigcup_{j=1}^{[a^{-\gamma}]} \Sigma_j} \Phi_{\kappa_0}(z_m, y) K^M(y) \mathcal{C} Y(y) ds(y) \right|
\]

\[
= \left| \int_{N_m} \Phi_{\kappa_0}(z_m, y) K^M(y) \mathcal{C} Y(y) ds(y) \right| + \left| \int_{F_m} \Phi_{\kappa_0}(z_m, y) K^M(y) \mathcal{C} Y(y) ds(y) \right|
\]

\[
\leq \mathcal{O}(a^2(1-s-h_1)) \left| K^M \right|_{L^\infty(\Sigma)} \left| \mathcal{C} \right| a^2 \sum_{l=1}^{[a^{-\gamma}]} \frac{1}{dml} + Ca^2(1-s-h_1) a^2
\]

\[
\leq \mathcal{O}(a^2(1-s-h_1)) \left| K^M \right|_{L^\infty(\Sigma)} \left| \mathcal{C} \right| a^2 \sum_{l=1}^{[a^{-\gamma}]} \left( (2n+1) - (2n-1) \right) \left( \frac{1}{n(a^2 - \frac{a}{2})} \right) + Ca^2(1-s-h_1) a^2
\]

\[
= \mathcal{O}(a^2(1-s-h_1)) \left| K^M \right|_{L^\infty(\Sigma)} \left| \mathcal{C} \right| a^2 \mathcal{O}(log a) + \mathcal{O}(a^2(1-s-h_1)) \mathcal{O}(a^2)
\]

and hence

\[
(3.37) \quad D_2 = \mathcal{O}(a^2(1-s-h_1) + \frac{2}{3} \log a).
\]
To estimate the term $A_2$, we write it as
\begin{equation}
A_2 = \sum_{j=1}^{M} \Phi_{\kappa_0}(z_m, z_j) \mathcal{C} Y(z_j) a^s - \sum_{j=1}^{M} \Phi_{\kappa_0}(z_m, z_j) K^M(z_j) \mathcal{C} Y(z_j) |\Sigma_j| \\
= \sum_{j=1}^{M} \Phi_{\kappa_0}(z_m, z_j) \mathcal{C} Y(z_j) a^s + \sum_{j=1}^{M} \Phi_{\kappa_0}(z_m, z_j) K^M(z_j) \mathcal{C} Y(z_j) a^s \\
- \sum_{j=1}^{M} \Phi_{\kappa_0}(z_m, z_j) K^M(z_j) \mathcal{C} Y(z_j) |\Sigma_j| \\
= \mathcal{C} a^s \sum_{j=1}^{M} \Phi_{\kappa_0}(z_m, z_j) Y(z_j) + \mathcal{C} a^s \left[ \sum_{j=1}^{M} \Phi_{\kappa_0}(z_m, z_j) Y(z_j) \right] - \Phi_{\kappa_0}(z_m, z_j) \left[ K^M(z_j) Y(z_j) \right].
\end{equation}

Now the terms $E_3$, $E'_3$ can be estimated just as in the case of terms $E_1$ and $E'_2$ for volumetric distributions and we can deduce that
\begin{equation}
A_2 = \mathcal{O} \left( a^{s-t} \right) + \mathcal{O} \left( a^{s} + \frac{1}{2} (1-s-h_1) \right) + \mathcal{O} \left( a^{\frac{1}{2} + \frac{1}{2} (1-s-h_1) \log a} \right).
\end{equation}

Using the estimates (3.29), (3.36), (3.37) and (3.39) in (3.28), we can write
\begin{equation}
Y(z_m) + \sum_{j=1}^{M} \Phi_{\kappa_0}(z_m, z_j) \mathcal{C} Y(z_j) a^{1-h_1}
\end{equation}

and hence
\begin{equation}
(Y_m - Y(z_m)) + \sum_{j=1}^{M} \Phi_{\kappa_0}(z_m, z_j) \mathcal{C} (Y_j - Y(z_j)) a^{1-h_1}
\end{equation}

\begin{equation}
= \mathcal{O} \left( a^{1-h_1-t} \right) + \mathcal{O} \left( a^{\frac{1}{2} (1-s-h_1) + \frac{1}{2} (1-s-h_1) \log a} \right) + \mathcal{O} \left( a^{\frac{1}{2} + \frac{1}{2} (1-s-h_1) \log a} \right) + \mathcal{O} \left( a^{\frac{1}{2} + \frac{1}{2} (1-s-h_1) \log a} \right).
\end{equation}

Since $Y_m - Y(z_m)$ satisfies (3.41), from the invertibility of the algebraic system (3.41), we deduce
\begin{equation}
\sum_{m=1}^{M} |Y_m - Y(z_m)| = \mathcal{O} \left( M(a^{1-h_1-t} + a^{\frac{1}{2} (1-s-h_1) + \frac{1}{2} (1-s-h_1) \log a} + a^{\frac{1}{2} + \frac{1}{2} (1-s-h_1) \log a} + a^{\frac{1}{2} + \frac{1}{2} (1-s-h_1) \log a}) \right).
\end{equation}

Using the above estimates, we can now compare the far-field values. Let us denote
\begin{equation}
\psi^\infty(\hat{x}, \theta) = -a^{1-h_1-s} \int_{\Sigma} e^{-i n a \cdot y} K^M(y) \mathcal{C} Y(y) ds(y).
\end{equation}
Therefore using (1.8), we can write

\[ u^\infty(\hat{x}, \theta) - u_a^\infty(\hat{x}, \theta) \]
\[ = a^{1-h_1-s} \left[ \int_\Sigma e^{-i\kappa_0 \hat{x} \cdot y} K^M(y) \overline{\nabla Y}(y) ds(y) - \sum_{j=1}^{M} e^{-i\kappa_0 \hat{x} \cdot z_j} \overline{\nabla Y}_j a^s \right] + O(a^{2-s-h_1} + a^{3-2t-2s-2h_1}) \]
\[ = a^{1-h_1-s} \int_{\Sigma \setminus \bigcup_{j=1}^{[a^{-s}]} \Sigma_j} e^{-i\kappa_0 \hat{x} \cdot y} K^M(y) \overline{\nabla Y}(y) ds(y) + a^{1-h_1-s} \sum_{j=1}^{[a^{-s}]} \int_{\Sigma_j} e^{-i\kappa_0 \hat{x} \cdot y} K^M(y) \overline{\nabla Y}(y) ds(y) \]
\[ - a^{1-h_1-s} \sum_{j=1}^{M} e^{-i\kappa_0 \hat{x} \cdot z_j} \overline{\nabla Y}_j a^s + O(a^{2-s-h_1} + a^{3-2t-2s-2h_1}). \]

Now using (3.42) and the fact that \(|\Sigma \setminus \bigcup_{j=1}^{M} \Sigma_j| = O(a^{\hat{z}})\), by proceeding as in the case of volumetric distributions we can deduce

\[ u^\infty(\hat{x}, \theta) - u_a^\infty(\hat{x}, \theta) \]
\[ = a^{1-h_1-s} \sum_{j=1}^{[a^{-s}]} K^M(z_j) \overline{\nabla} \int_{\Sigma_j} \left[ e^{-i\kappa_0 \hat{x} \cdot y} Y(y) - e^{-i\kappa_0 \hat{x} \cdot z_j} Y(z_j) \right] ds(y) \]
\[ + a^{1-h_1-s} \sum_{j=1}^{[a^{-s}]} \int_{\Sigma_j} e^{-i\kappa_0 \hat{x} \cdot y} K^M(y) \overline{\nabla Y}(y) ds(y) - \sum_{j=1}^{[a^{-s}]} \int_{\Sigma_j} e^{-i\kappa_0 \hat{x} \cdot y} K^M(z_j) \overline{\nabla Y}(y) ds(y) \]
\[ + O \left( a^{\hat{z}(1-h_1-s)+\frac{\hat{z}}{2} + a^{2-s-2h_1} + a^{3-2t-2s-2h_1}} \right) \]
\[ + O \left( Ma^{1-h_1} \left[ a^{1-h_1-t} + a^{\frac{\hat{z}}{2}(1-s-h_1)+\frac{\hat{z}}{2} \log a} + a^{\frac{\hat{z}}{2}+\frac{\hat{z}}{2}(1-s-h_1) + a^{\frac{\hat{z}}{2}+\frac{\hat{z}}{2}}(1-s-h_1) \log a} \right] \right) \]
\[ + O \left( Ma^{1-h_1} \left[ a^{\frac{\hat{z}}{2}+\frac{\hat{z}}{2}(1-s-h_1) + a^{\frac{\hat{z}}{2}+\frac{\hat{z}}{2}(1-s-h_1) \log a} \right] \right). \]

Now proceeding as in the case of \(B_2\), it can be seen that

\[ \sum_{j=1}^{[a^{-s}]} \sum_{z_i \in \Sigma_j} a^{1-h_1} \left[ e^{-i\kappa_0 \hat{x} \cdot z_i} Y(z_j) - e^{-i\kappa_0 \hat{x} \cdot z_i} Y(z_i) \right] = O(a^{1-h_1-s} a^{\frac{\hat{z}}{2} (1-h_1-s)} + O(a^{1-h_1-s} a^{\frac{\hat{z}}{2}(1-h_1-s)}), \]
\[ a^{1-h_1-s} \sum_{j=1}^{[a^{-s}]} K^M(z_j) \overline{\nabla} \int_{\Sigma_j} \left[ e^{-i\kappa_0 \hat{x} \cdot y} Y(y) - e^{-i\kappa_0 \hat{x} \cdot z_j} Y(z_j) \right] ds(y) = O \left( a^{1-h_1-s} a^{\frac{\hat{z}}{2}(1-h_1-s)} a^{\hat{z}} \right) + O(a^{\frac{\hat{z}}{2}+\frac{\hat{z}}{2}(1-s-h_1)}), \]
and
\[ a^{1-h_1-s} \sum_{j=1}^{[a^{-s}]} \int_{\Sigma_j} e^{-i\kappa_0 \hat{x} \cdot y} K^M(y) \overline{\nabla Y}(y) ds(y) = O \left( a^{\frac{\hat{z}}{2}+\frac{\hat{z}}{2}(1-s-h_1)} \right). \]
Using (3.44)-(3.46) in (3.43), we obtain

\[ u^\infty(\hat{x}, \theta) - u_a^\infty(\hat{x}, \theta) = \mathcal{O} \left( a^{\frac{5}{2}(1-h_1-s)} + \frac{5}{2} (1-s-h_1-t) + a^{\frac{5}{2}(1-h_1-s)} + a^{2-s-2h_1} + a^{3-2t-2s-2h_1} \right) \]

\[ + \mathcal{O} \left( a^{1-h_1-s} \left[ a^{1-h_1-t} + a^{5/2(1-s-h_1)} + a^{2-s-2h_1} + a^{3-2t-2s-2h_1} \right] \right) \]

(3.47)

\[ = \mathcal{O} \left( a^{\frac{5}{2}(1-h_1-s) + \frac{5}{2} (1-s-h_1-t) + a^{\frac{5}{2}(1-s-h_1)} + a^{\frac{5}{2}+\frac{5}{2}(1-s-h_1) \log a} \right) \]

\[ + \mathcal{O} \left( a^{1-h_1-s} \left[ a^{\frac{5}{2}(1-s-h_1)} + a^{\frac{5}{2}+\frac{5}{2}(1-s-h_1) \log a} \right] \right) \]

since we can choose \( \eta \) such that \( \lambda < \eta \).

We already know that \( 2 - s - 2h_1 > 0 \) and \( 3 - 2t - 2s - 2h_1 > 0 \).

- Note that \( a^{1-h_1-s} \cdot a^{1-h_1-t} = a^{2-2h_1-s-t} \). Now if \( h_1 + t < \frac{1}{2} \), then

\[ 2 - 2h_1 - s - t > 2 - h_1 - s - \frac{1}{2} = \frac{3}{2} - h_1 - s > 0, \]

since we are in the regime \( 1 < s + h_1 < \frac{3}{2} \).

Hence a sufficient condition, in this case, can be written as

(3.48)

\[ \frac{1}{3} h_1 - \frac{1}{3} < s < \frac{1}{2} - h_1. \]

- We now want conditions to guarantee \( \frac{5}{2}(1 - h_1 - s) + \frac{s}{2} > 0 \). Note that \( \frac{5}{2}(1 - h_1 - s) + \frac{s}{2} = \frac{5}{2} - \frac{5h_1}{2} - 2s \).

Now if \( s < \frac{5}{2} - \frac{5h_1}{2} - 2s > 0 \), then we can guarantee \( \frac{5}{2} - \frac{5h_1}{2} - 2s > 0 \).

Hence a sufficient condition, in this case, can be written as

(3.49)

\[ 0 < 1 - h_1 < s < \frac{5}{4} - \frac{5h_1}{4}. \]

- We next look for conditions to guarantee that \( \frac{5}{2}(1 - h_1 - s) + \frac{s\lambda}{2} \) is greater than 0. Note that \( \frac{5}{2}(1 - h_1 - s) + \frac{s\lambda}{2} = \frac{5}{2} - \frac{5h_1}{2} - \frac{5s}{2} + \frac{s\lambda}{2} \).

Now if \( s + h_1 < 1 + \frac{s\lambda}{5} < \frac{3}{2} \), then we can guarantee \( \frac{5}{2} - \frac{5h_1}{2} - \frac{5s}{2} + \frac{s\lambda}{2} > 0 \).

Hence a sufficient condition, in this case, can be written as

(3.50)

\[ 1 < s + h_1 < 1 + \frac{s\lambda}{5} < \frac{3}{2}. \]

- Next we deal with the term \( a^{\frac{5}{2} + \frac{s\lambda}{2} + \frac{5}{2}(1-s-h_1) \log a} \). Note that \( a^{\frac{s\lambda}{2} \log a} \to 0 \) as \( a \to 0 \). Therefore if \( a^{\frac{5}{2} + \frac{s\lambda}{2} + \frac{5}{2}(1-s-h_1) \log a} \to 0 \), then \( a^{\frac{5}{2} + \frac{s\lambda}{2} + \frac{5}{2}(1-s-h_1) \log a} \to 0 \) hold true. Hence we need to ensure

that \( \frac{5}{2} + \frac{s\lambda}{2} + \frac{5}{2}(1-s-h_1) \)

\[ = \frac{7}{2} - 3s - \frac{7h_1}{2} > 0. \]

Now if \( s < \frac{7}{6} - \frac{7h_1}{6} \), then we can guarantee that \( \frac{7}{2} - 3s - \frac{7h_1}{2} > 0 \).

Hence a sufficient condition, in this case, can be written as

(3.51)

\[ 1 - h_1 < s < \frac{7}{6} - \frac{7h_1}{6}. \]

- Next we consider the term \( a^{\frac{5}{2}(1-s-h_1) + \frac{s}{2} \log a} \). Since \( a^{\alpha \log a} \to 0 \) for any \( \alpha > 0 \), it is sufficient that \( \frac{5}{2}(1-h_1-s) + \frac{s}{2} > 0 \). As seen in the previous case, the condition (3.51) is sufficient for this to be true.
Finally we consider the term \( a^{5(1-s-h_1)+\frac{s\lambda}{7}} \). Note that if \( s+h_1 < 1 + \frac{s\lambda}{7} \), then \( \frac{7}{2} - \frac{7h_1}{2} - \frac{T}{2} + \frac{s\lambda}{2} > 0 \). Therefore a sufficient condition, in this case, can be written as

\[
1 < s + h_1 < 1 + \frac{s\lambda}{7} < \frac{3}{2}.
\]

From (3.53)-(3.52), we can derive the following set of sufficient conditions:

\[
0 < 1 - h_1 < s < \frac{7}{6} - \frac{7h_1}{6},
\]

\[
1 < s + h_1 < 1 + \frac{s\lambda}{7}.
\]

Now note that if \( s + h_1 \) further satisfies the condition \( s + h_1 < 1 + \frac{(1-h_1)\lambda}{7} \), then \( s + h_1 < 1 + \frac{s\lambda}{7} \) as well. Also since \( \lambda \in (0,1) \), it follows that \( 1 + \frac{(1-h_1)\lambda}{7} - h_1 = \frac{T+\lambda}{7} (1-h_1) < \frac{2}{5} (1-h_1) \). Therefore if \( s < \frac{T+\lambda}{7} (1-h_1) \), then \( s < \frac{7}{6} - \frac{7h_1}{6} \) as well.

Hence we can replace the set of conditions (3.53) by the following set of sufficient conditions:

\[
0 < 1 - h_1 < s < 3t < \frac{3}{2} - 3h_1,
\]

\[
0 < 1 - h_1 < s < \frac{7 + \lambda}{7} (1-h_1).
\]

Note that the first condition in (3.54) implies that \( h_1 < \frac{1}{2} \). Now if \( h_1 < \frac{7+2\lambda}{28} \), we have \( \frac{3}{2} - 3h_1 > \frac{T+\lambda}{7} (1-h_1) \) and we can replace the conditions (3.54) by the sufficient condition

\[
0 < 1 - h_1 < s < 3t < \frac{7 + \lambda}{7} (1-h_1).
\]

Finally from (3.19) and (3.47), we derive

\[
u^\infty(\hat{x}, \theta) - u^\infty_D(\hat{x}, \theta) = \mathcal{O}\left(a^{s h_1 - 1} + a^{2-s-2h_1} + a^{3-2t-2s-2h_1} + a^{2-2h_1-s-t} + a^{\frac{2}{5}(1-s-h_1)+\frac{\lambda}{7}\log a}\right)
\]

\[
\quad + \mathcal{O}\left(a^{\frac{2}{5} + \frac{\lambda}{7}(1-s-h_1)} + a^{\frac{2}{5} + \frac{\lambda}{7}(1-s-h_1)\log a}\right).
\]

**Remark 3.5.** When \( \gamma < 1, \gamma + s = 2 \) or \( \gamma = 1, \gamma + s = 2 \) with the frequency \( \omega \) away from the Minnaert resonance, the estimates can be deduced similarly by using (3.24) instead of (3.25). Also arguing similarly as in the case of volumetric distributions, we can further compare the far-fields corresponding to \( \mathcal{C} \) to that of \( \mathcal{C}_{lead} \). In particular, when \( \gamma < 1, \gamma + s = 2 \), we obtain

\[
u^\infty(\hat{x}, \theta) - u^\infty_{lead}(\hat{x}, \theta) = \mathcal{O}\left(a^{1-\gamma + a^{\frac{2}{5} + a^{\lambda}} + a^{2-s} + a^{3-\gamma - 2t-s} + a^{s-t} + a^{\frac{\lambda}{7}\log a}\right),
\]

and when \( \gamma = 1, \gamma + s = 2 \) with the frequency \( \omega \) away from the Minnaert resonance, we obtain

\[
u^\infty(\hat{x}, \theta) - u^\infty_{lead}(\hat{x}, \theta) = \mathcal{O}\left(a^{2} + a^{\frac{2}{5}} + a^{\frac{2}{5}} + a^{2-s} + a^{3-\gamma - 2t-s} + a^{s-t} + a^{\frac{\lambda}{7}\log a}\right)
\]

\[
\quad + \mathcal{O}\left(a^{\frac{2}{5}} + a^{\frac{2}{5}} + a^{2-s} + a^{3-\gamma - 2t-s} + a^{s-t} + a^{\frac{\lambda}{7}\log a}\right),
\]

where

\[
u^\infty_{\alpha}(\hat{x}, \theta) = -\int_\Sigma e^{-i\alpha\hat{x}\cdot y} K^M(y)\mathcal{C}_{lead} Y(y)ds(y).
\]

Now suppose that \( \gamma = 1 \) and \( \omega \) is near the Minnaert resonance, i.e. \( 1 - \frac{\omega^2}{a^{\alpha}} = l_M a^{h_1} \), with \( l_M \neq 0 \) and \( h_1 \in (0,1) \) where \( s \) and \( t \) satisfying the conditions

\[
s = 1 - h_1 \quad \text{and} \quad \frac{s}{3} \leq t < \min\{1 - h_1, \frac{1}{2}\}.
\]
Then if we use the fact that \( s + h_1 = 1 \) in (3.47), combined with the fact that
\[
\omega^2 - \overline{\omega}^2_M = \omega^2 l_M a^{h_1} + \left( \omega^2 - \overline{\omega}^2_M \right) \mathcal{O}(a^2),
\]
we can derive
\[
(3.59)
\]
\[
u_a^\infty (\hat{x}, \theta) = \mathcal{O} \left( a^{h_1} + a^{\frac{(1-h_1)\lambda}{2}} + a^{\frac{(1-h_1)\lambda}{2}} + a^{1-h_1} + a^{1-2t} + a^{1-h_1-t} + a^{\frac{1-h_1}{2} \log a} \right).
\]

**APPENDIX A.**

Let us recall that
\[
C = \frac{\kappa^2 |D|}{\rho^2 - \rho_0} - \frac{1}{8\pi \kappa^2 \hat{A}}
\]
\( \gamma < 1 \): We rewrite \( C \) as
\[
C = \kappa^2 |D| \frac{1}{\rho^2 - \rho_0} \left[ 1 - \frac{1}{8\pi \kappa^2 \hat{A}^2 \rho - \rho_0} \right] = \kappa^2 |D| \frac{\rho_0 - \rho}{\rho} \left[ 1 - \frac{1}{8\pi \kappa^2 \hat{A} \rho - \rho_0} \right] = -\kappa^2 |D| \frac{\rho_0 - \rho}{\rho} \left[ 1 - \frac{1}{8\pi \kappa^2 \hat{A} \rho - \rho_0} \right] = \mathcal{O}(a^{1-\gamma}).
\]

Note that
\[
X = \frac{1}{8\pi \kappa^2 \hat{A} \rho - \rho_0} = \frac{1}{8\pi \kappa^2 \hat{A} \rho_0} \text{ \( \mathcal{O}(a^2) \)} - \frac{1}{8\pi \kappa^2 \hat{A} \rho_0} \text{ \( \mathcal{O}(a^2, a^{-1-\gamma}) \)}
\]
Therefore
\[
C = -\kappa^2 |D| \frac{\rho_0 - \rho}{\rho} \left[ 1 - \frac{\rho}{\rho_0} \right] \left[ 1 + X + X^2 + \ldots \right] = \kappa^2 |D| \frac{\rho_0 - \rho}{\rho} \left[ 1 - \frac{\rho}{\rho_0} \right] \left[ 1 - \frac{\rho}{\rho_0} \right] X^2 + \ldots
\]
\[
= -\kappa^2 |D| \frac{\rho_0 - \rho}{\rho} \left[ 1 - \frac{\rho}{\rho_0} \right] \left[ 1 - \frac{\rho}{\rho_0} \right] X^2 + \ldots
\]
\[
\mathcal{O}(a^{2-\gamma}) \mathcal{O}(a^{1-\gamma}, a^{2-\gamma}) \mathcal{O}(a^{1-\gamma}, a^{2-\gamma}) \mathcal{O}(a^{2-\gamma})
\]
\[
C = \kappa^2 |D| \frac{1}{\rho^2 - \rho_0} \left[ 1 - \frac{1}{8\pi \kappa^2 \hat{A} \rho - \rho_0} \right] = \kappa^2 |D| \frac{\rho_0 - \rho}{\rho} \left[ 1 - \frac{1}{8\pi \kappa^2 \hat{A} \rho - \rho_0} \right]
\]
\( \gamma = 1 \) (and away from resonance): Proceeding as in the earlier case, we write
\[
C = \kappa^2 |D| \frac{1}{\rho^2 - \rho_0} \left[ 1 - \frac{1}{8\pi \kappa^2 \hat{A} \rho - \rho_0} \right] = \kappa^2 |D| \frac{\rho_0 - \rho}{\rho} \left[ 1 - \frac{1}{8\pi \kappa^2 \hat{A} \rho - \rho_0} \right]
\]
Now we can write $1 - X$ as

$$1 - X = 1 + \frac{1}{8\pi} \kappa^2 \hat{A} \frac{\rho_0}{\rho} \sim 1 + \frac{1}{8\pi} \kappa^2 \hat{A} \frac{\rho_0}{\rho} X_1$$

which implies

$$[1 - X]^{-1} = X_1^{-1} [1 - X_2]^{-1}, \text{ where } X_1 \sim 1, X_2 = \mathcal{O}(a^2).$$

Therefore

$$C = -\kappa^2 |D| \frac{\rho_0}{\rho} \left[ 1 - \frac{\rho}{\rho_0} \right] X_1^{-1} [1 - X_2]^{-1}$$

$$= -\kappa^2 |D| \frac{\rho_0}{\rho} \left[ 1 - \frac{\rho}{\rho_0} \right] X_1^{-1} \left[ 1 + X_2 + X_2^2 + \ldots \right]$$

$$= -\kappa^2 |D| \frac{\rho_0}{\rho} \left[ 1 - \frac{\rho}{\rho_0} \right] X_1^{-1} \left[ 1 + \mathcal{O}(a) \right] X_2 - \kappa^2 |D| \frac{\rho_0}{\rho} \left[ 1 - \frac{\rho}{\rho_0} \right] X_1^{-1} X_2 + \ldots$$

$$= -\kappa^2 |D| \frac{\rho_0}{\rho} X_1^{-1} - \kappa^2 |D| \frac{\rho_0}{\rho} X_1^{-1} X_2 + \mathcal{O}(a^3)$$

$$= -\kappa^2 |D| \frac{\rho_0}{\rho} X_1^{-1} + \mathcal{O}(a^3).$$

Appendix B.

In this appendix, we outline a proof for the invertibility of the single layer potential $S_{\kappa_0}$ when restricted to functions defined in an open subset $\Sigma$ of $\Gamma$, where $\Gamma = \partial D$ for some open connected subset $D$ of $\mathbb{R}^3$.

Let us recall that

$$H^s(\Sigma) := \{ f : f \in H^s(\Gamma) \}, \quad H^s_{\Gamma}(\Gamma) := \{ f \in H^s(\Gamma) : \text{supp } f \subseteq \Sigma \},$$

$$H^{s\pm}_\Sigma(\Gamma) := \{ \phi \in H^{s\pm}(\Gamma) : \langle \phi, \psi \rangle_{-s,s} = 0, \text{ for any } \psi \in H^s_{\Gamma,\Sigma}(\Gamma) \}.$$

It can be seen that

$$(H^s(\Sigma))^\prime \simeq H^{-s}_\Sigma(\Gamma), \quad (H^s_{\Gamma}(\Gamma))^\prime \simeq H^{-s}(\Sigma).$$

The following property for $S_{\kappa_0}|_{\Sigma}$ has been proved in (theorem 2.4. [9]):

$$S_{\kappa_0}|_{\Sigma} \phi \in H^{s+1}_\Sigma(\Sigma) \iff \phi \in H^s_{\Gamma}(\Gamma), \quad -1 < s < 0.$$

Using (B.1), we next study the invertibility of the single layer potential when restricted to $H^{-1}_\Sigma(\Gamma)$.

Theorem B.1. Let $\Sigma$ be an open subset of $\Gamma$, where $\Gamma = \partial D$ for some open connected subset $D$ of $\mathbb{R}^3$. Assume that $\kappa_0^2$ is not an eigenvalue for the Dirichlet Laplacian in $D$. Then the mapping

$$S_{\kappa_0}|_{\Sigma} : H^{-1}_\Sigma(\Gamma) \to L^2(\Sigma)$$

is invertible.

Proof. We first prove the invertibility in the case when $\kappa_0^2 \neq \omega_{N,D}$, where $\omega_{N,D}$ is an eigenvalue for the Neumann Laplacian in $D$. 
• **Surjectivity:** Let $g \in L^2(\Sigma)$ and we define

$$\tilde{g} := \begin{cases} g, & \text{in } \Sigma, \\ 0, & \text{in } \Gamma \setminus \Sigma. \end{cases}$$

Also let $f \in L^2(\Gamma)$ be such that $(-\frac{1}{2}Id + K_{\kappa_0})f = \tilde{g}$, and we define

$$v := K_{\kappa_0}f.$$ 

Then the function $v$ satisfies $(\Delta + \kappa_0^2)v = 0$ in $D$. Also since $f \in L^2(\Gamma)$, it follows that $\frac{\partial v}{\partial \nu}|_{\Gamma} \in H^{-1}(\Gamma)$.

Now let $h \in H^{-1}(\Gamma)$ be such that $(-\frac{1}{2}Id + K_{\kappa_0}^*)h = \frac{\partial v}{\partial \nu}$ and we set

$$w := S_{\kappa_0}h.$$ 

Then the function $v - w$ satisfies

$$(\Delta + \kappa_0^2)(v - w) = 0, \text{ in } D,$$

$$\frac{\partial(v - w)}{\partial \nu} = 0, \text{ on } \partial D.$$ 

Since $\kappa_0^2 \neq \omega_{N,D}$, it follows that $v - w = 0$ and hence $\tilde{g} = S_{\kappa_0}h$.

Let us further assume that $g \in H^s(\Sigma)$, $0 < s < \frac{1}{2}$. Then from (B.1) and the fact that $\tilde{g} = S_{\kappa_0}h$, we can conclude that $\text{supp}(h) \subset \Sigma$ since $\text{supp}(\tilde{g}) \subset \Sigma$.

By a density argument and using the invertibility of $S_{\kappa_0} : H^{-1}(\Gamma) \to L^2(\Gamma)$, we can now deduce that $L^2(\Sigma) \subset S_{\kappa_0}|_{\Sigma} (H^{-1}_{\Sigma}(\Gamma))$, that is, $S_{\kappa_0}|_{\Sigma}$ is surjective.

• **Injectivity:** Let $S_{\kappa_0}|_{\Sigma}f = 0$ for $f \in H^{-1}_{\Sigma}(\Gamma)$.

Now by definition, $f \in H^{-1}_{\Sigma}(\Gamma)$ implies that $f \in H^{-1}(\Gamma)$. Therefore using the fact that the mapping $S_{\kappa_0} : H^{-1}(\Gamma) \to L^2(\Gamma)$ is invertible, we immediately have $f = 0$ whence injectivity follows.

Hence if $\kappa_0^2 \neq \omega_{N,D}$, the above argument shows that

$$S_{\kappa_0}|_{\Sigma} : H^{-1}_{\Sigma}(\Gamma) \to L^2(\Sigma)$$

is a bijection. Since it is continuous, it follows that $S_{\kappa_0}|_{\Sigma}$ is an isomorphism.

Now if $\kappa_0^2 = \omega_{N,D}$, we write

$$S_{\kappa_0}|_{\Sigma} = S_k|_{\Sigma} + \left(S_{\kappa_0}|_{\Sigma} - S_k|_{\Sigma}\right),$$

where $k^2$ is not an eigenvalue for the Neumann or Dirichlet Laplacian in $D$. From the previous step, we know that $S_k|_{\Sigma}$ is an isomorphism. Also it is easy to see that $S_{\kappa_0}|_{\Sigma} - S_k|_{\Sigma}$ is compact. Therefore $S_{\kappa_0}|_{\Sigma}$ is Fredholm with index zero. The injectivity (and hence invertibility) of $S_{\kappa_0}|_{\Sigma}$ follows as in the earlier case as the proof holds for any $\kappa_0^2$ which is not an eigenvalue for the Dirichlet Laplacian in $D$. □
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