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Abstract

In this paper, we present a simplified electrical model for tissue culture. We derive

a mathematical structure for overall electrical properties of the culture and study their

dependence on the frequency of the current. We introduce a method for recovering the

microscopic properties of the cell culture from the spectral measurements of the effec-

tive conductivity. Numerical examples are provided to illustrate the performance of our

approach.
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1 Introduction

Cell culture production processes, such as those from stem cell therapy, must be monitored
and controlled to meet strict functional requirements. For example, a cell culture of cartilage,
designed to replace that in the knee, must be organized in a specific way.

Hyaline cartilage is located on the joint surface and play an important role in body move-
ment. In normal articular cartilage, there is a depth-dependent stratified structure known
as zonal organization. As a simplified model, cartilage comprises three different layers [10]:
a superficial zone in outer 10%, a middle zone that is 50% of the height, and a deep zone
consisting in the inner 40% . At the microscopic level, cartilage tissue is composed of cells,
collagen fibers, and glycosaminoglycans (GAGs). The concentration and organization of each
microstructure differs among the three layers. In the superficial zone, cells are anisotropic and
horizontally aligned, collagen orientation is also horizontal and GAGs have a lower concentra-
tion than in the other layers. In the middle zone, there are fewer cells and they are isotropic,
collagen is randomly oriented and there is a medium concentration of GAGs. In the deep
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zone, cells are isotropic, cell density is higher than in the middle zone, collagen is vertically
aligned and there is a high GAG density. As these parameters all contribute to the function
of collagen in the knee, and must be replicated in the cell culture.

It is important that the method for monitoring cell cultures is non-destructive. Destructive
methods require hundreds of samples to be cultured for a single functional tissue, and for the
samples to be monitored multiple times during maturation. Here, we propose a microscopic
electrical impedance tomography (micro-EIT) method for monitoring cell cultures that ex-
ploits the distinctive dielectric properties of cells and other microstructures. In this method,
electrodes inject a current into the medium at different frequencies and the corresponding
dielectric potentials are recorded, thus enabling reconstruction of the microscopic parameters
of the medium. The parameters of interest are cell density, collagen orientation, and GAG
density, as well as the orientation and shape of cells.

EIT uses a low-frequency current (below 500 kHz) to visualize the internal impedance
distribution of a conducting domain such as a tissue sample or the human body. Recent
studies measured electrical conductivity values and anisotropy ratios of engineered cartilage
to distinguish extracellular matrix samples containing differing amounts of collagen and GAGs.
During chondrogenesis over a six-week period, these measurements could distinguish the stages
of the process and provide information regarding the internal depth-dependent structure.

In this work, we provide a mathematical framework for determining the microscopic proper-
ties of the cell culture from spectral measurements of the effective conductivity. For simplicity,
we consider a microstructure comprising two components in a background medium. One of
the components has a frequency dependent on the material parameters arising from the cell
membrane structure, while the other has constant conductivity and permittivity over the fre-
quency range. First, we derive the overall electrical properties of the culture and study their
dependence on the operating frequency. Second, we show that the spectral measurements of
the overall electrical properties of the culture can be used to determine the volume fraction of
each component and the anisotropy ratio of the first component.

This paper is organized as follows. In Section 2, we present a simplified model of the
tissue culture. In Section 3, we derive an equivalent effective conductivity for the solution at
the macroscopic scale. In Section 4, we present a method based on spectral measurements,
in which microscopic properties are measured from the effective conductivity. This process is
known as inverse homogenization or dehomogenization. Finally, we provide some numerical
examples to illustrate our main findings.

2 The direct problem

In this section, we propose a simple electrical model for the tissue and derive an effective
conductivity using periodic homogenization.

2.1 Problem setting

We consider the domain of interest - the cell culture - to be described by a domain Ω ⊂ R
3.

We assume that Ω = D × (0, 1) where D denotes a floor of the culture medium. Following
[11], we describe the conductivity of the medium by a scalar field

σω,ǫ (x) = σω

(

x,
x

ǫ

)

,
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Figure 1: Organization of cells in the cartilage tissue.

where ω denotes the angular frequency of the injected current, and ǫ > 0 is a small parameter
representing the microscopic scale of the medium; σ is 1−periodic in every direction in the
second variable. Let us consider the following unit domain:

Y =

(

−1

2
;
1

2

)d

.

For a fixed x, σ
(

x, xǫ
)

describes the conductivity in a single cartilage tissue with cell size ǫ at
a location x ∈ Ω. To have a complete model of the tissue, σ must describe the conductivity of
both cells and of the other inclusions, i.e., collagen and GAGs. The biological fluid conductivity
is noted k0 and is assumed to be frequency independent. The cells are made of biological fluid
enclosed in a very thin and very resistive membrane [2] of thickness ǫδ for some small parameter
δ > 0. The conductivity of the membrane is frequency dependent and is noted km (ω). The
cell shape varies slowly with the parameter x ∈ Ω compared to the microscale ǫ. The other
inclusions are described by some frequency independent conductivity function ki

(

x, xǫ
)

. Let

ψ : Ω× R
d :→ R

be a C1
(

Ω× R
d
)

function, 1-periodic in every direction with respect to the second variable.
We assume that the function ψ is the level set function for the membrane boundary given by
Ω+
ǫ =

{

x : ψ
(

x, xǫ
)

> δ
}

(resp. Ω−
ǫ =

{

x : ψ
(

x, xǫ
)

< −δ
}

). We also assume that the support
of ki (x, y) is strictly included in {(x, y) : ψ (x, y) > δ}. We can now describe the conductivity
σω, which is schematically represented at a fixed x in Figure 2:

σω (x, y) =











k0 + ki (x, y) if ψ (x, y) > δ,

k0 if ψ (x, y) < −δ,
km (ω) else.

(1)

Now that we have an expression for the conductivity in the medium, as commonly accepted
in EIT, we use the quasistatic approximation for the electrical potential. For an input current
g(x) sin (ωt) on the boundary ∂Y, with

∫

∂Ω g = 0, the real part of the corresponding time-
harmonic potential, denoted by uω,ǫ, satisfies the following problem approximately:

{

∇ · σω,ǫ∇uω,ǫ = 0 in Ω,

σω,ǫ∇uω,ǫ · ν = g on ∂Ω.
(2)
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Figure 2: Typical values of σω on Y.

Here, we impose the normalization
∫

Ωǫ
uω,ǫ = 0.

Remark 1. Let us briefly explain how the expression of σω in (1) is derived. We should note
that the frequency dependent behaviors of σω,ǫ in (2) are attributed to thin cell membranes.
Imagine that we inject an oscillating current at the angular frequency ω into the cube Y.
Then, the resulting time-harmonic potential w = u+ iv in Y is governed by

∇ · ((σ′(y) + iωσ′′(y))∇w(y)) = 0 for y ∈ Y,

where σ′ denotes the conductivity distribution and σ′′ is the permittivity distribution in Y. In
[18], it was shown that, under some conditions on the membrane, the real part u approximately
satisfies

∇ ·
( |σ′ + iωσ′′|2

σ′
∇u

)

= 0 in Y. (3)

Since σ′ ≪ σ′′ outside the membrane, we have

|σ′ + iωσ′′|2
σ′

≈ σ′ outside the membrane.

Hence, it is reasonable to assume that the conductivity outside the membrane, as a coefficient
of the elliptic PDE (3), does not change with frequency. On the other hand, since σ′ on the
membrane is very small, the effect of σ′′ is not negligible. Hence, the conductivity, km, on the
membrane changes with frequency as follows:

|σ′ + iωσ′′|2
σ′

= σ′ +
ω2σ′′

σ′
on the membrane.
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2.2 Homogenization of the tissue

We are now interested in getting rid of the microscale oscillations of σω,ǫ, since boundary
measurements will only allow us to image macroscale variations of the conductivity. To this
end, we proceed to the homogenization of equation (2). Assume that k0 + ki is bounded from
below and from above:

σ ≤ k0 + ki ≤ σ.

From [2], we have two-scale convergence [1, 11, 13] of uω,ǫ to uω, which is a solution to











∇ · σ∗ω∇uω = 0 in Ω,

σ∗ω∇uω · ν = g on ∂Ω,
∫

Ω uω = 0,

(4)

for an input current g(x) sin (ωt) on the boundary ∂Ω. Here, σ∗ω is called the effective
conductivity which can be represented by [2]

σ∗ω(x)ep · eq =

∫

Y
σω (x, y)∇ (yp + vp(y)) · eqdy, ∀p, q ∈ {1, ..., d}

= k0

(

δp,q +

∫

∂Y

∂vp
∂ν

yq ds(y)

)

, (5)

where vp, p = 1, ..., d is the solution to the following equation on Y:











∇ · (σω (x, y)∇(vp(y) + yp)) = 0 for y ∈ Y,
vp 1-periodic,
∫

Y(vp(y) + yp)dy = 0.

(6)

As δ → 0, vp can be approximated [9] by the solution of the following equation, where
β (ω) = δ

km(ω) :































∇ · (σω (x, y)∇(vp(y) + yp)) = 0 for y ∈ Y\∂C,
k0

∂
∂ν (v

+
p (y) + yp) = k0

∂
∂ν (v

−
p (y) + yp) for y ∈ ∂C,

v+p (y)− v−p (y) = β (ω) k0
∂
∂ν (v

+
p (y) + yp) for y ∈ ∂C,

vp 1-periodic,
∫

Y vp(y) + ydy = 0.

(7)

Here, ∂C denotes the membrane of the cell C.

3 Imaging the microstructure from effective conductivity mea-

surements

In this section, we do not care about the space dependence of σ∗ω, and will therefore drop it. We
will thus assume that σ∗ω is constant equal to some matrix in Md (C) := {m ∈ C

d×d : mi,j =
mj,i for i, j = 1, 2, · · · , d}. We will show what kind of information on the microstructure we
can recover from the knowledge of σ∗ω in a range of frequencies ω ∈ (ω1, ω2). First, in section
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3.1, we will obtain a simple representation of the effective conductivity in the dilute case,
where the volume fraction of both cells and other inclusions is small compared to the volume
of biological fluid. Then, in the following sections we will use this representation and will show
how to recover information about the microstructure using the spectral measure.

3.1 Effective conductivity in the dilute case

Here, we consider some reference cell C0 and some reference inclusion B0 with there C2

boundaries ∂C0 and ∂B0. We assume that C = xC + ρCC0 and β (ω) = ρCβ0 (ω) for some
reference β0 (ω) and let B = xB+ρBB0, where xC and xB respectively indicate the locations of
the cell and inclusion and ρC and ρB their characteristic sizes. We assume that the conductivity
ki of the inclusion is given by

ki (y) = (k0 − k1)χB (y) ,

where χB denotes the characteristic function of B.
The effective conductivity is therefore expressed as

σ∗ωep · eq =
∫

Y
σ (y)∇ (yp + vp(y)) · eqdy, ∀p, q ∈ {1, · · · , d} ,

where, for p ∈ {1, · · · , d},






























































∇ · (k0∇(vp(y) + yp)) = 0 in Y\ (B ∪ ∂C) ,
∇ · (k1∇(vp(y) + yp)) = 0 in B,

k0
∂
∂ν (v

+
p (y) + yp) = k0

∂
∂ν (v

−
p (y) + yp) on ∂C,

v+p − v−p = β (ω) k0
∂
∂ν (v

+
p (y) + yp) on ∂C,

v+p − v−p = 0 on ∂B,

k0
∂
∂ν (v

+
p (y) + yp) = k1

∂
∂ν (v

−
p (y) + yp) on ∂B,

vp periodic,
∫

Y vp(y) + y dy = 0.

(8)

From now on, I denotes the inclusion map H1/2(∂C) → H−1/2(∂C), where H1/2 and H−1/2

are the Sobolev spaces of order 1/2 and −1/2 on ∂C. We will now proceed to prove the
following result.

Theorem 2. Let fk = ρdk, k ∈ {B,C} and f = max (fB, fC). Then we have the following
expansion:

σ∗ω = k0 [I + fBMB0
+ fCMC0

(ω)] + o (f) , (9)

where

MC0
(ω)ep · eq =

∫

∂C0

νq(y)

(

1

β0 (ω) k0
I + L#,C0

)−1

[νp](y)ds(y),

and

MB0
ep · eq =

∫

∂B0

(

λI −K∗
#,B0

)

−1[νp](y)yq ds (y)

with

λ =
k1 + k0

2 (k1 − k0)
.
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We begin be reviewing properties of periodic layer potentials. Let us define the periodic
Green’s function

G#(x) = −
∑

n∈Zd\{0}

e2iπn·x

4π2 |n|2
.

Thanks to Poisson’s summation formula, in the sense of distribution, G# satisfies

∆G# (x) =
∑

n∈Zd

δ(x− n)− 1. (10)

We write G# (x, y) := G# (x− y). Let us introduce the periodic single layer potential, for a
Lipschitz domain D ⊂ Y:

S#,D : H−1/2 (∂D) → H1
loc

(

R
d\∂D

)

ϕ 7→ x 7→
∫

∂D
G# (x, y)ϕ(y)ds(y),

the periodic double layer potential

D#,D : H1/2 (∂D) → H1
loc

(

R
d\∂D

)

ϕ 7→ x 7→
∫

∂D

∂G#

∂ν(y)
(x, y)ϕ(y)ds(y),

and the periodic Neumann-Poincaré operator

K#,D : H1/2 (∂D) → H1/2 (∂D)

ϕ 7→ x 7→
∫

∂D

∂G#

∂ν(y)
(x, y)ϕ(y)ds(y),

and its adjoint given by

K∗
#,D : H−1/2 (∂D) → H−1/2 (∂D)

ϕ 7→ x 7→
∫

∂D

∂G#

∂ν(x)
(x, y)ϕ(y)ds(y).

We review the jump properties of the layer potentials [3].

Lemma 3. We have the following jump relations along the boundary ∂D:

S#,D[ϕ](x)|+ = S#,D[ϕ](x)|− ,
∂

∂ν
S
#,D

[ϕ](x)

∣

∣

∣

∣

±

=

(

±1

2
I +K∗

#,D

)

[ϕ](x),

D#,D[ϕ](x)|± =

(

∓1

2
I +K#,D

)

[ϕ](x),

∂

∂ν
D

#,D
[ϕ](x)

∣

∣

∣

∣

+

=
∂

∂ν
D

#,D
[ϕ](x)

∣

∣

∣

∣

−

.

where the subscript ± means fD(x)|± = limt→0+ fD(x± tν(x)) for x ∈ ∂D.
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We denote by L#,D the hypersingular operator ∂
∂νD#,D

[ϕ](x). We write νp = ν · ep on
∂B and ∂C. Using these jump relations, we have the following representation theorem for vp,
p ∈ {1, ..., d}.

Theorem 4. We have the following representation for vp:

vp = Cp + S#,B [ϕ1,p]−D#,C [ϕ2,p] , (11)

where Cp is a constant and (ϕ1, ϕ2) satisfies the following system:






(

λI −K∗
#,B

)

[ϕ1,p] +
∂
∂νD#,C [ϕ2,p] = νp on ∂B,

(

1
βk0

I + L#,C

)

[ϕ2,p]− ∂
∂νS#,B[ϕ1,p] = νp on ∂C.

(12)

Lemma 5. For any (F,G) ∈ H−1/2 (∂B)×H−1/2 (∂C), the system






(

λI −K∗
#,B

)

[ϕ1] +
∂
∂νD#,C [ϕ2] = F on ∂B,

(

1
βk0

I + L#,C

)

[ϕ2]− ∂
∂νS#,B[ϕ1] = G on ∂C,

admits a unique solution (ϕ1, ϕ2) ∈ H−1/2 (∂B)×H1/2 (∂C).

Proof. As shown in Appendix A, 1
βI + L#,C and λI −K∗

#,B are invertible. Moreover, since

∂

∂ν
D#,C : H1/2 (∂C) → H−1/2 (∂B)

and
∂

∂ν
S#,B : H−1/2 (∂B) → H−1/2 (∂C)

are compact, the operator

H−1/2 (∂Ω)×H1/2 (∂Ω) → H−1/2 (∂Ω)×H−1/2 (∂Ω)

(ϕ1, ϕ2) 7→
(

(

λI −K∗
#,B

)

[ϕ1]−
∂

∂ν
D#,C [ϕ2],

(

1

βk0
I + L#,C

)

[ϕ2]−
∂

∂ν
S#,B[ϕ1]

)

is a Fredholm operator. It is therefore sufficient to show that it is injective. Let (ϕ1, ϕ2) be
such that







(

λI −K∗
#,B

)

[ϕ1] +
∂
∂νD#,C [ϕ2] = 0 on ∂B,

(

1
βk0

I + L#,C

)

[ϕ2]− ∂
∂νS#,B[ϕ1] = 0 on ∂C.

Let v = S#,B [ϕ1]−D#,C [ϕ2]. Then v is 1-periodic in every direction, and v is a solution by
construction to the following problem:











































∇ · (k0∇(vp(y) + y)) = 0 for y ∈ Y\ (B ∪ ∂C) ,
∇ · (k1∇(vp(y) + y)) = 0 for y ∈ B,

k0
∂
∂ν (v

+
p (y) + y) = k0

∂
∂ν (v

−
p (y) + y) for y ∈ ∂C,

v+p (y)− v−p (y) = β (ω) k0
∂
∂ν (v

+
p (y) + y) for y ∈ ∂C,

v+p (y)− v−p (y) = 0 for y ∈ ∂B,

k0
∂
∂ν (v

+
p (y) + y) = k1

∂
∂ν (v

−
p (y) + y) for y ∈ ∂B.

(13)
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By the uniqueness of the solution to (13) up to a constant, v(x) = c, ∀x ∈ Y. Then, we
have ϕ1 = 0 on ∂C and ϕ2 = 0 on ∂B because they are equal to the jumps of v (resp. ∂v

∂ν )
across ∂B (resp. ∂C). This concludes the proof.

We can now proceed to prove Theorem 4.

Proof. Let (ϕ1, ϕ2) be a solution of (12), and let

vp = S#,B [ϕ1]−D#,C [ϕ2] .

Then using the jump relations of the layer potentials, we have that vp is a solution of (8),
except that we have not necessarily

∫

∂Y vp = 0. We just have to adjust Ck accordingly.

We now proceed to compute the representation of the effective conductivity.

Theorem 6. We have the following representation for σ∗ω:

σ∗ω = k0 (I +M∗) ,

where M∗ = (M∗
pq)

d
p,q=1 is defined by

(M∗)pq =

∫

∂B
xpϕ1,qds−

∫

∂C
νpϕ2,qds, ∀p, q ∈ {1, ..., d} .

Proof. We recall the expression of σ∗ω in (5):

σ∗ωep · eq = k0

(

δp,q +

∫

∂Y

∂vp
∂ν

(y)yqds(y)

)

.

Using representation (11), we obtain
∫

∂Y

∂vp
∂ν

(y)yqds(y) =

∫

∂Y

∂S#,B [ϕ1,p]

∂ν
(y)yqds(y)−

∫

∂Y

∂D#,C [ϕ2,p]

∂ν
(y)yqds(y)

and
∫

∂Y

∂S#,B [ϕ1,p]

∂ν
(y)yqds(y) =

∫

∂B

∂S#,B [ϕ1,p]

∂ν

∣

∣

∣

∣

+

(y)yqds(y)−
∫

∂B

∂S#,B [ϕ1,p]

∂ν

∣

∣

∣

∣

−

(y)yqds(y)

=

∫

∂B
yqϕ1,p(y)ds(y).

The same reasoning applies to the second part of the equation:
∫

∂Y

∂D#,C [ϕ2,p]

∂ν
(y)yqds(y) =

∫

∂C
D#,C [ϕ2,p]|+ (y)νq(y)ds(y)−

∫

∂C
D#,C [ϕ2,p]|− (y)νq(y)ds(y)

=

∫

∂C
ϕ2,p(y)νq(y)ds(y).

Therefore,

σ∗ωep·eq = k0

(

δp,q +

∫

∂Y

∂vp
∂ν

(y)yqds(y)

)

= k0

(

δp,q +

∫

∂B
yqϕ1,p(y)ds(y)−

∫

∂C
ϕ2,pνq(y)(y)ds(y)

)

.
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We turn to the proof of Theorem 2. We first review asymptotic properties of the periodic
Green’s function G#. The following result from [3] holds.

Lemma 7. We have the following expansion for G#:

G#(x) = G(x) +Rd(x),

where G is the Green function and Rd is a smooth function on R
d and its Taylor expansion at

0 is given by

Rd(x) = Rd(0)−
1

2d
|x|2 +O

(

|x|4
)

. (14)

Using this expansion, we obtain the following expansion, uniformly in z ∈ ∂B0,

(

λI −K∗
B0

)

[ψB,p](z) = νB0,p (z) + o(1)
(

1

β0k0
I + LC0

)

[ψC,p](z) = νC0,p(z) + o(1),

where K∗
B0

is the standard Neumann-Poincaré operator and LC0
is the hypersingular operator

∂
∂νDC0

associated with the standard double layer potential DC0
:

K∗
B0

[φ](x) :=

∫

∂B0

∂G

∂ν(x)
(x, y)φ(y)ds(y),

LC0
[φ](x) :=

∂

∂ν

∫

∂C0

∂G

∂ν(y)
(x, y)φ(y)ds(y).

Therefore, we arrive at the result stated in Theorem 2.

3.2 Spectral measure of the tissue

Expansion (9) yields

σ∗ω = k0

[

I + ρdBMB0
+ ρdCMC0

(ω)
]

+O
(

ρd
)

with

MC0
(ω)ep · eq =

∫

∂C0

νq(y)

(

1

β0 (ω) k0
I + LC0

)−1

[νp](y) ds(y).

In order to use the spectral theorem in a Hilbert space, we have to modify the expression of

MC0
. Let L−1

C0
be the inverse of LC0

: H
1/2
0 (∂C0) → H

−1/2
0 (∂C0). Then we write

(

1

β0 (ω) k0
I + LC0

)−1

[νp] =

(

1

β0 (ω) k0
L−1
C0

◦ I + IH1/2

)−1

L−1
C0

[νp].

The following result holds.

Lemma 8. L−1
C0

◦ I can be extended to a self-adjoint operator L† : L2 (∂C0) → L2 (∂C0) ,

whose image is a subset of H1/2 (∂C0).

10



Proof. Let J1 : L2 (∂C0) →֒ H−1/2 (∂C0) and J2 : H1/2 (∂C0) →֒ L2 (∂C0). Let L† = J2 ◦
L−1
C0

◦ J1. Then obviously L† extends L−1
C0

◦ I and its image is a subset of H1/2 (∂C0). Let us

show that it is self-adjoint. Let (ϕ, ψ) ∈ L2 (∂C0) × L2 (∂C0). Let 〈 , 〉L2 and 〈 , 〉H1/2,H−1/2

respectively denote the L2-scalar product and the duality pairing between H1/2(∂C0) and
H−1/2(∂C0). We have

〈

L†[ϕ], ψ
〉

L2
=

〈

L−1
C0

[ϕ], ψ
〉

L2
=

〈

L−1
C0

[ϕ], ψ
〉

H1/2,H−1/2

=
〈

L−1
C0

[ψ], ϕ
〉

H1/2,H−1/2
=

〈

L−1
C0

[ψ], ϕ
〉

L2
=

〈

L†[ψ], ϕ
〉

L2
,

since LC0
is self-adjoint from H1/2(∂C0) onto H−1/2(∂C0).

From this result, we can now proceed. From the spectral theorem, there exists a spectral
measure E such that for any z ∈ C \ Λ

(

L†
)

and for any (ϕ, ψ) ∈
(

L2 (∂C0)
)2

,

〈

(L†

z
+ I

)−1

[ϕ], ψ

〉

L2

=

∫

Λ(L†)

1
x
z + 1

ϕ(x)ψ(x)dE (x) . (15)

where Λ(L†) denotes the spectrum of L†. Let

Fp,q (z) = δp,q + ρdBMB0
ep · eq + ρdC

∫

Λ(L†)

1
x
z + 1

L−1
C0

[νp](x) · νq(x)dE (x) .

where δp,q = 1 if p = q and δp,q = 0 if p 6= q. Therefore, we have

σ∗ωep · eq ≃ k0 [Fp,q (β0 (ω) k0)] .

Since
lim
z→0

F (z) = I + ρdBMB0
,

there is no singularity of F in 0. Since 0 /∈ Λ
(

L†
)

, (15) is valid on a neighborhood of 0.

Proposition 9. We have the following expansion of F in a neighborhood of 0:

Fp,q (z) =
∞
∑

k=0

ak,p,qz
k, (16)

where
a0,p,q = I + ρdBMB0

ep · eq,
and

a1,p,q = ρdCνp · νq.

Proof. Identity (16) holds using the analyticity of F in a neighborhood of 0. We also have

a0,p,q = lim
z→0

Fp,q(z) = δp,q + ρdBMB0
ep · eq.

11



In order to obtain the next coefficients, we begin by establishing the following limit:

lim
z→0

(

L† + zI
)−1

[νp] = LC0
[νp], p = 1, 2.

Indeed, let ϕ (z) =
(

L† + zI
)−1

[νp]. Then

ϕ (z) =
1

z

(

νp − L†ϕp

)

.

Since the range of L† is a subset of H1/2 (∂C0), ϕ (z) ∈ H1/2 (∂C0). Therefore,

ϕ (z) = LC0
[νp]− zLC0

[ϕ](z) →
z→0

LC0
[νp].

This yields

lim
z→0

1

z
(Fp,q(z)− Fp,q(0)) = ρdCνp · νq.

In the following, we write

F (z) = (Fp,q(z))p,q∈{1,...,d} , z ∈ C\Λ (LC0
) ,

and
Ak = (ak,p,q)p,q∈{1,...,d} , k ∈ N.

Since Fp,q is analytic on C\Λ (LC0
), the values of ak can be recovered from the values of Fp,q

on a subset of C with a limiting point. Therefore, we can reconstruct the values ak,p,q from the
measurements of the effective conductivity σ∗ω in a band of frequencies ω ∈ (ω1, ω2). Further
details on this will be provided in the following section.

4 Inverse homogenization

4.1 Imaging of the anisotropy ratio

The anisotropy ratio (the ratio between the largest and the lowest eigenvalue of the effective
conductivity tensor) depends on the frequency [2]. In the general case, it does not hold that
the anisotropy orientation (the direction of the effective conductivity tensor eigenvectors) is
frequency independent. However, it is true in the special case where we have an axis of
symmetry of a single inclusion or a cell.

We denote by Od(R) := {R ∈ R
d×d | det(R) = 1} the set of rotational matrices. For

convenience, we write R(x) := Rx for x ∈ Y and R(D) := {Rx : x ∈ D}. We will need the
following covariance result :

Lemma 10. Let R ∈ Od (R) and f ∈ L2 (∂C0). Then

LC0
[f ◦R] ◦R = LC0

[f ].

12



Proof. We have, for any x ∈ ∂C0,

LC0
[f ◦R] (R (x)) = lim

h→0
∇DC0

[f ◦R] (R(x) + hν (R(x))) · ν (R(x)) .

Moreover,

DC0
[f ◦R] (R(x)) =

∫

∂C0

∇G (R (x)− y) · ν (y) f (R (y)) ds (y)

=

∫

∂C0

∇G (R (x)−R (y)) · ν (R (y)) f(y)ds (y) .

Since G is isotropically symmetric,∇G (R (x− y)) = R (∇G (x− y)), therefore for any x, y ∈
∂C0,

∇G (R (x)−R (y)) · ν (R (y)) = R (∇G (x− y)) ·R (ν (y)) = ∇G (x− y) · ν (y)

so that
DC0

[f ◦R] (R(x)) = DC0
[f ] (x) , ∀x ∈ ∂C0.

This in turn implies that

LC0
[f ◦R] (R (x)) = lim

h→0
∇DC0

[f ◦R] (R(x) + hν (R(x))) · ν (R(x))

= lim
h→0

∇DC0
[f ] (x+ ν (x)) · ν (x) = LC0

[f ] (x).

The following corollary holds immediately.

Corollary 11. Let R ∈ Od (R). Then,

MR(C0) = RMC0
RT .

Let us begin with the two-dimensional case.

Proposition 12. Let d = 2, and (e1, e2) be an orthonormal basis of R2. Let ξ be the orthogonal
symmetry of axis e1. If ξ (C0) = C0, then

F (z)e1 · e2 = 0, ∀z ∈ C \ Λ(L†).

Proof.

F (z)e1 · e2 = ρdC

∫

∂C0

(L†

z
+ I

)−1

[ν · e1] (x) ν(x) · e2 ds(x)

= ρdC

∫

∂C0

(L†

z
+ I

)−1

[ν · e1] (ξ(x)) ν(ξ(x)) · e2 ds(x)

= −ρdC
∫

∂C0

(L†

z
+ I

)−1

[ν · e1] (x) ν(x) · e2 ds(x)

because ν(ξ(x)) · e1 = ν(x) · e1 and ν(ξ(x)) · e2 = −ν(x) · e2. Therefore,

F (z)e1 · e2 = 0, ∀z ∈ C \ Λ(L†).

13



C0

ǫ1

ǫ2

Figure 3: A domain presenting a symmetry. In this case, the anisotropy direction is frequency
independent.

We have a similar result in three dimensions. The following proposition holds.

Proposition 13. Let d = 3, and (e1, e2, e3) be an orthonormal basis of R2. Let s1 (resp. s2)
be the orthogonal symmetry of axis e1 (resp. e2). If s1 (C0) = s2 (C0) = C0, then

F (z)ej · ek = 0, ∀z ∈ C, ∀k 6= j ∈ {1, 2, 3} .

Proof. The proof is exactly the same as in the d = 2 case and is therefore omitted.

Remark 14. It is also true that the symmetry axes of B0 correspond to the eigenvectors of
the polarization tensor MB0

. Therefore, the anisotropy direction of the frequency-independent
background can also be recovered as the principal directions of MB0

.

Remark 15. Even if each inclusion and cell has an axis of symmetry, the direction of eigenvec-
tors of the effective conductivity tensor can be frequency dependent. The following numerical
test is conducted to show an example of frequency dependency. There are an ellipsoidal in-
clusion with major axis e1 and minor axis e2 and an ellipsoidal cell with major axis e2 and
minor axis e1 in the unit square as shown in Figure 4 (a). We use (5) to compute the effective
conductivity tensor. For the numerical computation, we take advantage of using uj satisfying
∇ · (σ∇uj) = 0 in Ω with boundary condition uj(y)|∂Ω = yj |∂Ω for y = (y1, y2). Then, vj can
be replaced with vj = uj − yj . Hence, the eigenvectors of the effective conductivity can be
computed and the main direction of anisotropy changes in terms of the frequency as shown in
Figure 4 (b).

4.2 Implementation of the inverse homogenization

Following [2], we use the following values:

14



ω/2π
current

1 KHz 1 GHz

x-direction

I0

y-direction

I0

x

y

blue arrows for eigenvectors at frequency 1 KHz
red arrows for eigenvectors at frequency 1 GHz

(a) (b)

Figure 4: (a) shows voltage map with current flows for each x-direction current at 103 Hz,
y-direction current at 103 Hz, x-direction current at 109 Hz, and y-direction current at 109

Hz. (b) shows eigenvectors of effective conductivity . Blue arrows representing eigenvectors
at frequency ω/2π = 103 Hz while red arrows are representing eigenvectors at frequency
ω/2π = 109 Hz.

• The size of cells: 50µm;

• Ratio between membrane thickness and size of a cell: 0.7× 10−3;

• Medium conductivity: σ0 = 0.5 S/m;

• Membrane conductivity: σ1 = 10−8 S/m;

• Background inclusion conductivity: σ2 = 10−7 S/m;

• Membrane permittivity: ǫ1 = 3.5× 8.85× 10−12 F/m;

• Frequency band: ω ∈
[

104; 109
]

Hz.

In this case, we have values of β(ω) for ω ∈ [104; 109] in Figure 5. We consider a sample
medium as follows: the cells are elliptic in shape, with axes lengths ρCaC and ρCbC , with
acbCπ = 1. The background is composed of elliptic inclusions, with axes lengths ρBaB and
ρBbB, with aBbBπ = 1. Their orientation is given by the angles θC and θB respectively.

To compute the true effective conductivity at every frequency, we use a finite element
computation using FreeFem++ [8]. Comparison between the true effective conductivity and
the expansion from Theorem 9 can be seen in Figures 6 and 7, in the case θB = 0 and θC = 0,
and ρB = ρC = 0.1.

To recover the moments from the effective conductivity, we approximate as a rational func-
tion,

Fp,q(z) ≃
p0 + p1z + ...+ pNz

N

q0 + q1z + ...+ qNzN
.
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Figure 5: Values of β(ω) for ω ∈
[

104; 109
]

.
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Figure 6: Real part of the effective conductivity.
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Figure 7: Imaginary part of the effective conductivity.
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for some N ∈ N. Such an approximation of F is called a Padé approximation of F . Then we
approximate the moments by the following values:

ã0,p,q =
p0
q0
,

ã1,p,q =
p1
q0

− q1p0
q20

.

Numerically, this is done as a simple least square inversion: the coefficients of the polyno-
mials P (z) = p0+p1z+ ...+pNz

N and Q(z) = q0+q1z+ ...+qNz
N are computed to minimize

the quantity
K
∑

k=1

∣

∣

∣

∣

Fp,q(zk)−
P (zk)

Q(zk)

∣

∣

∣

∣

2

,

where z1, ..., zK are the frequency values where F is measured.

We now consider a toy example where C is an ellipse in R
2. In this case, if λ1 and λ2 are

the eigenvalues of A1, the ratio r := λ2/λ1 is independent of the volume fraction and is given
by

r =

∫ 2π
0

b2 cos2(t)√
b2 cos2(t)+a2 sin2(t)

dt

∫ 2π
0

a2 sin2(t)√
b2 cos2(t)+a2 sin2(t)

dt
=

a

b

∫ 2π
0

cos2(t)
√

cos2(t)+a2

b2
sin2(t)

dt

∫ 2π
0

sin2(t)
√

b2

a2
cos2(t)+sin2(t)

dt
. (17)

Since the right-hand side of (17) can be regarded as a function of a/b, the anisotropy ratio a/b
can be easily obtained by solving (17) with the known value r. In Figure 8 (resp. in Figure 9),
we illustrate the reconstruction of the ratio r using the Padé approximation of F as a function
of the anisotropy ratio a/b compared to its theoretical value given by the preceding formula
in the case where there is no inclusion B (resp. with an inclusion B with ρB = 0.1). As we
can see, the reconstruction is almost perfect in the case where there is no inclusion, and there
is a slight bias induced by the inclusion B.

After recovering the anisotropy ratio a/b, we can recover the volume fraction ρC from the
product of λ1, λ2 of the eigenvalues of A1. Indeed, we have

λ1λ2 = ρ4Cab

∫ 2π

0

cos2(t)
√

cos2(t) + a2

b2
sin2(t)

dt

∫ 2π

0

sin2(t)
√

b2

a2
cos2(t) + sin2(t)

dt

=
ρ4C
π

∫ 2π

0

cos2(t)
√

cos2(t) + a2

b2
sin2(t)

dt

∫ 2π

0

sin2(t)
√

b2

a2
cos2(t) + sin2(t)

dt.

Table 1 presents numerical reconstruction of the volume fraction ρC using the preceding for-
mula, with an anisotropy ratio equal to 2.

To reconstruct the angle of the inclusions, we simply use the orientation of the eigenvalues
of the moments of A0 for B and A1 for C. This is illustrated by results in Figure 10 when
both B and C are ellipses of anisotropy ratio 2 and with ρB = ρC = 0.1.
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Figure 8: Reconstruction of r when there is no inclusion B.
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Figure 9: Reconstruction of r when there is an inclusion B with ρB = 0.1.

Values of ρC 0.01 0.02 0.03 0.05 0.1 0.2 0.3

Reconstructed value 0.0098 0.0196 0.0294 0.0491 0.0981 0.1963 0.2945

Table 1: Reconstructed values of ρC with anisotropy ratio of 2.
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Figure 10: Reconstruction of the orientation of the inclusions B and C.

A Spectrum of some periodic integral operators

Let C ⊂ R
d be a Lipschitz domain for some α > 0. It is known that the non periodic operator

λI − K∗
C is invertible on H−1/2 for λ /∈

(

−1
2 ,

1
2

]

[4, 6]. The positivity of LC [12, 3.3] also

implies that λI + LC : H1/2 → H−1/2 is invertible for λ > 0. We extend these results to the
case of periodic Green’s function.

Theorem 16. For any λ > 0, the operator λI+L#,C : H1/2 (∂C) → H−1/2 (∂C) is invertible.

Proof. We first show that the operator L#,C is a Fredholm operator. Note that, L#,C = LC+R
where R is an integral operator with a smooth kernel and is therefore compact. Moreover,
since LC has a dimension 1 kernel and image, it is a Fredholm operator. Therefore, L#,C is
Fredholm. Now we show that L#,C is positive semi-definite, and the result will follow from
the Fredholm alternative. Since

〈L#,C [ϕ], ψ〉L2 = −〈S#,C [curl∂Cϕ], curl∂Cψ〉L2

for any ϕ, ψ ∈ H1/2 (∂C), we just have to show that S#,C is negative semi-definite. From the
expression (10) for G#, we compute, for any ϕ ∈ L2 (∂C),

〈S#,C [ϕ], ϕ〉L2 = −
∑

n∈Zd\{0}

∫

∂C

∫

∂C

e2iπn·(x−y)

4π2 |n|2
ϕ (x)ϕ (y) ds (x) dS (y)

= −
∑

n∈Zd\{0}

(
∫

∂C

e2iπn·y

2π |n| ϕ (y) dS (y)

)(
∫

∂C

e2iπn·x

2π |n| ϕ (x) ds (x)

)

= −
∑

n∈Zd\{0}

∣

∣

∣

∣

∫

∂C

e2iπn·y

2π |n| ϕ (y) ds (y)

∣

∣

∣

∣

2

≤ 0.
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Therefore, S#,C is negative semi-definite, which concludes the proof.

Theorem 17. For λ /∈
(

−1
2 ,

1
2

]

, the operator λI −K∗
#,C is invertible on H−1/2 (∂C).

Proof. Since λI − K∗
C is invertible, K∗

#,C − K∗
C is a compact operator [3], λI − K∗

#,C is a
Fredholm operator and it is enough to show that it is one-to-one. The proof goes exactly as in
[4]. Let us assume that λI −K∗

#,C is not one-to-one. Then there exists some f ∈ H−1/2 (∂C)
such that

(

λI −K∗
#,C

)

[f ] = 0.

Let us write
(

λI −K∗
#,C

)

[f ] =

(

λ− 1

2

)

f +

(

1

2
I −K∗

#,C

)

[f ].

Since
〈(

1
2I −K∗

#,C

)

[f ], 1
〉

L2
= 0, we have 〈f, 1〉L2 = 0. Let u = S#,C [f ] ∈ H1 (Y\∂C). Let

A =

∫

C
|∇u(x)|2 dx and B =

∫

Y\C
|∇u(x)|2 dx.

Then A 6= 0 or B 6= 0 since f is not identically zero. Then by Green’s formula together with
the jump formulas, we have

A =

〈(

−1

2
I +K∗

#,C

)

[f ],S#,C [f ]

〉

L2

and B =

〈(

1

2
I +K∗

#,C

)

[f ],S#,C [f ]

〉

L2

.

Since
(

λI −K∗
#,C

)

[f ] = 0, we have β = 1
2
B−A
B+A . We have therefore a contradiction : we have

|β| ≤ 1
2 since A,B ≥ 0. Therefore, β = −1

2 which implies that B = 0. Therefore, u is constant
in R

d\ ∪n∈Zd {C + n}. Since u is continuous across ∂C, u is harmonic on C and is constant
on ∂C, and by uniqueness of the Dirichlet problem on C, u is constant on C. Therefore,

f =
∂

∂ν
S#,C [f ]

∣

∣

∣

∣

+

− ∂

∂ν
S#,C [f ]

∣

∣

∣

∣

−

= 0,

which is a contradiction.
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