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Abstract

In this paper we use the full Maxwell equations for light propagation in order to analyze
plasmonic resonances for nanoparticles. We mathematically define the notion of plasmonic
resonance and analyze its shift and broadening with respect to changes in size, shape, and
arrangement of the nanoparticles, using the layer potential techniques associated with the full
Maxwell equations. We present an effective medium theory for resonant plasmonic systems
and derive a condition on the volume fraction under which the Maxwell-Garnett theory is
valid at plasmonic resonances.
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1 Introduction

The aim of this paper is to analyze plasmon resonant nanoparticles. Plasmon resonant nanopar-
ticles have unique capabilities of enhancing the brightness and directivity of light, confining
strong electromagnetic fields, and outcoupling of light into advantageous directions [44]. Recent
advances in nanofabrication techniques have made it possible to construct complex nanostruc-
tures such as arrays using plasmonic nanoparticles as components. A thriving interest for optical
studies of plasmon resonant nanoparticles is due to their recently proposed use as labels in molec-
ular biology [28]. New types of cancer diagnostic nanoparticles are constantly being developed.
Nanoparticles are also being used in thermotherapy as nanometric heat-generators that can be
activated remotely by external electromagnetic fields [19]. Plasmon resonances in nanoparticles
can be treated at the quasi-static limit as an eigenvalue problem for the Neumann-Poincaré
integral operator [6, 26, 38, 39]. At this limit, they are size-independent. However, as the par-
ticle size increases, they are determined from scattering and absorption blow up and become
size-dependent. This was experimentally observed, for instance, in [45].
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The objective of this paper is twofold: (i) To analytically investigate the plasmonic reso-
nances of a single nanoparticle and analyze the shift and broadening of the plasmon resonance
with changes in size and shape of the nanoparticles using the full Maxwell equations; (ii) To
derive a Maxwell-Garnett type theory for approximating the plasmonic resonances of a periodic
arrangement of nanoparticles. The paper generalizes to the full Maxwell equations the results
obtained in [12, 17] where the Helmholtz equation was used to model light propagation. It
provides the first mathematical study of the shift in plasmon resonance using the full Maxwell
equations. On the other hand, it rigorously shows the validity of the Maxwell-Garnett theory
for arbitrary-shaped nanoparticles at plasmonic resonances. The paper is organized as follows.
In section 2 we first review commonly used function spaces. Then we introduce layer potentials
associated with the Laplace operator and recall their mapping properties. In section 3 we first
derive a layer potential formulation for the scattering problem and then we obtain a first-order
correction to plasmonic resonances in terms of the size of the nanoparticle. This will enable us
to analyze the shift and broadening of the plasmon resonance with changes in size and shape of
the nanoparticles. The resonance condition is determined from absorption and scattering blow
up and depends on the shape, size and electromagnetic parameters of both the nanoparticle
and the surrounding material. Surprisingly, it turns out that in this case not only the spectrum
of the Neumann-Poincaré operator plays a role in the resonance of the nanoparticles, but also
its negative. We explain how in the quasi-static limit, only the spectrum of the Neumann-
Poincaré operator can be excited. However, when the particle size increases and deviates from
the dipole approximation, the resonances become size-dependent. Moreover, a part of the spec-
trum of negative of the Neumann-Poincaré operator can be excited as in higher-order terms in
the expansion of the electric field versus the size of the particle. In section 4 we establish the
quasi-static limit for the electromagnetic fields and derive a formula for the enhancement of the
extinction cross-section. It is not clear for what kind of geometries in R? the spectrum of the
Neumann-Poincaré operator has symmetries, that is, if A € 0(K},) so does —A. In section 5
we provide calculations for the case of spherical nanoparticles wherein these symmetries are not
present and we explicitly compute the shift in the spectrum of the Neumann-Poincaré opera-
tor and the extinction cross-section. In section 6 we consider the case of a spherical shell and
apply degenerate perturbation theory since the eigenvalues associated with the corresponding
Neumann-Poincaré operator are not simple. It is also worth mentioning that the spectrum of the
associated Neumann-Poincaré operator is symmetric around zero. In section 7 we analyze the
anisotropic quasi-static problem in terms of layer potentials and define the plasmonic resonances
for anisotropic nanoparticles. Formulas for a small anisotropic perturbation of resonances of the
isotropic formulas are derived. Finally, section 8 is devoted to establish a Maxwell-Garnett
type theory for approximating the plasmonic resonances of a periodic arrangement of arbitrary-
shaped nanoparticles. The Maxwell-Garnett theory provides a simple model for calculating the
macroscopic optical properties of materials with a dilute inclusion of spherical nanoparticles
[9]. Tt is widely used to assign effective properties to systems of nanoparticles. We rigorously
obtain effective properties of a periodic arrangement of arbitrary-shaped nanoparticles and de-
rive a condition on the volume fraction of the nanoparticles that insures the validity of the
Maxwell-Garnett theory for predicting the effective optical properties of systems of embedded
in a dielectric host material at the plasmonic resonances.



2 Preliminaries

Let us first fix some notation, definitions and recall some useful results for the rest of this paper.

e For a simply connected domain D € R3, v denotes the outward normal to 9D and 8% the
outward normal derivative;

o go‘i(x) = lim;_,o+ p(x £ tv);

e Id denotes the identity operator;

e Vx denotes the curl operator for a vector field in R3;

e For any functional space F(9D) defined on 0D, Ep(0D) denotes its zero mean subspace.

Here and throughout this paper, we assume that D is simply connected and of class C1® for
0<a<l.
Let H*(0D) denote the usual Sobolev space of order s on 9D and

H3(0D) = {go e (H*(0D))’, v+ o = o} .

Let Vop, Vap- and Agp denote the surface gradient, surface divergence and Laplace-Beltrami
operator respectively and define the vectorial and scalar surface curl by curlyppy = —v X Vgpy
1

for ¢ € H%(aD) and curlypp = —v - (Vap x ¢) for ¢ € H,?(0D), respectively.
Remind that

Vop-Vop = Asp,

curlaDchlaD = —Asp,
Vob - chlaD = 0,
curlyppVegp = 0.
We introduce the following functional space:
_1 _1
H;?(div,0D) = {gp € H.?(0D),Vap - ¢ € H‘é(@D)} .

Let G be the Green function for the Helmholtz operator A 4 k? satisfying the Sommerfeld
radiation condition in dimension three
oG

= _; < -2
‘8x| ’Lk‘G‘ < Clx|

for some constant C' as || — 400, uniformly in z/|x|.
The Green function G is given by

eikl‘r—y|
G(z,y, k) = (2.1)

Ao —y|



Define the following boundary integral operators

Shlg) : Hy(0D) — HE(OD) (2.2
p — Splel(x) = |Gl k)ev)do(y), z € R¥

Sklg]: H"2(dD) — H2(0D) (2.3)
p — Splel(x) = |, Gy k)e(y)do(y). z € R%;

Kilel: H2(0D) —s H™2(dD) (2.4)

¢ Kolell) = [ TCLEDo)doty), < ob:

_1 _1
M)« H,?(div,0D) — Hy?(div,dD) (2.5)

o — Mblgl) = / v(z) x Va X G(z,y, k)p(y)do(y), = € OD;
oD

_1 _1
LYl - Hp? (div,dD) — Hp?(div, D) (2.6)

o s Lhi) = vle) x <k2§§[90]($)+VSE[VaD‘90](55))7 reaD.

Throughout this paper, we denote 5%, S%, M% by S D, Sp, Mp, respectively. We also denote
Kp by the (-,-)_1 1-adjoint of K}, where (-,-) 1 1 is the duality pairing between Hfé(aD).
272 279
We recall now some useful results on the operator K7, [7, 16, 32, 34].

Lemma 2.1. (i) The following Calderdn identity holds: KpSp = SpK7);

(it) The operator K}, is compact self-adjoint in the Hilbert space H_%(aD) equipped with the
following inner product

(U,’U)’H* = —<’U/,SD[’U])_%7%, (27)
which is equivalent to (-,-)

7

N

)

N

(1it) Let (N, ), 7 =0,1,2,... be the eigenvalue and normalized eigenfunction pair of K7, in
H*(OD). Then, \j € (—3, 3], \j #1/2 for j > 1, A\j = 0 as j — oo and ¢; € H (D) for
Jj > 1, where Hi(OD) is the zero mean subspace of H*(0D);

() The following representation formula holds: for any v € H='/2(dD),

Kple] =D X, ¢i)u- © @5

J=0



(v) The following trace formula holds: for any ¢ € H*(OD),

OSply)

(s51d+ Kp)le] = S22

(vi) Let H(OD) be the space H%(E)D) equipped with the following equivalent inner product
(u,v)u = —(Sp'[u], v)

Then, Sp is an isometry between H*(0D) and H(ID).

(2.8)

11.
272

The following result holds.
Lemma 2.2. The following Helmholtz decomposition holds [25]:

N\»—A

1+ 2(div,0D) = VopH2(0D) & curlyp H2 (DD),

Remark 2.1. The Laplace-Beltrami operator App : HQ(E)D) — H, (8D) is invertible. Here
H2 (0D) and H, (8D) are the zero mean subspaces 0fH2 (0D) and H~ (aD) respectively.

The following results on the operator Mp are of great importance.

_1
Lemma 2.3. Mp: (le 0D) — Hp*(div,0D) is a compact operator.
Lemma 2.4. The followmg identities hold [6, 27]:

Moplewtlopy] = curlogpKplyl, Ve € H2(dD),
1 - 3
Mp[Vapy] = —VapA,pKplAspy] + curlapRple], Ve € H2(0D),
where Rp = —AgécurlapMDVaD.

3 Layer potential formulation for the scattering problem

We consider the scattering problem of a time-harmonic electromagnetic wave incident on a
plasmonic nanoparticle. The homogeneous medium is characterized by electric permittivity e,,
and magnetic permeability u,,, while the particle occupying a bounded and simply connected
domain D € R? of class CM for 0 < a < 1 is characterized by electric permittivity e, and
magnetic permeability u., both of which depend on the frequency. Define

km = W/ EmMtm, ke = We/Eclhc,

and
ep = emX(R*\D) + (D),  pp = emx(R*\D) + e.x(D),

where x denotes the characteristic function.
For a given incident plane wave (E*, H"), solution to the Maxwell equations in free space

VxE = iwumH' inR?,
VxH = —iwe,E" inR3,



the scattering problem can be modeled by the following system of equations

VxE = iwupH inR3\OD,
VxH = —iwepE inR3\OD, (3.1)
I/XE‘+—Z/><E‘_ = 1/><H’+—1/><H‘_:0 on 0D,

subject to the Silver-Miiller radiation condition:

. . x .
lim |z|(y/m(H — H*)(2) X — — \/Em(E — E")(x)) =0
Jal 00 |z]
uniformly in z/|z|. Here and throughout the paper, the subscripts + indicate, as said before,
the limits from outside and inside D, respectively.

Using the boundary integral operators (2.2) and (2.5), the solution to (3.1) can be represented
as [46]

Eix) + iV X SEnp)(2) + V x V x SErlpl(z)  z € R¥\D,
E(z) = ke ke (3.2)
eV x Sgl(x) +V x V x Si[¢](x) x €D,
and ]
H(z) = ———(V x E)(z) z€R3\aD, (3.3)
WHD
_1
where the pair (¢, ¢) € (Hy 2 (div, 8D))2 is the unique solution to
M M o M s - cly ’
k A k‘2 k‘2 k2 A k‘2 i < ¢ ) =
Ly — L C+m>ld+CMCmMm
b b (QNC 24t He b Hm b
(3.4)

Let D = z + B where B contains the origin and |B| = O(1). For any = € 9D, let
T = ¥5% € OB and define for each function f defined on 9D, a corresponding function defined
on B as follows

n(f) (@) = f(z +01). (3.5)

Throughout this paper, for two Banach spaces X and Y, by £(X,Y) we denote the set of
bounded linear operators from X into Y. We will also denote by £(X) the set £(X, X).

_1
Lemma 3.1. For p € H*(div,0D), the following asymptotic expansion holds
Mplel(z) = Mpn(@)](@) + D & M ;[n(9)](@),
§=2

where

M ;In(@))(@) = / Y (@) x Vi x 12 - 57 (o) (@) do (3).

OB 471']'

Moreover, ||M5 .

j”ﬁ( ,%( 5 )) is uniformly bounded with respect to j. In particular, the
’ H 2 (div,0B

vx E?
T\ dwr x HY

oD



_1
2

convergence holds in L(Hy*(div,dB)) and MY, is analytical in 6.

Proof. We can see, after a change of variables, that
Mlpl(a) = [ v(d) x Vi % 6(2,5.000() o).

A Taylor expansion of G(Z, g, dk) yields

S = (0k|E — gl 1 — k)
(@3, 0k) = jgoj%w]a?—g] - 47r]:i—g]+j;5 gt I

hence

V(%) x Vi x |Z — g1 () (§)do(§).

Mpe)(@) = Mpn(@))(@) + Y& / — (k)

= OB 471']'

where it is clear from the regularity of [T—g|7~1, j > 2, that HM%J 1| is uniformly

1
H, 2 (div,0B)

bounded with respect to j, therefore, || M& 5l is uniformly bounded with respect
YL

(H;% (div,0B))
to 7 as well. O

_1
Lemma 3.2. For p € H*(div,0D), the following asymptotic expansion holds

(Lhs — Lhlel(@) = > dwlp jn(0)(@),
j=1

T—gf—2@ -y
=i e @ao) — [ I EEIG 5 o) @ao )

Lli(o@) = @) < ( | i

0B
and
A e
A
wdm(j — 1)!

Moreover, || Lp;|| is uniformly bounded with respect to j. In particular, the con-
L

(H, 3 (div,0B))
_1
vergence holds in L(Hy?(div,0B)) and L%, is analytical in 6.

Proof. The proof is similar to that of Lemma 3.1. O

Using Lemma 3.1 and Lemma 3.2, we can write the system of equations (3.4) as follows:

(¥) e x B

n — Hm — e,

wao) (o) )= | ol i . 30
Em — Ec



where

ka‘"L _ CMkc 1
MId — My + g2 B2 T RTB | o sy L (5Lpy +8Lpa) + O(5)
Wg(d) = Hm — He Hm — He k k
2 3 ggmMBmz —ecMp, 3
— (0Lp1+6°Lp2) + O(8°) Add — Mp+4 57 — =+ 0(6°)
(3.7)
and Mo+ 1 Ecte
N = H7 =< m 3.8
M 2(pm — pae) ) 2(em —€c) (3:8)
It is clear that
_ (A dd—Mp 0
WB(O)_W370_< 0 Ald — Mp )

Moreover,

Wa(8) = Wao + Wa1 + 6 Wa 2 + 0(6%),
in the sense that

IWg(8) = Wpo — 6Wa1 — 8*Wap|| < C8?,

for a constant C' independent of §. Here ||A|| = sup; ; [| A; ;

1 for any operator-valued
Hy, 2 (div,0B)
matrix A with entries A4; ;.

We are now interested in finding ng(é). For this purpose, we first consider solving the problem

(Md—Mp)[¢] =¢ (3.9)

1
for (¢, ¢) € (Hy?(div, 8B))2 and A & o0(Mp), where o(Mp) is the spectrum of Mp.
1

Using the Helmholtz decomposition of H;?(div,dB) in Lemma 2.2, we can reduce (3.9) to an
equivalent system of equations involving some well known operators.

3
2

_1
Definition 1. For u € H;?(div,0B), we denote by u) and u® any two functions in H3 (B)
and H? (0B), respectively, such that
u = VaBu(l) + lerlaBu(Q).
Note that vV is uniquely defined and u® is defined up to the sum of a constant function.

Lemma 3.3. Assume \ # %, then problem (3.9) is equivalent to

_ (1) (1)
(AId — Mp) ( :i(?) ) = < z@) > , (3.10)



3
where (oM, 0?)) € HZ (0B) x H%(HB) and

v —A pKpAsp 0
— OB~ B
Ty = (Sophdan 0 ),

3
Proof. Let (™M, 4?) € HZ (0B) x H%(BB) be a solution (if there is any) to (3.10) where
3
(M, o) € HZ (0B) x H%(aB) satisfies
Y= VaBQO(l) + ClzrlaBgo(z).
We have

(Md+ A M) 1] = oM (3.11)
MW = Rpp] - Kplp®] = . (3.12)

Taking Vyp in (3.11), curlyp in (3.12), adding up and using the identities of Lemma 2.4 yields
(Md — Mp) [Vapp™ + CJTI@BLZJ(Z)] = Vape™M + curlypp®.
Therefore
¢ = Vo™ + curlopy®,

is a solution of (3.9).
3
2

Conversely, let ¢ be the solution to (3.9). There exist (1), ) € H(0B) x H%(ﬁB) and
3
(oM, @) € H2(0B) x Hz(B) such that

¥ = VopyW + curlppp®,
p = Vang(l)—kchlaBgo(z).

and we have B .
(Md — Mp) [Vapp + curlypp®] = Vope™ + curlype®. (3.13)

Taking Vgp- in the above equation and using the identities of Lemma 2.4 yields
Aop(Md+ A pK5005) [ = Agppl).
Since (1), M) € (HO%(@B))2 we get
(Md + 255K A05) 1] = o).
Taking curlpp in (3.13) and using the identities of Lemma 2.4 yields

Aop (WP — R[] - Kp[p®]) = Aope®.



Therefore there exists a constant ¢ such that

M@ — RplpW] — K@) = @ + ex(9B).

Since Kp(x(0B)) = %X((‘)B) we have

@_ ¢\ _ R — @__ ¢ ]_,0
A(w2 >\—1/2> R[] = Kp [0 A—1/2 =t

c

Hence, <¢(1)7¢(2) TA_12

3
) € H; (0B) x H%((?B) is a solution to (3.10) O

Let us now analyze the spectral properties of M B in

3
2

H(OB) := HE(OB) x Hz(9B) (3.14)
equipped with the inner product

(u,v) rom) = (Dapu™, Agpv M)y + (u® vy,

3
which is equivalent to H; (0B) x H%(aB).

By abuse of notation we call u(") and u(?) the first and second components of any u € H(9B).
We will assume for simplicity the following condition.

Condition 1. The eigenvalues of Kp are simple.

Recall that K}; and Kp are compact and self-adjoint in H*(0B) and H(JB), respectively.
Since Kp is the (-, -)7%’% adjoint of K}, we have o(Kp) = 0(K%), where o(Kp) (resp. o(K%))
is the (discrete) spectrum of Kp (resp. K}).

Define

o1 = ol=Kp)\(a(kn) U{-3}),
oy = o(Kp)\o(—Kjp), (3.15)
o3 = o(=Kp)nNo(Kp).

Let A\j1 € 01,7 =1,2... and let ;1 be an associated normalized eigenfunction of K7 as defined
1

in Lemma 2.1. Note that ¢ € H, 2(0B) for j > 1. Then,

i1 = ( Apppia 1 >
” (MNjald —Kg) 'RelAj505.1]
satisfies

-//VlvBW}j,l] = XN1v¥j1-

10



Let A\j2 € 02 and let ¢;2 be an associated normalized eigenfunction of Kp. Then,
0
¢ ¥j,2

Mg [Vj2] = Aj2vj2.

satisfies

(1)

Now, assume that Condition 1 holds. Let A;3 € o3, let ©;4 be the associated normalized

(2)

eigenfunction of K% and let ®ig be the associated normalized eigenfunction of Kp. Then,

ws=| ¢
=2

Mp[v;3] = Aist;s,

satisfies

and A; 3 has a first-order generalized eigenfunction given by

-1 (1)
AT
Vjsg = _ » 1 a 3.16
3:3.9 (\jsld—Kp) 17>Span{@%}gz3[cAmg@g.’g] (3.16)
for a constant ¢ such that P 2) RB[CAflgp(Al)] = —90(2) Here span{cp(?)} is the vector
span{cp;?)} oBYj, 73 ’ J,3

(2)

space spanned by ¢;3, Span{gofg)}J— is the orthogonal space to span{gofg} in H(0B) (Lemma

2.1), and P (resp. P, @)1 is the orthogonal (in H(0B)) projection on span{cpf?))}

pan{e (3} pan{y;
2
(resp. span{g)gﬁ) ).

We remark that the function ;3 4 is determined by the following equation

)

Mg = Njatjsg + ¥j3.

Consequently, the following result holds.

— 1
Propsition 3.1. The spectrum o(Mp) = 01 Uoa Uoz = 0(—K}) U O'(’C*B)\{—i} in H(OB).

Moreover, under Condition 1, MVB has eigenfunctions 1;; associated to the eigenvalues \j; € o;
forj =1,2,... and i = 1,2,3, and generalized eigenfunctions of order one ;3 4 associated to
A3 € 03, all of which form a non-orthogonal basis of H(OB) (defined by (3.14)).

Proof. Tt is clear that A — M is bijective if and only if A ¢ o(—K5)Uo(Kp) \ {-3}

It is only left to show that ;1,v;2,%,3,%j34, j = 1,2,... form a non-orthogonal basis of
H(0B).

11



Indeed, let

w(l)
= ( e ) € H(0B).

Since %(11) U wj(lg) g J = 1,2,... form an orthogonal basis of Hj(0B), which is equivalent to
_1
H, ?(0B), there exist o,k € Iy :={(5,1) U (4,3,9) : j =1,2,...} such that
W =" a A Y,
rely

and

Z |oz,.€|2 < 0.

kel

It is clear that ||w,(@2) ) is uniformly bounded with respect to k € I;. Then

HL:(H%(aB)

hi=3" aw® e H:(0B).

K€l

Since 7,/1](22) ij(.?g) , 7 =1,2,... form an orthogonal basis of H(0B), which is equivalent to H 2 (0B),
there exist ay, k € Iy :={(7,2) U (4,3) : j =1,2,... } such that

¥ —h=3" aw?,
AT

and

Z love|? < 0.

KEI2

Hence, there exist a4, x € I1 U I such that
¢ = Z a,ﬂ/}m
rel Uly

and

Z love|? < 0.

kel Uls

To have the compactness of M B we need the following condition
Condition 2. o3 is finite.
Indeed, if o3 is not finite we have MVB({zbj,g,g; 1> 1}) = {343 + 53 j > 1} whose

adherence is not compact. However, if o3 is finite, using Proposition 3.1 we can approximate

12



M B by a sequence of finite-rank operators.
Throughout this paper, we assume that Condition 2 holds, even though an analysis can still be
done for the case where o3 is infinite; see section 6.

Definition 2. Let B be the basis of H(OB) formed by the eigenfunctions and generalized eigen-

functions of M as stated in Lemma 3.1. For Y € H(OB), we denote by a(1, 1)) the projection
of ¥ into ¥, € B such that

Y= a(t, ).

The following lemma follows from the Fredholm alternative.

Lemma 3.4. Let
¢(1)
Then,

(%%)H(@B)

(e, i) (o)

a(¢a¢m): W K:(jagyg)vﬂ/:(j73)7
_ ks Wr')H(OB) "

(@0, %g)H(aB) - a(dz, ¢Kzg)(¢ﬁg7¢ﬁg)H(aB)

L (Vs Jng)H(aB)

k= (j,i),1=12,

k= (]7 3)7”5] = (]a 3’9)7

where 1;,.@ € Ker(\, — M%) for k= (j,i),1=1,2,3; 1;,@ € Ker(\, — ./\/ljg;)2 for k= (4,3,9) and
M, is the H(OB)-adjoint of Mp.

The following remark is in order.

Remark 3.1. Note that, since pj1 and 4,0513) form an orthogonal basis of Hy(0B), equivalent to
1
H, ?(0B), we also have

(Appy ™), SDj,l))H* k= (j,1),
1

a(y, ) = { %(AaBl/J(l),SDg'g)H* k= (4,3,9),

where c is defined in (3.16).

Remark 3.2. Fori=1,2,3, and j=1,2,...,

(d = M) (o] = 5
(Id ~ M) i) = 2204 V00

A=Az (A= Aag)?

Now we turn to the original equation (3.4). The following result holds.

13



Lemma 3.5. The system of equations (3.4) is equivalent to

n(v x BHM

Hm — He
n(¢>(1) ,,7(1/ % Ez)(Q)
77(1/1)(2) P — M
= m ¢ 3.17
WB(5) (JJT/(QS)(l) U(ZV % HZ)( ) aB? ( )
WW(¢)(2) €m — Ec
n(iv x H*)?)
Em — Ee
where
WB((S) = Wgo+ 5WB71 + (52WB72 + 0(53)
with
Wpo = Audd — Mp 0 N 7
' O Aeld — Mp
1 -
O — LB
I/VB71 — 1 _ Hm — He ,
Lp1 O
Em — €c
R .
M EBe
WB,Q — Hm 1 He E ,Uml MCNE
E€m — Ec b2 E€m — Ec B2
and
—1
— K AdB 0
— aB
o = ( e )
.K‘/l’u _ V ,U'mMB 2 NCM%CQ)v@B AgéVBB : (MmM]E?Q - ,U'CM%CQ)CJIEBB
B2 Bcurlag umMB Y MCM%Q)V@B —Agécurlag(um/\/llfg’f2 — MCM%’Q)curlaB
~— _ AanaB EmMB 5 €CM%72)V53 A(;]_l;VaB . (€m./\/l%’:§ — ECM%VQ)CIII:}aB
B2 330111“183 EmMB ) €CM]§72)V33 —AgécurlaB(emMg’TZ — 80./\/1%,2)0111"133

EB _ AanaB : EB,svaB AgéVaB . ﬁB,sCl;l;laB
” —AgécurlaB£B7sv(93 —AgécurlaBﬁgjscurlaB

fors=1,2.
Moreover, the eigenfunctions of Wpg o in H(0B)? are given by
Ui = ( Vi ) J=0,1,2,..5i=1,2,3,
Uyji = < 0 ) ij=0,1,2,...;:=1,2,3,
Vi
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associated to the eigenvalues A\, — \j; and A\ — \j;, respectively, and generalized eigenfunctions

of order one
Vj3.g
O Y

0]

associated to eigenvalues N, — \j3 and A\ — \j 3, respectively, all of which form a non-orthogonal
basis of H(OB)?.

V13,9

Proof. The proof follows directly from Lemmas 3.3 and 3.1. O

We regard the operator Wg(d) as a perturbation of the operator Wp o for small §. Using

perturbation theory, we can derive the perturbed eigenvalues and their associated eigenfunctions
in H(0B)?.
We denote by I' = {(k,j,i) ck=1,2 = 1,2,...51 = 1,2,3} the set of indices for the
eigenfunctions of W g and by I'y = {(k:,j, 3,9):k=1,2,7=1,2,... } the set of indices for the
generalized eigenfunctions. We denote by «, the generalized eigenfunction index corresponding
to eigenfunction index ~ and vice-versa. We also denote by

- { Ap = Agi k=1, (3.18)

Condition 3. )\, # ..

In the following we will only consider v € I with which there is no generalized eigenfunction
index associated. In other words, we only consider v = (k, 1, j) € I" such that \;; € o1 U o2 (see
(3.15) for the definitons). We call this subset gim.

Note that Conditions 1 and 3 imply that the eigenvalues of Wp ¢ indexed by 7 € I'si, are simple.
As § goes to zero, the perturbed eigenvalues and eigenfunctions indexed by v € I'syn have the
following asymptotic expansions:

7 (0) = T+ 671 + 6272+ O(8), (3.19)
Uy(8) = Wy +00q +0(8%),
where
(Wp1¥,, ‘va)H(aB)2
Tyl = =~ = Oa
(Uy, ¥5) H(aB)?
(WBQ\I’% \IJW)H(aB)Q - (WBJ\IIVJ: \IJW)H(E)B)Q

Tyo = ~ , (3.20)
(\I’% ‘I”Y)H((?B)2

(T/y - WB70)\P771 == —WB71\I]7.

Here, \fIVJV/ € Ker(7,, — Wj ) and W} is the H(0B)? adjoint of W g.

15



Using Lemma 3.4 and Remark 3.2 we can solve ¥, 1. Indeed,

a(—Wp W, U)W, v v,
‘1’7,122 ( B,1*~y v) R Z a(—WB,l\PV,‘I’%)( g + v 2)

Ser Ty = Ty Vel Ty =Ty (Ty = Ty)
¥ #Ey .

By abuse of notation,

a@h”tﬂn) ’Y:(l,j,i),:‘€2<j,i),
A (3.21)

for

and « introduced in Definition 2.

Consider now the degenerate case v € I'\I'sim =: T'qeg = {7 = (k,4,7) € ['s.t A\j; € o3}, It is
clear that, for v € I'qeq, the algebraic multiplicity of the eigenvalue 7, is 2 while the geometric
multiplicity is 1.

In this case every eigenvalue 7, and associeted eigenfunction ¥, will slipt into two branches, as
d goes to zero, represented by a convergent Puiseux series as [13]:

() = 7+ (1) + (1) 5+ O(6%?), h=0,1, (3.22)
U, n(8) = W, + (=D)"6Y20,  + (-1)26%20, 5+ 0(6%?), h=0,1,

where 7, ; and ¥, ; can be recovered by recurrence formulas. For simplicity we refer to [33] for
more details.

3.1 First-order correction to plasmonic resonances and field behavior at the
plasmonic resonances

Recall that the electric and magnetic parameters, . and ., depend on the frequency of the
incident field, w, following the Drude model [6]. Therefore, the eigenvalues of the operator Wp o
and perturbation in the eigenvalues depend on the frequency as well, that is

(0, w) = 7y(w)+ 527'%2(w) +0(8%) v € Tgim,
on(6w) = T+ 0217 (W) + 672 (=1) 7 o (w) + O(6%?), 4 €Tqeg, h=0,1.
In the sequel, we will omit frequency dependence to simplify the notation. However, we will

keep in mind that all these quantities are frequency dependent.
We first recall different notions of plasmonic resonance [12].

Definition 3. (i) We say that w is a plasmonic resonance if |7,(0)| < 1 and is locally min-
imized for some v € I'sim or |7y 4(0)] < 1 and is locally minimized for some v € I'geg,
h=0,1.
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1) We say that w is a quasi-static plasmonic resonance if |7y < 1 and is locally minimized
(ii) y
for some v € I'. Here, 7, is defined by (3.18).

(iii) We say that w is a first-order corrected quasi-static plasmonic resonance if |Ty+527'%2| <1
and is locally minimized for some v € Tgm or |7, + 6Y2(=1)"r, 1| < 1 and is locally
minimized for some v € Iqeg, h = 0,1. Here, the correction terms 7,2 and 71 are defined
by (3.20) and (3.22).

Note that quasi-static resonance is size independent and is therefore a zero-order approxi-
mation of the plasmonic resonance in terms of the particle size while the first-order corrected
quasi-static plasmonic resonance depends on the size of the nanoparticle.

We are interested in solving equation (3.17)

Wg(6)¥ = f,
where
(v x BHW
Hm — He
n(q/})ili (v x Ez)(2)
() -

v = = Hm 'u.c
wn(@® |7k mo ||
WW(¢)(2) Em — E¢

n(iv x H*)?)
Em — Ec

for w close to the resonance frequencies, i.e., when 7,(d) is very small for some v’s € Iy, or
7y.1(0) is very small for some 7’s € I'qeq, B = 0,1. In this case, the major part of the solution
would be the contributions of the excited resonance modes W, () and ¥, ,(4).

It is important to remark that problem (3.4) could be ill-posed if either R(e.) < 0 or R(p.) <0
(the imaginary part being very small), and this are precisely the cases for which we will find the
resonances described above. In fact, what we do is to solve the problem for the cases R(e.) > 0
or R(ue) > 0 and then, analytically continue the solution to the general case. The resonances
are the values of w for which this analytical continuation ”almost” cease to be valid.

We introduce the following definition.

Definition 4. We call J C I' index set of resonances if 7,,’s are close to zero when v € I' and
are bounded from below when v € T'C. More precisely, we choose a threshold number ng > 0
independent of w such that

79| > 1m0 >0 for ve JO.

From now on, we shall use J as our index set of resonances. For simplicity, we assume
throughout this paper that the following condition holds.
Condition 4. We assume that A\, # 0, A\c # 0 or equivalently, pic # —fim, €c # —Em.-

It follows that the set J is finite.
Consider the space £; = span{V,(9), ¥V, ,(0); v € J, h = 0,1}. Note that, under Condition 4, £;
is finite dimensional. Similarly, we define £ as the spanned by ¥, (9), ¥, ,(d); v € J¢, h =0,1
and eventually other vectors to complete the base. We have H(0B)? = £; @ Ee.
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We define Pj(d) and Pjc(0) as the projection into the finite-dimensional space £; and infinite-
dimensional space &, respectively. It is clear that, for any f € H(9B)?

f=Pi@)[f1+ Pr()[f].

Moreover, we have an explicit representation for Pj(J)

PiO)fl= D asf U 0)T(8) + Y as(f, Uyn(8)) Ty 4(0). (3.23)

yE€JNsim YEJNT geg
h=0,1
Here, as in Lemma 3.4,
U (0
aﬁ(f? \II’Y<5)) = (f 7~( ))H(aB)Q S JnN 1—‘simv
(\117(5), \Ij'y(d))H(aBP
U (0
as(f, Won(0) = LB o, o1,
(\I’%h(‘s)a \1177h(5))H(BB)2

where @7 € Ker(7, 1 (8)—W5(8)), V., , € Ker (7, 1 (8)—W;(8)) and W () is the H(9B)?-adjoint
of WB((S)
We are now ready to solve the equation Wg(0)¥ = f. In view of Remark 3.2,

os(f, 94(0))95(9) | T as(f, Uy,n(0))¥y,n(9)

7y(9) YEINT gog T,(9)
h=0,1

+ W5t (8)Pre(8)[f].

V=W 0)lfl=

’YEJQFsim

(3.24)
The following lemma holds.

Lemma 3.6. The norm HW§1(5)PJC(5)||E(H(GB)27H(3B)2) is uniformly bounded in w and §.

Proof. Consider the operator
Wg(8)|se : Pye(8)H(OB)* — Pje(8)H(OB)?,

We can show that for every w and 0, dist(oc(Wg(0)|sc),0) > L, where o(Wp(d)|se) is the
discrete spectrum of Wg(d)|se. Here and throughout the paper, dist denotes the distance.
Then, it follows that

W5 (6)Pre () A1 = W5 () e PG| S ;exm%»wﬁ(a)[ﬂn < ;exp(%)\lfll,

where the notation A < B means that A < CB for some constant C' independent of A and
B. O

Finally, we are ready to state our main result in this section.

Theorem 3.1. Let n be defined by (3.5). Under Conditions 1, 2, 3 and 4, the scattered field
E$ = E — E' due to a single plasmonic particle has the following representation:

E* = 1V X SEn[ip)(x) + V x V x SEnlgl(z) = € R3\D,

18



where

= ! (VBB"Z(D + lerlaB?Z(Q)),

1 ~ S~
¢ = ;n_l(VaBsb(l)+CurlaB¢(2))7

HD
e a(f, U)W, + O0(5) Gy + G(f)Wq 1 +O(8'2)

U= % = 0O(1),
e )

and

(fs ¥ m@B2™ = (F;¥y)m08)2 (7,1 + 70 52)

Cl(f) = a1 ’
(f. V) H(opy
G(f) = 7—(),
a1
ar = (Y, Uy ) mony2 + (Ya1, YY) mon)?2,
az = (Yo, ¥y 2)gamy2 + (Yy2, Uy ) mamy2 + (Y1, Uy 1) mom)2-

Proof. Recall that

v= 3 %(f’%((g)))%(m > %(f’wl;hif()s%@“”h(f;)+W§1<6>PJC<6>[fJ.
y€JNLsim v ye<ff;(11eg )

By Lemma 3.6, we have W5 (8)Pse(0)[f] = O(1).
If v € J N Tgim, an asymptotic expansion on § yields

a5 (f, ¥4(0))W+(9) = a(f, Uy) ¥y + O(0).

If vy € JNTgeg then (¥, \ify) H(oB)2 = 0. Therefore, an asymptotic expansion on § yields

-1 h 7@ L
as(f, Wy,n(0))Wan(8) = ( )({5—172)51(8]9) L

1 ~ ~ a ~
. (((f, Uy )r@s?2 — (f, YY) m0B)? afi)‘h + (f, ‘IJ’y)H(BB)Q\I"y,l)

+0(8%/?)
with
a = (¥, ~%l)H(aB)2 + (¥q,1, \TIW)H((?B)%
az = (Vy, Uy 2)gamy + (Yy2, Va)ron)y2 + (Ya1, Ya1) mom)2-
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Since 7,4 (8) = 7y + 6Y/2(=1)"7, 1 + O(5), the result follows by adding the terms

as(f, Vy,0(6)) ¥y ,0(5) as(f, ¥y,1(0))¥y1 ()

and
77,0(5) 7’771(5)
The proof is then complete. O
Corollary 3.1. Assume the same conditions as in Theorem 3.1. Under the additional condition
that
. 3 .
Lin |7y (0)] > 07, L 7 (8)] >4, (3.25)
we have
) 5 v 1 512
v= Y a(f, ¥y) 7+O()+ 3 )Py + G2(f) ;,14—0( )+O(1).
Ty + 027y 2 T2 — 072,
YE€JNsim ’ YEJN deg Y Y

Corollary 3.2. Assume the same conditions as in Theorem 3.1. Under the additional condition
that

. 2 : 1/2
Lin [y (0)] > 07, L |7 (0)] > 677, (3.26)
we have
a(f, v )., + 06 a(f, v, v, v
v = Z (f ’Y)T’Y ()+ Z (fT’Y) ’Y‘i‘a(f,\IJ%g)( 7:Y9_’_7—;>+O(1)
YEJNLsim v yeJNIge 7 v Y
g
Proof. We have
. -1 e Oéa(fa ‘117,0(5))‘11%0(5) aé(ﬁ \117,1(6))\11%1(5)
}g% WB (6)Pspan{‘1/%0(5),‘1/%1(5)}[f] - %g% 7_%0(6) + 7_%1(6)
= WB?})((S)PSpan{\IIA,,\IJWQ}[f]
_ a(f, ‘I’v)‘l"y Vg &
= 77_7 +a(f,Vyg) - + 7_72 ,

where v € JNTqgeg, f € H (0B)? and )PspanE is the projection into the linear space generated
by the elements in the set F. O

Remark 3.3. Note that for v € J,
7y ~ min {dist(\,, 0(K5) U —a(K}3)), dist (A, 0 (K3) U —0(KB)) } -

It is clear, from Remark 3.3, that resonances can occur when exciting the spectrum of Kj
or/and that of —K7}. We substantiate in the following that only the spectrum of K}; can be
excited to create the plasmonic resonances in the quasi-static regime.
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Recall that
n(v x Ei)(l)

Hm — He
n(v x B3
F=1 s s :
n(iv x H") on
Em — E¢
n(iv x H*)?)
Em — Ec

and therefore,

o= n(v x Ei)(l) _ Agévag -n(v x El)
Hm — He Hm — He

Now, suppose v = (1,4,1) € J (recall that J is the index set of resonances). Then 7, = X\, — A1 ;,
where A1 j € 01 = 0(—K})\o(K%). From Remark 3.1,

1 ‘
a(f, ¥y) = (Ao fr,pj)n = a(f, Vy) = ———(Vop - n(v X E*), pj 1),
Hm — He
where ;1 € H;(0B) is a normalized eigenfunction of K;(0B).
A Taylor expansion of E? gives, for x € 9D,

; 2 (z—2)P0PE (2

P
Thus
(v x B')(&) = n(v)(Z) x E'(2) + 0(3),
and
Vop-n(v x E)(#) = —n(v)(@) -V x E'(z) + 0()
= 0(9).

Therefore, the zeroth-order term of the expansion of Vg - n(v x E?) in § is zero. Hence,

a(f,0,) =0,
In the same way, we have

O[(f7\117) = 07
a(f’ \II’Yg) =
for v = (2,4,1) € J and 74 such that v € J.

As aresult we see that the spectrum of —K7% is not excited in the zeroth-order term. However,
we note that o(—K7%) can be excited in higher-order terms.
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4 The quasi-static limit and the extinction cross-section

4.1 The quasi-static limit

In this subsection we recall the quasi-static limit of the electromagnetic field at plasmonic reso-
nances. The formula was first obtained in [6], but it can be derived by pursing further compu-
tations in Corollary 3.2.

We first recall the definition of the polarization tensor

M(\, D) = /8D()\Id — Kh) " [v](2)x do(x), (4.1)

where A € C\(—1/2,1/2). The polarization tensor is a key ingredient of the quasi-static limit,
or zeroth-order approximation, of the far-field.

Theorem 4.1. Let d, = min {dist(\,, o(K}) U—a(K3)),dist(Ae, 0(K}) U—0(K%))}. Then,
for D = 24+ 6B € R? of class C* for 0 < a < 1, the following uniform far-field expansion holds
4

_Zo;/LmV x Ga(x, 2, k)M (N, DYH' (2) — w? umGa(x, 2, k) M(Az, D)E'(2) + O(?)’

E* =

where
1

Gd(ﬂ?, 2, km) = ‘Sm(G(xv 2, km)ld + k2

DgG(m,z, k:m))
is the Dyadic Green (matriz valued) function for the full Mazwell equations.

4.2 The far-field expansion

The following lemma deals with the far-field behavior of the electromagnetic fields. We first
recall the representation for the scattering amplitude.

Lemma 4.1. The solution (E, H) to the system (3.1) has the following far-field expansion:
etkmlz| 1
Ef(z) = ——— Ao (2 —
(2) Tl (z)+ 0O < . )

Z

as |x| — 400, where T = Eik

Ao (&) = —iptmbmd X / e~ T V(y)do (y) — kopd X & X / e TtV (y)do(y),
oD oD

and

H* el A o2
(@) =~y & ¥ A=)+ (m)

The following result is known as the optical cross-section theorem for the scattering of elec-
tromagnetic waves [24].
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Theorem 4.2. Assume that the incident fields are plane waves given by

E’(x) _ peikmd-ac7

Hi(z) = dx pemde
where p € R3 and d € R with |d| = 1 are such that p-d = 0. Then, the extinction cross-section
s given by

47rc\

Qext_\s[

i p-Aoo(d)},

pl?
where Aso 18 the scattering amplitude.

Doing Taylor expansions on the formula of Theorem 4.1 gives the following proposition,
which allow us to compute the extinction cross-section in terms of the polarization tensor.

Propsition 4.1. Let & = x/|x|. The following far-field asymptotic expansion holds:

k2] o o
Es = _ZW (wumkmezkm<d—$>'2(gz x Id)M (A, D)(d x p) — k2, (@2 (1d — 33" M (., D)p)
78
1 54
+0(1) + 030,

Then we have, up to an error term of the order O(%),
Ao (%) = Wptmkme™ =% (3 5 Id) M (N, D)(d x p) — k2, @=D=(1d — 33") M (\., D)p.
In particular,
Aco(d) = itk (d x Id) M (X, D)(d x p) — k2, (Id — dd") M (., D)p,
where M (Ay, D) and M (X, D) are the polarization tensors associated with D and X = X\, and
A = A, respectively.
5 Explicit computations for a spherical nanoparticle

5.1 Vector spherical harmonics

Let 2 = ﬁ For m = —n,...,nand n = 1,2, ..., set ¥Y)” to be the spherical harmonics defined

on the unit sphere S = {x € R3,|z| = 1}. For a wave number k > 0, the function
Vngn (k5 2) = Wi (k|2 Y, (2)

satisfies the Helmholtz equation Av+k?v = 0 in R?\ {0} together with the Sommerfeld radiation
condition

lim (avn’m (ks x) — ikvpm(k; az)) =0.
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Similarly, let vy, ,(z) be defined by

Un,m () = jn(kl2|)Y" (),

where j, is the spherical Bessel function of the first kind. Then the function v, ,, satisfies the
Helmholtz equation in R3.
Next, define the vector spherical harmonics by

1
Upm = ———=V3sY,"(2) and V,;,=2xUypn
n(n+1)

for m = —n,...,nand n =1,2,.... Here, € S and Vg denote the surface gradient on the unit
sphere S. The vector spherical harmonics form a complete orthogonal basis for LZ(SS).

Using the vectorial spherical harmonics, we can separate the solutions of Maxwell’s equations
into multipole solutions; see [41, Section 5.3]. Define the exterior transverse electric multipoles,
ie., -2 =0, as

E,{Ex —v/n(n+ )R (k|z|) Vi (2), -
HER @) =~ ox (= Vi T DD (e Vi (), o)

and the exterior transverse magnetic multipoles, i.e., H - x = 0, as

HTM (3 \/Tﬂh (k|z]) Vi ().

The exterior electric and magnetic multipoles satisfy the Sommerfeld radiation condition. In
the same manner, one defines the interior multipoles (E;;F e HY HTE ) and (E’;{ MoHT HTM) with S
replaced by j,, i.e.,

(5.2)

ELE (z) = —y/n(n+ 1) jn(k|2]) Vom(2), -
HTE(ZL‘) VXETE() ()
wp
and _
Hyy ot () = —v/n(n + 1) (k[2]) Vam(2), 5.
EMM(2) = 2V x HM (). '
9 we 9
Note that one has
1 1
v x B8 () = Y a0 @) + MO ey @0 (55)
and
~ n(n-+1 R n(n+1 A
v x BB (ki) = Y g () Un(@) + M ey @2 (50
where

Tn(t) = jn(t) +tin(t),  Ha(t) = b @) + (b)Y ().

24



For |z| > |y|, the following addition formula holds:

o . n
ik € = T
n=1 m=—-n
> ik " TE T
— ETE
2y 2, FAEED

Alternatively, for |z| < |y|, we have

> ik € = .

G(z,y, k)] =— Z w(nt )5 Z EIM(2)Eq(y)”
n=1 m=-—n
— ik ~ =

_ %Z > Vonm (@) Vonm®)T.

n=1m=-—n

5.2 Explicit representations of boundary integral operators

Let D be a sphere of radius » > 0. We have the following results.

Lemma 5.1. Let 0D = {|z| = r}. Then, for 1’ > r, we have

v %V x Sh U]y = (k) B (') T (k) U,

2
v XV % Sh Vil [y = ki (kY (k1) Vo,

vx VxV x5 [Unvm”r:;|:r’ = —ikgjn(m)%n(m’)vn,m,
v XV xV x §]’3[vn,m]y|§|:r, = ik(kr)2jn (kr)hD (k'Y Up.m.
Forr' <r,
v XV % SpUnml| iy = (=ikr)ju(kr') Ho (k) Unm,
v XV X §g[vn,m]\;|:T, = ik?jjn(kr’)hg)(kr)vmm,
VXV XV X S Ul = —ik%jn(kr/)Hn(kr)me,

VXV xV x §]’g[vn,m]\;|:r, = ik(kr)?jn (kr )RS (k) Up .

Proof. We only consider (5.9). The other formulas can be proved in a similar way.

25

(5.8)

(5.13)

(5.14)
(5.15)

(5.16)



From (5.5), (5.6), and the definitions of ELE  ET'M ETE and E;‘fm, we have

n,m? n,m?

Ve X G(x y,k:)U m(9)

:_Z n+1 Z V x P (@) BT (y) - Uy o(9)
+Z Z V x ETE (2)ETE,(y) - Upa(6)
n= 1

i

-1 . R
M Z V x ETM fg;jn(kﬂUn,m(y) : Up,q(y)

m=—n

( 1)]n(kr)vn,m(g) : Up,q(:&)

Zm > vk

m=—n

for |y| = r and |z| > |y|. Therefore, we get on || =7

V x S’%[Un,mHJr = vx X G(Jfay, k)Un,m(Q)
ly|=r
kr 1
= j kr)(V x ELY J— 5.17
MO (kr)( (@)} (5.17)
Since .
™ _ TE 2pTE
VXEPH —EVXVXEPM ;k p,q
we obtain
&%V x S Unml|, = e Fu (k) (@ % BT (@) ai=r
T n(n+1) ’
= (—ikr)h{) (kr) Ty (kr)Upm o || =7,
which completes the proof. O
Note that

v XV x S]], = (5T + M6 on 9D,
and recall the following identity, which was proved in [46],
v XV xVxS8hl¢] = LE[4] on dD.
Form = —n,...,nand n=1,2,3,..., let Hy ,,»,(0D) be the subspace of H(0D) defined by
H,,m(0D) = span{Up m, Vm }-

Let us represent the operators M and ED explicitly on the subspace H,,,(0D). Using
Unms Vanm as basis vectors, we obtaln the following matrix representations for M’B and £kD
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on the subspace Hy, p,(9D):

1
A — 5 ikrh(Y (kr) T (kr) 1 0 | (5.18)
0 3 + ikrjn (kr)Hy (kr)
and 0
. 0 ik(kr)2 5, (kr)hy’ (kr)
£h = (—ikjn(kr)Hn(k:r) 0 > ' (5.19)

5.3 Asymptotic behavior of the spectrum of Wg(r)

Now we consider the asymptotic expansions of the operator Wp(r) and its spectrum when r < 1.
It is well-known that, as t — 0,

. " 1
Inlt) = (2n+ D! (1 220+ 3)t2 * O(t4)>’
R () = —i((2n — 1)) (1 + th + O(t4)>. (5.20)

By making use of these asymptotics of the spherical Bessel functions, we obtain that

TN D) = (E)n{+2( e )(;)nf_ o) e (é)mt*o(’fg)’

2n+1 2n —1)(2n+1 2n +1)(2n + 3) \¢
.. ~ —n nl —-n+2 I\~ n t\n
nOHa(l) = 57275 ( ) it 2(2n — 1)(2n + 1) (2) bt 2(2n + 1)(2n + 3) (2) t+0(t"),
.. 1 t ”1 1 t\"- 1 t\ n+l
im0 = 5 1 <*> it neEn (%) e @En 3 (*) t+0(t%),
‘ ( (n+1)/t\n1  (n+1)(—n+2) st\n- n(n+ 3) t
i) Hn(?) = + (? it neEnty (?) " ent DEnt 3) (%) t+0(t),
(5.21)
for small ¢, < 1 with t ~ .
So, we have
(=1) kr)?r 0
Mh o= | 2@n+1) (k) . + 00, (5.22)
0 2@n+1) + (kr)?s,
and
ck ( ( 1)2 ' Tp”) + o (5.23)
= | n(n+ ), .
T gt e /
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where

n(n + 3)

2(2n+1)(2n+3)’

(n+3)

2(2n+1)(2n+3)’

n

1
LT
 (n+1)(n—2)
™= 50n—1)@n+ 1)
_ n+1
T TS —1)@2n+ 1)
n—2
Sp = —

Therefore, we can obtain

2(2n — 1)(2n + 1)

+ 2(2n+1)(2n+3)°

Wa(r) = Wpo + 1 Wp1 +1r*Wga + O(r?),

0
0
0
D

Ae —

i

eSn

)

where
(-1)
Ay — ——— 0 0
Boo@2n+1)
1
0 Ay— ————— 0
Wh o — B22n+1)
B0 = 0 0 (—1)
°2(2n+1)
0 0 0
0 0 0 wCyupn
- 0 0 wClugn 0
Wa,1 = 0 wC.p, O 0
wCeqn 0 0 0
w?Dyry, 0 0
_ 0 wQDlLsn 0
Wa, = 0 0 w?D.r,
0 0 0 w?
and
C = He€e — UmEm C. — He€e — UmEm
a Hm — He ’ ‘ Em —Ec
D, = Sele = Embn py _ Eolte — Enbm.

Mm — He

Em — Ec

1

2(2n + 1)

(5.24)

(5.25)

(5.26)

(5.27)

(5.28)

(5.29)

By applying the standard perturbation theory, the asymptotics of eigenvalues of Wg(r) are
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obtained as follows: up to an error term of the order O(r?),

(_1) 2 Pndn 3
A\ 72(271 .y + (rw) C’ECH)\M i w—— + Dyrn | +O(r°),
A——%L—+wm200 Pnin 4 Dosy| + 003
o202n41) TTENL = Ae — Dn . ’
(_1) 2 Pndn 3
c 72@71 1) + (rw) CECH}\& et P + D.rp, | + O(r?),
1 Pndn | 3
Ae 72(2714_1)—1—( w)? [C’ C’ui)\ — —pn+D€Sn_ +0(r),

and the asymptotics of the associated eigenfunction are given by

C
@Q&MT+Mjfi?%;mﬂﬂJF+OW%
" € n

C- 1
2n+1A, — A —pn

[O’l,O,O]T—G—Tw {0707170]71_‘_0(7“2)’

C
[0,0,1, O]T + Twﬁ[ov 1,0, O]T + O(T2),
e m n

C 1
0,0,0,1]7 4+ r;o—* [1,0,0,0/ + O(r?).

2n+1X — Ay —pn

5.4 Extinction cross-section
In this subsection, we compute the extinction cross-section Q°**. We need the following lemma.

Lemma 5.2. Let D be a sphere with radius r > 0 and suppose that E' is given by

o n _
= Z Z OZZIEE};,F(:E )+ anl E ( 7km)7

n=1l=—n

for some coefficients aTlE,aTlM. Then the scattered wave can be represented as follows: for

|x| > r,

}: }: alFSTEEN (25 k) + ol M SITMET M (23 k),

n=1l=—n

TE TM
Sn Sn

are given by
STE _ ucjn(kcr)jn(ktmr) - Nm.]n( mT )Jn(k(;?“)
U (ke () = e (her)H (k)
STM _ 5cjn(kcr)u7n(kmr) - €mjn( m?“)jn(k'c?")
emTn(ker)hy) (kmr) — ecjn(ker)H (kmr)

where and
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Proof. Let E* = ET:LF E(x; km). We look for a solution of the following form:
B aEiF(m;kc), x| < r
E;‘af(x, km) + bE?;]lE(:U; km), |z| > 7.
Then, from the boundary condition on 9D, we easily see that
dnlkmr) N _ [ dnker)  —h (k) ) (a (5.30)
i T (k) L Tn(ker)  —7=Hn(kmr) | \b) '

Therefore, the coefficient a and b can be obtained as follows:

(1/@)_ dnlkwr) WO kr) \ [ dalker) A (k) <1>
bfa)  \ G=Tnlkmr)  =Ha(knr) o TIn(ker) - Ha(ker) ) \O)
_ tmbwt (A (k) A5 (k) (jnufcr))

i\ Talkmr)  gnlkmr) ) \oTnlker) )

Hn(kmr)jn(kcr) - Mﬂhgl)(kmr)jn(kcr)
= —ik,.r "; , (5.31)
_jn(kmr)jn(kcr) + fjn(kmr)jn(kcr)

where we have used the following Wronskian identity for the spherical Bessel function:

InVHa(0) = D0 Ta() = ¢ (G (1) = G OBV 0)) = .

Therefore, we immediately see that

_ chn(kcr)jn(kmr> - ijn(kmr)jn(kcr>

b .
pians T (et )BSE (k) — i (ki) H (Ke)

Now suppose that E? = Eﬂ\/" (x; k). We look for a solution in the following form:

B cﬁﬂw(aﬂ;kc), x| <,
Eg;?/[(x, km) + dEﬂw(:v; km), |z| > 7.

Then, from the boundary conditions on |z| = r, we obtain

LTulker) EHa(ker)\ (e _ (e Talknr) 2 Ha(kar)) (1
( jn(kc"") hg)(kﬁcT) ) (0) o < jn(kmr) hgll)(kmr) ) (d) . (532)

By solving (5.32), we get

5cjn(kcr)jn(kmr) - Emjn(kmr)jn(kcr)

d= 1
Emjn(k'cr) 1(1 )(kmr) - Ecjn(kCT)H(ka)
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By the principle of superposition, the conclusion immediately follows.

O
We also need the following lemma concerning the scattering amplitude Ao
Lemma 5.3. Suppose that the scattered electric field E° is given by
o0 n
=Y > Bl Bl (wikm) + B Eq ) (x5 k)
n=1l=—n
for R3\ D. Then the scattering amplitude Ay, can be represented as follows:
47r . i
=3 >0 D 1) (V) + (B )
E€m
n=1l=—n
Proof. 1t is well-known that
(1) L g _imtin
hy, (t)wzee 2 as t — 00,
and 1
(hDY (t) ~ gefte*i%” as t — oo.
Then one can easily see that as |z| — oo,
TR etkmz| 1
B km) ~ — Fl] e 2 Ty/n(n+ 1)V, (2)
m
and A
™ ctkmlz| .
E, (@ k) ~ — Tvn(n+ 1)Uy, 1(2).
’ m‘33| Em
By applying these asymptotics to the series expansion of E* the conclusion follows.
O

A plane wave can be represented as a series expansion. The following lemma is proved in
[36].

Lemma 5.4. Let E' be a plane wave, that is, E'(x) = pe®*m4® with d € S and p-d = 0. Then
we have the following series representation for a plane wave as follows:

Z Z oy TEE (3 k) + afﬁv’TMEzy(m;km),

n=1l=—n

where

pw,TE (_1)47mn .
« = ——1(Vyi(d) - p),

prM ( 1)47” Em .
ol \/TH (U 1(d) - p).

Now we are ready to compute the extinction cross-section Q.
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Theorem 5.1. Assume that E'(x) = pe*nd® with d € S and p-d = 0. Let D be a sphere with
radius v. Then the extinction cross-section is given by

00 n T 3
Q=2 >, ;S |13|2% (=DSFF(Vau(d) - p)* +iS; M (Una(d) - p)*) -
n=1ll=—n ™M

Moreover, for small r > 0, we have

1

ext (—1)(477ka)3(\ 2 fie — fim 9 2 ¢&.—€m 2
- 3 Vi(d) - S (Uny(d) -
Q l:z_l k%n’pp v 13 2 + ,U/c( 1’1( ) p) + 32, + 5c( 171( ) p)

+ O((kmr)h).

Proof. Let us first compute the scattering amplitude A, when E? is a plane wave. From

@) =3 3 T )

ik
n=1l=—n m
pw,TE oTE ~ Hm pw,TM «TM
X (anl S, VnJ(:L')—i—,/—8 a,, S, Uny
m

=22 (ZZT)? (“1)SEE(Voa(d) - ) Vo + i3 ™ (Un(d) - p)Un) -

n=1l=—n

Therefore, we have

Qeact _ 4l% |:p ) AOO(d):|

=>_ > ;S )5 (=1)STE(Vu(d) - p)? +iSIM(U,.(d) - p)?) -

Now we assume that r < 1. By applying (5.20), one can easily see that

2 (:UJC - Mm)(kmr)g

STE _;Z O 4
S T G
2 (e — sm)(kmr)?’
STM _ ;- o) 4
! '3 2em + ¢ +0(),

STE STM — O(r*),  for n > 2.

Therefore, we obtain, up to an error term of the order O(r?),

gt 3 CDimy (Z.zmc—umkar)?’ .

k2, |p|? 3 2m + e

I=—1

The proof is complete.
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6 Explicit computations for a spherical shell

6.1 Explicit representation of boundary integral operators

Let D, and D, be a spherical shell with radius rs and r. with rs > r. > 0. Let

(Emalum) in DC?
(&M) = (5&#3) in Dy \DCa
(Em, ptm)  in R3\ Dy.
Let
Tc
p=-".
Ts

The solution to the transmission problem can be represented as follows

1V x S5 [Ws)(@) + V x V x Sg; [64] ()
+11cV X S5 [ () +V x V x Sf5 [6e)(x) @ €D,

15V x S5 ) (2) + V x V x S [04] ()

Blz) = eV x S [](2) 4V x V x S (b)) weDA\D, OV
E' + ¥V x S5 [s)(@) + V x V x SB[ ()
{ HumV X Sprwe(x) + V x V x Sp(oc(z)  z € R3\D;,
and .
H(z) = ———(V x E)(z) zecR\AD, (6.2)
WD

_1 _1
where the pair (¢, ¢s, Ve, dc) € (Hp ? (div, 8DS))2 x (Hp?(div, 8DC))2 is the unique solution to

1/}5 /lps Vv X _EIZ
weh | 95| . ( Wi Wiy ) ¢s | _ | dwrxH
wc W281h W282h 1/%: 0
Pe Pe 0
with
s T 1 ks ki ks ko
o s ] m[d+usMDs—umMDs Ly =LY
11 — k2 k2 k2 k2 ,
Eks _£km ( s + m >Id_|_s_/\/tké _7ka,’m
Ds Ds 2 2m, Hs Ds Hm Ds
(6.3)
MsuxVxS’ffc—umyxVxSf)T uxVxVxSﬁi—uxVxVxSﬁ'Z
ng = Sk Skm k? ks k?n Sk ’
vXVXVXSE —vXxVXxVXx8Sg —vxVxSy ——vXxVXSy oD,
Hs Hm
(6.4)
—ucyxnggcs%—usuxVxS%s —yxVxVxSchs+yxVxVxS%S
Wsh — _ g k’2 - k2 B
. —VXVXVXSIZ)CS+VXV><V><SK —M—CVXVXS%S+M—SV><V><S§S oD
C S
(6.5)
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,UC + luS Id /_,LCM + MSM]BSC _Eke ﬁks
Wi = k k ke k2 ke K3k
_E c + E s _ < C + S ) d _ 7CM c S M s
De De 2pe  2ps e ,Ufs ¢

(6.6)
Note that Wi and W3} are similar to the operator in left-hand side of (3.4). In the previous
section for the sphere case, we have already obtained the matrix representation of this operator
and its asymptotic expansion.
By Lemma 5.1, we can represent v X V X g’f)“m‘:ﬂ and v x V x V x %\|x‘:T/ in a matrix
form as follows(using Uy, m, Vi,m as basis):
(i) For ' > r,

S| = (—ikr) T (k)R (k') o0 6.7
Dilel=r 0 ik o (k)M (k') )

S 0 ik(kr)2 g (kr)h S (k') Y

VX VXV X SP g = ( ik o () 0 ; (6.8)
(ii) For 7’ < r,
- | (=ikr)ju (k' Hy (kr) 0
VXV X SPper = ( . k2 e D ) ) (6.9)
: 2 n (1)

VXV XV X Sl = ( —ikéjn(lgw)ﬂn(kr) ) J”“E’f o (87 ) . (610)

Using the above formulas, the matrix representation of the operators W5 and Wi can be easily
obtained.

We now consider scaling of Wsh. First we need some definitions. Let Dy = 2z + r, By where
B; contains the origin and |Bs| = O(1). Let B, be defined in a similar way. For any € 9D, (or
0D.), let T = £= € 0B, (or 0B, with r, replaced by r.) and define for each function f defined
on 0D, (or 0D ) a corresponding function defined on B as follows

ns(f)(@) = f(z+7:2), n(f)(@) = f(z+ 7). (6.11)
Then, in a similar way to the sphere case, let us write
vxX E?
UE (ws) nﬁ(EmX_Hs.))
wx H*
Weh(r, w)s(¢s) _ %
B ( ) nc(wc) : 0‘S
wie(¢e) 0

Using (Un,ms Vams Unm, Vim) X (Un.ms Vi, Unm, Vim) as basis, we can represent Wéh(rs)
in a 8 x 8 matrix form in a subspace Hy, p,(0Bs) X Hpm(0B:). Then, by using (5.21), their
asymptotic expansion can also be obtained.
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Here, the resulting asymptotics of the matrix Wgh are given as follows. Write

Wi (rs) = Wil + 1V + r2Wi + O(rd), (6.12)
where
A F Qo
Wih = (e ) + ( o o) 6.13
Bo ( A,LL,:—: RO,n _PO,n ( )

P h <P2 n Q2n >
Wsh _ ,n ,n , Ws — s s .
B (Rl,n Pl,n) B2 RQ,n *PQ n

)

Here, the matrix P;,, @, and R;,, are given by

)‘H DPn
A —p
A, = “ Pyn = "
,E )\E ) 0,n P )
Ae —DPn
In fn
QO,TL = ;02 fn g ) RO,TL - In fn ;
n
In gn
Cupn D,ry,
Cuq D,s
P, = pin Py, = pn
l,n w Cgpn ) 2,7l w Dgrn )
Ceqn D.sy,
Cubn D,ry
_ Cudn _ 2 D,ugn
Ql,n = wp Csﬁn ) Q2,n =wp DE’FTL )
Cegn D.sp,
Cupn D,én
_ C.4q _ -D,r
R17n = (_1)wp ! Cgﬁn qu 9 RQJL = 0.12,0 ! pem Degn
Caén _Da"zn
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Here, pp, qn, T, Sn are defined as (5.24) and pr, Gn, Tn, 5n, Dy, and D, are defined as follows:

n n n-1"m + 1
p— —_— pu— 6.14
= W= (6.14)
~ 1 n+1
_ 6.15
Pn= g0 (6.15)
~ n+1)(n—2 n(n+3
22n—1)(2n+1) 2(2n+1)(2n +3)
- n+1 n (n+3) 2
- _ 6.17
" T en— D+ D’ T 2@n+ DEn+3)” (6.17)
: n—2 n+1 n n+3
=— 6.18
S T en—DeEa+ D" T 2en+DEn+3)” (6.18)
and
D, =SS Emi gy EhMs — S, (6.19)
Hm — Hs Em — Es
6.2 Asymptotic behavior of the spectrum of Wg(r,)
Let us define )
Nh= . \/1+4 1)p2nt,
Note that +\5" are eigenvalues of the Neumann-Poincaré operator on the shell.
It turns out that the eigenvalues of ng% are as follows
YA A WD N AP WD VN
for n =0,1,2, ..., and their multiplicities is 2. Their associated eigenfunctions are as follows:

A+ )\Zh — E? = (/\;ih + pn)e1 + frnes, ES = (/\zh — pn)e2 + gnes,

)‘M - )‘Zh — E:(S) = (_)\flh +pn)el + fnes, EZ(L) = (_)‘Zh _pn)e2 + 9nes,

A+ EYi= (Nt p)es + foer, EQ = (A —p,)es + gnes,

Ae =Nt — B = (=Xl +pa)es + faer, B = (—\3 — pn)es + ges,
where {e;}?_; is standard unit basis in R®.

To derive asymptotic expansions of the eigenvalues, we apply degenerate eigenvalue pertur-
bation theory (since the multiplicity of each of these eigenvalues is 2). To state the result, we
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need some definitions. Let

(L —pn)arn —bip T _C (=L —pp)ain —biy
T R V- 1V TR
(L +pn)a2,n - b2,n Tyr = C (_L +pn)a2,n - b2,n
| B9 2| ’ e | B9 E?| ’
(L - pn)a3,n - b3,n (_L - pn)ai’),n - b3,n
| B3R ’ | B3| Eg)| ’
L+ pn)asn — by —L + pn)agn — by
|E3||E3)] ’ | B3I E?| ’

Tien = Cs

T25,n = C&

T36,, = C:

T30 = C:

Tusn = Ce( Tarn = Ca(

C C C C
T2 = CZ Ti6n, Tsan= C’g Tigpn, To1n= FZT%,m To3n = C:T27 n

c C C C
Tropn = C:T36n, Trgp = Cj T38n, 1810 = ?’:T45,n, T33n = CZT47n7

where

a1n = ()\ sh +pn)Qn + pfanm
a2 n = ()\Zh - pn)pn + PGnPn,
)\Sh +pn)Qn + pfndn,

aszn = (
a4.n ( )\Sh pn>pn + PInDn;

and

n = fnGnGn +p ! )\ +pn)gnQn7

(
n = fngnbn + P 1(>\ sh _pn)fnpm
b3n = frgnGn +p~ 1( /\ +pn)gnQna
(=A

b4,n = fngnpn +p -1 pn)fnpn

We also define

N+ D) (SR + po)rn + pfafn) + Ful(N + D) p ™ 50 — furn)

K, =D,

|EDJ? ’
Ky, = D#gn((_)‘fzh + pn)pilfn — GnSn) + ()‘fzh - pn)((AZh — Pn)Sn + Pgngn)’
| E3)|?
Kao =D (_)\Zh +pn)((_/\%h + Pn)rn + pfnTn) + fn((_)\fzh + pn)ﬁrlgn — [nTn)
3,n — W |E§)‘2 )
wr — p 9 +P0)p™ 0 = gsn) + (AT = Pa) (ZAT = Pn)sn + Pgnn)
D D D D
K5,n - FZKLna KG,n - F;K2,n7 K7,n - F;K3,n7 KS,n - FZK4,7L-
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Now we are ready to state the result. The followings are asymptotics of eigenvalues of Wgh(rs)

Tio T TianT,
Au A+ A+ (row)? ( ;6’”_ 6;" v _18; f;&sh + Kl,n> + 0@,

At de o (o)’ <T;6 n_T GAM A T_ls;Tf;ASh >

Ao — Ae + (rsw)? <AM1:36;T_63273511 Tis "_8;’” + K3n> +O(r
Ao = A + (row)? <)\“136;T_63235h + Tis "_Ei\?’" + K, n> +O(r
A + A+ (rsw)? <Tj”T25” T54)\”?52”)\5h > +O(r
Ae + A+ (rsw)? <Tj”T25” T54)\”?52”)\5h > +O(r
Ae = Mt (rsw)” <)\€ {HAHT—WznAsh T;M_ 4)\7n * K”) ot

Tro.nTo7, T74nTu7,
Ae — Ay + (rsw)? <)\€ — /\Z = 2”/\%]1 + )\gn_ )\: + K, | +0(rd).

We also have the following asymptotic expansions of the eigenfunctions:

Ti6,n T8 n
EO s EO s EO O 2
1+T$“’<A S VAU W W ¥ 8>+ (ra),

T27 n 0

EY +rsw <)\ijn)\ E? + m 7) +0(r2),
ES +ryw <)‘u _:I;BGE o Eg + )\MTgi’T;\E Eg) +0(r3),
B+ s (52 i B 1 B ) 060,
EY + rsw <)\Z5i7i\ E9 + Iy _12547:_ 2)\shE2> +0(r9),
Ef +raw (Afﬁ_“; B + %Es?) +0(r3),
B+ (s B ) 002,

Interestingly, the first-order term (of order ¢) is still zero in the asypmtotic expansions of
the eigenvalues. This is due to the fact that degenerate eigenfunctions does not interact with
each other.
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7 Plasmonic resonances for the anisotropic problem

In this section, we consider the scattering problem of a time-harmonic wave u’, incident on
a plasmonic anisotropic nanoparticle. The homogeneous medium is characterized by electric
permittivity ,,, while the particle occupying a bounded and simply connected domain 2 € R?
of class C1® for 0 < o < 1 is characterized by electric anisotropic permittivity A. We consider
A to be a positive-definite symmetric matrix.

In the quasi-static regime the problem can be modeled as follows

V- (emldx(R*\Q) + Ax(Q))Vu =0,

. (7.1)
ju—u'| = O(|z[7?), |z| = +oo,
where x denotes the characteristic function and u’ is a harmonic function in R3.
We are interested in finding the plasmonic resonances for problem (7.1).
First, introduce the fundamental solution to the operator V - AV in dimension three

GA(z) =

1
4y /det(A)| Az

with A, = VA~ From now on we will note G4 (z,y) := G4(x — y).
The single-layer potential associated with A is

Silpl: H2(0Q) — Hz(09)

o — Shlel(x) = QQGA(:r,y)cp(y)dff(y% z € R,

We can represent the unique solution [9] to (7.1) in the following form:

B u® + Sqlv], r € R3\Q,
o) = s, z€Q,

where (¢, ¢) € (H -3 (39))2 is the unique solution to the following system of integral equations
on 0§

Saly] — S4[4) = —u',
Em agy[v,/}] L —v- AVSH 4] = —¢m 612 .

Lemma 7.1. The operator S : H_%((?Q) — H%(BQ) is invertible. Moreover, we have the
Jump formula

1
v Avsg‘i = & Id+ (K",

with

el = [ )ty
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Proof. Let Ta, € L(H*(8Q), H*(8Q)) be such that Ta,[¢](z) = p(A.z) for ¢ € H5(0Q) and
Q= A0 Letr, € L(H*(002), H*(092)) be such that TV[ (x) = |[A7w(x )|g0( ). It follows by
the change of variables §j = A,y that do(y) = detv/A,|A; 'v(y)|do(y). Thus

7:45'7j41V—17

and in particular S& is invertible and its inverse (S3)~! = r,7a, S5 17;;* L
Note that, for x € 09,

where (%) is the outward normal to 09 at ¥ = A,z. We have

v AVSH| = voAv, (TA*sﬁmlrgl) ‘i

= v AA(Ta VST )|

= AN (TA*visﬁTgcl)]i

= Eold+ (W Ta K5 Ta) (7.3)

The result follows from a change of variables in the expression of the operator (K3)* :=

(r Ta ) (ru Ta) ™ 0

Lemma 7.2. Sg? is negative definite for the duality pairing (-,-)_1 1 and we can define a new
272
inner product

(ua ’U)'Hjﬁ‘ = _(ua Sg [U])—

9

D=

1
2

which is equivalent to (-,+)_

N

)

=

Proof. Let ¢ € H_%(OQ). Using Lemma 7.1, we have
o =v-AVSHlel| —v-AVSHle)| -
Thus

| e@sdid@aca) = [ v-avsiia)] @sdlaeot) - |

o0
= - [ vSAld@) AVSHlel@dota) - [ SAle@)Y - AVSHel(a)do(a)
R3\Q) R3\Q

v AVSHlel| (@)A1l (w)do (@)

- /Q VS [el(x) - AVSH[pl(2)do(x) + /Q Salel(@)V - AVSye](x)do ()

= -/, VSH[el(x) - AVSH[¢](x)do(z) < 0,
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where the equality is achieved if and only if ¢ = 0. Here we have used an integration by parts,
the fact that S&[¢](x) = O(|z|™!) as |z| — oo, V - AVS[p](x) = 0 for 2 € R3\0NQ and that A
is positive-definite.

In the same manner, it is known that

lol2 = /d e@Sdpl(@)o(o) = - /R VSallel(r)Pdo(z).

Since A is positive-definite we have

cllellfe < /m p(2)Salel(z)do(x) < CllollF-,

for some constants ¢ and C.
Using the fact that (-, )y« is equivalent to (-,-)_1 1, we get the desired result. O
272

From (7.2) we have ¢ = (S3) ™ (Sa[t] + u?), whereas, by Lemma 7.1, the following equation
holds for :

Qaly] =F (7.4)
with .
Qi = 5 (emld + (S3)7'80) + (enk — (K&)(54) ™" S0), (7.5)
and
oul n
F=—en' +v- AVSA(SE) ]|

Theorem 7.1. Q4 has a countable number of eigenvalues.

Proof. Tt is clear that (K§)* : Hfé(aﬂ) — Hfé(aﬁ) is a compact operator. Hence, €,,K¢ —
(K§)*(S4)71Sq is compact as well. Therefore, only the invertibility of 3 (e,ld 4 (S4)7'Sq)
needs to be proven.

Since Sé‘ is invertible, the invertibility of % (5mI d—|—(86‘)_189) is equivalent to that of 6m861 +Sq.
Consider now, the bilinear form, for (¢, ) € (Hfé((?(l))Q

B(@,w)Z—ém/ p(2)Sa](2)do(x) = [ o(2)Salv](z)do(x).

o0N o0N

From Lemma 7.2, we have

By, ¢) = Clly||

H3(0Q)’

for some constant C' > 0. )
It follows then, from the Lax-Milgram theorem that e,,S4 +Sq is invertible in H~2 (9Q2), whence
the result. O

Recall that the electromagnetic parameter of the problem, A, depends on the frequency, w
of the incident field. Therefore the operator Q4 is frequency dependent and we should write
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Q4(w).

Following definition 3, we say that w is a plasmonic resonance if
leig;j(Qa(w))] <1 and is locally minimal for some j € N,

where eig;(Qa(w)) stands for the j-th eigenvalue of Q4 (w).
Equivalently, we can say that w is a plamonic resonance if

w = argmax || Q1" ()| 2200 - (7.6)

From now on, we suppose that A is an anisotropic perturbation of an isotropic parameter,
ie., A=c¢e.(Id+ P), with P being a symmetric matrix and ||P| < 1.

Lemma 7.3. Let A = e.(Id+JR), with R being a symmetric matriz, ||R|| = O(1) and 6 < 1. Let
Tr denote the trace of a matriz. Then, as 6 — 0, we have the following asymptotic expansions:

1
e - (Sq + 68,1 + 0(6)),

(S = ec(Sgt + B + 0(d)),
(K& = Ko+ 6Ka, +o(0)

with
B 1 1 (R(:L‘—y),x—y)
Saalella) = —5TmSaldl@) —5 [ I o()da ),
Boi = —84'S018,%,
Kha = —yTKkalple - 5 [ DL DG Z D) ) ),

Proof. Recall that for  small enough

(I+6R)"1 = Id—gRJrO((SQ),

det(I+d0R)= = 14 6Tr(R)+ o(9),
(14+0x+0(0)" = 1+dsx+o0(5), seR.
1
The results follow then from asymptotic expansions of — , 8 = 1,3 and the
ymp P Py A

identity

(S = ec(Id+ 685" Sa + 0(5)) 1S5

O

Plugging the expressions above into the expression of Q4 we get the following result.

Lemma 7.4. As § — 0, the operator Qa has the following asymptotic expansion

Q4 =0Qa0+0Q41+ 0(5),
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where

Emte€ «
QA,O = %ICZ—I—(&?m—gc)K;Q,

1
Qa1 = 50((§Id — KQ)Ba1Sa — IC?M)-

We regard the operator Q4 as a perturbation of Q4. As in section 3, we use the standard
perturbation theory to derive the perturbed eigenvalues and eigenvectors in H*(012).

Let (Aj,¢j) be the eigenvalue and normalized eigenfunction pairs of g, in H*(0€2) and 7;
the eigenvalues of Q4 0. We have 7; = % + (em — €0)A;.
For simplicity, we consider the case when JA; is a simple eigenvalue of the operator Kf,. Define

Pji = (Qales], e)a-
As § — 0, the perturbed eigenvalue and eigenfunction have the following form:

7i(0) = 75+ 0751+ 0(d),
©i(6) = @j+dpj1+o(d),

where
i1 = Djj,

P
Yj1 = ©1-
J ; (em —ec)(Nj — A1)

8 A Maxwell-Garnett theory for plasmonic nanoparticles

In this subsection we derive effective properties of a system of plasmonic nanoparticles. To begin
with, we consider a bounded and simply connected domain 2 € R3 of class C1'® for 0 < a < 1,
filled with a composite material that consists of a matrix of constant electric permittivity &,
and a set of periodically distributed plasmonic nanoparticles with (small) period 1 and electric
permittivity e..

Let Y =] —1/2,1/2[> be the unit cell and denote § = 5 for 3 > 0. We set the (rescaled) periodic
function

v =emx(Y\D) + ecx(D),

where D = 6B with B € R3 being of class C1** and the volume of B, | B, is assumed to be equal
to 1. Thus, the electric permittivity of the composite is given by the periodic function

To(x) = v(z/n),
which has period n. Now, consider the problem

V-mVu, =0 in Q (8.1)
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with an appropriate boundary condition on 0€). Then, there exists a homogeneous, generally
anisotropic, permittivity v*, such that the replacement, as n — 0, of the original equation (8.1)
by

V"}/*VUOZO in Q

is a valid approximation in a certain sense. The coefficient v* is called an effective permittivity. It
represents the overall macroscopic material property of the periodic composite made of plasmonic
nanoparticles embedded in an isotropic matrix.

The (effective) matrix v* = (75,)p,q=1,2,3 is defined by [9]

o= [ 1@V uyla) - V()
where u,, for p = 1,2, 3, is the unique solution to the cell problem
V-9Vu,=0 inY,
u, — xp periodic (in each direction) with period 1, (8.2)
[y up(z)dx = 0.
Using Green’s formula, we can rewrite v* in the following form:

Oup

o= [ 1a(0) G2 @) (o) 83)

The matrix v* depends on 7 as a parameter and cannot be written explicitly.
The following lemmas are from [9)].

Lemma 8.1. For p=1,2,3, problem (8.2) has a unique solution u, of the form
up(x) = xp + Cp + Spy(Aeld — ICBﬂ)_l[Vp] () inY,

where C), is a constant, vy, is the p-component of the outward unit normal to 0D, . is defined

by (3.8), and

Spilel(z) = ADGa(w,y)w(y)da(y),

Kiglel(a) = [ 228 o)doy)

with Gy(x,y) being the periodic Green function defined by

ei27rn-(:rfy)

Gy(z,y) = — W

nez3\{0}

Lemma 8.2. Let Spy and IC*Dﬁ be the operators defined as in Lemma 8.1. Then the following
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trace formula holds on 0D

(i§fd + Kpyle] = o e

For the sake of simplicity, for p = 1,2, 3, we set
op(y) = (AeId — K})ﬂ)_l[yp] (y) foryin 0D (8.4)
Thus, from Lemma 8.1, we get

7;11 = 5m/ (Z/q + Cy + Spiéq] (ZJ)) 3(yp ha SaDﬁ[(ﬁp] (y)) do(y).
Y v

Because of the periodicity of Sps[¢,], we get

Tpq = Em (5pq + /BY yqang(y)da(y)) (8.5)

In view of the periodicity of Spyl¢,], the divergence theorem applied on Y\D and Lemma 8.2
yields (see [9])

[ w5 w = [ ot

Let

Up(y) = ¢p(0y) for y € OB.

Then, by (8.5), we obtain
v = em(Id + fP), (8.6)

where f = |D| = 6*(= n%?) is the volume fraction of D and P = (Pyq)p =123 is given by

Ppq = /é?B qup@/)da(y)- (8.7)

To proceed with the computation of P we will need the following Lemma [9].

Lemma 8.3. There ezists a smooth function R(x) in the unit cell Y such that

1

Gy(z,y) = Tirr—y| +

R(z —y).
Moreover, the Taylor expansion of R(x) at 0 is given by

R(z) = R(O) ~ (% + 23 + 23) + O(la]").

Now we can prove the main result of this section, which shows the validity of the Maxwell-
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Garnett theory uniformly with respect to the frequency under the assumptions that

f < dist(A\e(w), 0(K%5))%® and (Id — 63R;51(W)T0)_1 =0(1), (8.8)

where R;j(w) and Tp are to be defined and dist(\:(w), o (K},)) is the distance between A, (w) and
the spectrum of K.

Theorem 8.1. Assume that (8.8) holds. Then we have

. Ty
Y =em(Id+ fM(Id - S M) 1)+O(dist()\s(

8/3
; )

&), 0 (K52 (8.9)

uniformly in w. Here, M = M (A\:(w), B) is the polarization tensor (4.1) associated with B and
Ae(w).

Proof. In view of Lemma 8.3 and (8.4), we can write, for z € 0D,

(el Kp)igplw) - [ D)

op Ov(x)

Pp(y)do(y) = vp(z),
which yields, for € 0B,

(e (w)Id — ) [y (x) — o7 / OR((z —y))

oB ov(z) Yp(y)do(y) = vp(z).

By virtue of Lemma 8.3, we get

VR~ y) = ~5 (e ) + O(F)

uniformly in x,y € dB. Since [, v,(y)do(y) =0, we now have

(Ra(w) — 0°To + 8°T1) W) (2) = vp(2),

and so
(Id = 8° Ry To + O Ry T[] (@) = Ry ] (2), (8.10)
where
Ry wtpl(x) = (Ac(w)Id = KE)[p](2),
niwle) = U5 o)
1Tl e o)) = O(L).

Since K} is a compact self-adjoint operator in H*(9B) it follows that [30]

I(Ac(w)Id — K3) "l 2 (o)

)= TstOn (@), o (K5)) (8.11)

for a constant c.
It is clear that Tp is a compact operator. From the fact that the imaginary part of Ry () is
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nonzero, it follows that Id — 53R;51(W)T o is invertible.
Under the assumption

(Id =38Ry, To) ™" = O(1),
§° < dist(Ae(w), o (KF))-
and (8.10), (8.11) we get

vp(x) = (Id =8 Ry, To+ Ry T) 'Ry 1) ()

55
= (Id=8"R1,)T'R, @) + 0 (dist()\g(W), o(K3)) )

Therefore, we obtain and estimate for 1,

Yy = O(dist()\g(wl)a U(K*B)))'

Now we multiply (8.10) by y, and integrate over 0B. We can derive from the estimate of i,
that

55

/ )
dist(A\e (w), 0 (K35))2 /)’

P(Id - $M) :M+O<

and therefore,

fo >
P=M(Id+3M)" + O(dist()\s(w)aU(IC*B»Q)’

with P being defined by (8.7). Since f = 63 and

53

M= O(dist()\a(w),a(lC*B))>’

it follows from (8.6) that the Maxwell-Garnett formula (8.9) holds (uniformly in the frequency
w) under the assumption (8.8) on the volume fraction f. O

Remark 8.1. As a corollary of Theorem 8.1, we see that in the case when fM = O(1), which
is equivalent to the scale f = O(dist(/\a(w),a(lC*B))>, the matriz fM(Id — %M)_1 may have
a negative-definite symmetric real part. This implies that the effective medium is plasmonic as

well as anisotropic.

Remark 8.2. [t is worth emphasizing that Theorem 8.1 does not only prove the validity of the
Mazwell-Garnett theory but it can also be used together with the results in section 7 in order to
derive the plasmonic resonances of the effective medium made of a dilute system of arbitrary-
shaped plasmonic nanoparticles, following (7.6)

w = arg max || Q7 (W)l £ (3 (902) -
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