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Abstract. We construct quasi-Monte Carlo methods to approximate the expected values of
linear functionals of Galerkin discretizations of parametric operator equations which depend on a
possibly infinite sequence of parameters. Such problems arise in the numerical solution of differential
and integral equations with random field inputs. We analyze the regularity of the solutions with
respect to the parameters in terms of the rate of decay of the fluctuations of the input field. If
p ∈ (0, 1] denotes the “summability exponent” corresponding to the fluctuations in affine-parametric
families of operators, then we prove that deterministic “interlaced polynomial lattice rules” of order
α = ⌊1/p⌋+1 in s dimensions withN points can be constructed using a fast component-by-component
algorithm, in O(α sN logN + α2 s2N) operations, to achieve a convergence rate of O(N−1/p), with
the implied constant independent of s. This dimension-independent convergence rate is superior to
the rate O(N−1/p+1/2), for 2/3 ≤ p ≤ 1 recently established for randomly shifted lattice rules under
comparable assumptions. In our analysis we use a non-standard Banach space setting and introduce
“smoothness-driven product and order dependent (SPOD)” weights for which we show fast CBC
construction.
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1. Introduction. The efficient numerical computation of statistical quantities
for solutions of partial differential and of integral equations with random inputs is a
key task in uncertainty quantification in engineering and in the sciences. The quantity
of interest is expressed as a mathematical expectation, and the efficient computation
of these quantities involves two basic steps: i) the approximate (numerical) solution
of the operator equation, and ii) the approximate evaluation of the mathematical
expectation by numerical integration. In the present paper, we outline a strategy
towards these two aims which is based on i) Galerkin discretization of the operator
equation and on ii) Quasi-Monte Carlo (QMC) integration.

The present paper is motivated in part by [18], where QMC integration using
a family of randomly shifted lattice rules was combined with Finite Element dis-
cretization for a model parametric diffusion equation, and in part by [27], where the
methodology was extended to an abstract family of parametric operator equations. In
this paper, in contrast to [18, 27], we use deterministic, “interlaced polynomial lattice
rules”, which provide a convergence rate beyond order one for smooth integrands;
whereas order one was the limitation in [18, 27].

Contrary to Monte Carlo methods which require uniformly distributed samples
of random input functions, QMC (and other) quadrature methods require the intro-
duction of coordinates of integration prior to numerical quadrature. In the context
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of random field inputs with non-degenerate covariance operators, a countable number
of coordinates is required to describe the random input data, e.g., by a Karhunen-
Loève expansion. Therefore, in the present work, we consider in particular that the
operator equation contains not only a finite number of random input parameters, but
rather depends on random field inputs, i.e., it contains random functions of space
and, in evolution problems, of time which describe uncertainty in the problem under
consideration.

More precisely, let y := (yj)j≥1 denote the possibly countable set of parameters
from a domain U ⊆ R

N, and let A(y) denote a y-parametric bounded linear operator
between suitably defined spaces X and Y ′. Then we wish to solve the following
parametric operator equation: given f ∈ Y ′, for every y ∈ U find u(y) ∈ X such that

A(y)u(y) = f . (1.1)

Such parametric operator equations arise from partial differential equations with
random field input, see, e.g., [28]. We assume in this paper the simplest case,
namely, that A(y) has “affine” parameter dependence, i.e., there exists a sequence
{Aj}j≥0 ⊂ L(X ,Y ′) such that for every y ∈ U we can write

A(y) = A0 +
∑

j≥1

yj Aj . (1.2)

A concrete example is the diffusion problem considered, e.g., in [18], in which the
diffusion in random media is modeled by equation (1.1) with A(y) = −∇·(a(y)∇), and
where the diffusion coefficients are expanded in terms of a Karhunen-Loève expansion
a(y) = ā+

∑
j≥1 yj ψj , leading to A0 = −∇ · (ā∇) and Aj = −∇ · (ψj∇). Here, as in

[18], we restrict ourselves to the (infinite-dimensional) parameter domain

U = [− 1
2 ,

1
2 ]

N .

Some assumptions on the “nominal” (or “mean field”) operator A0 and the “fluctu-
ation” operators Aj are required to ensure that the sum in (1.2) converges, and to
ensure existence and uniqueness of the solution u(y) in (1.1) for all y ∈ U ; these will
be given in §2. In addition, we shall consider the parametric Galerkin approximation
uh(y) ∈ Xh ⊂ X , to be defined in (2.14) below, as well as uhs (y), corresponding to the
Galerkin approximation of the problem with the sum in (1.2) truncated to s terms
(this is equivalent to setting yj = 0 for j > s). Further assumptions on A0 and Aj

are required for our regularity and approximation results; these will all be given in
§2. For now we mention only one key assumption, namely, that there exists p ∈ (0, 1]
for which

∑

j≥1

‖Aj‖
p
L(X ,Y′) < ∞ , (1.3)

where ‖·‖L(X ,Y′) denotes the operator norm for the set of all bounded linear mappings
from X to Y ′. This assumption implies a decay of the fluctuation coefficients Aj , with
stronger decay as the value of p ∈ (0, 1] decreases.

For a given bounded linear functional G(·) : X → R, we are interested in comput-
ing expected values of G(u(y)) with respect to y ∈ U , i.e., an integral of the functional
G(·) of the parametric solution,

I(G(u)) :=

∫

U

G(u(y)) dy , (1.4)
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over the infinite dimensional domain of integration U . We truncate the infinite sum
in (1.2) to s terms and solve the corresponding operator equation (1.1) using Galerkin
discretization from a dense, one-parameter family {X h} of subspaces of X . Denoting
this dimension-truncated Galerkin solution by uhs , we then approximate the corre-
sponding s-dimensional integral using QMC quadrature,

1

N

N−1∑

n=0

G
(
uhs
(
yn − 1

2

))
, (1.5)

where y0, . . . ,yN−1 ∈ [0, 1]s denote N points from a properly chosen QMC rule, and

the shift of coordinates by 1

2
takes care of the translation from [0, 1]s to [− 1

2 ,
1
2 ]

s.
Note that each evaluation of the integrand at a single QMC point yn requires the
approximate (Galerkin) solution of one operator equation for uhs (yn).

There are three sources of error in approximating (1.4) by (1.5): a Galerkin
discretization error depending on h, a dimension truncation error depending on s,
and a QMC quadrature error depending on N . The main focus of this paper will be
on the analysis of the QMC error: we prove that interlaced polynomial lattice rules
[12, 13] can be constructed using a component-by-component (CBC) algorithm to
achieve a rate of convergence of

O(N−1/p) ,

with p ∈ (0, 1] as in (1.3), and with the implied constant independent of N , h, and s.
The function space setting for QMC integration considered in this paper uses a

Banach space norm with two parameters 1 ≤ q ≤ ∞ and 1 ≤ r ≤ ∞, corresponding
to the Lq norm of functions and an ℓr norm of vectors combining these Lq norms.
Often q and r are taken to be the same value in the literature, with q = r = 2 giving
the Hilbert space setting. However, as discussed in [19], decoupling q and r allows
more flexibility in the analysis, since the two parameters play different roles. (The
Lq norm increases with increasing q, while the ℓr norm increases with decreasing r.)
The results in [18, 27] are based on the Hilbert space setting, with a convergence
rate of O(N−1/p+1/2). The main result of this paper is based on r = ∞ and it holds
for all values of q. The convergence rate of O(N−1/p) obtained in this paper is an
improvement by a factor of N−1/2.

In comparison, under the same assumption (1.3), the paper [5] establishes p-
summability of generalized (Legendre) polynomial chaos expansions of the integrand
G(u(·)) in (1.4), and shows that N -term approximation of the integrand has a con-
vergence rate in L2 norm of O(N−1/p+1/2), with the implied constant independent of
the dimension of the integration domain. This rate could be realized, for example, by
adaptive Galerkin projections. It also suggests an N -term approximation rate in the
(natural for integration) L1 norm of O(N−1/p).

Our QMC quadrature approach requires the use of interlaced polynomial lattice
rules of order α = ⌊1/p⌋ + 1, which is at least 2. Similar to the analysis in [18,
27], we need to choose “weights” for the function space setting to ensure that the
implied constant for the convergence rate is bounded independently of the truncation
dimension s. The regularity analysis reveals the need to use weights that are not of
“POD” form (namely, “product and order dependent” form) as in [18], but of a more
general form which we call “SPOD weights”, for “smoothness-driven product and
order dependent” weights, see (3.17) ahead. For these SPOD weights, we develop a
new fast component-by-component construction of interlaced polynomial lattice rules,
with cost of O(α sN logN + α2 s2N) operations.
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The outline of this paper is as follows. In §2 we present a class of parametric oper-
ator equations, review the parametric and spatial regularities of their solutions, give a
synopsis of the Galerkin discretization of these equations, and outline some estimates
relating to dimension truncation. In §3 we derive a worst case error bound for digital
nets in a novel weighted Banach space setting, prove that interlaced polynomial lattice
rules can be constructed by a CBC algorithm to achieve a dimension-independent er-
ror bound with a good convergence rate, and explain how to implement the algorithm
in an efficient way. Finally in §4 we summarize the combined QMC Galerkin error
bound.

2. Problem formulation. Generalizing results of [5], we study well-posedness,
regularity and polynomial approximation of solutions for a family of abstract para-
metric saddle point problems, with operators depending on a sequence of parameters.
The results cover a wide range of operator equations: among them are (stationary
and time-dependent) diffusion in random media [5], wave propagation [15], paramet-
ric, nonlinear PDEs [4] and optimal control problems for uncertain systems [17].

2.1. Parametric operator equations. We denote by X and Y two separable
and reflexive Banach spaces over R (all results will hold with the obvious modifications
also for spaces over C) with (topological) duals X ′ and Y ′, respectively. By L(X ,Y ′),
we denote the set of bounded linear operators A : X → Y ′.

As we explained in the introduction, let y := (yj)j≥1 ∈ U = [− 1
2 ,

1
2 ]

N be a
countable set of parameters. For every f ∈ Y ′ and every y ∈ U , we wish to solve
the parametric operator equation (1.1), where the operator A(y) ∈ L(X ,Y ′) is of
affine parameter dependence, see (1.2). In order for the sum in (1.2) to converge, we
impose the following assumptions on the sequence {Aj}j≥0 ⊂ L(X ,Y ′). In doing so,
we associate with the operator Aj the bilinear forms aj(·, ·) : X × Y → R via

∀v ∈ X , w ∈ Y : aj(v, w) = Y〈w,Ajv〉Y′ , j = 0, 1, 2, . . . .

Assumption 1. The sequence {Aj}j≥0 in (1.2) satisfies the following conditions:
1. The nominal operator A0 ∈ L(X ,Y ′) is boundedly invertible, i.e., there exists

µ0 > 0 such that (cf. the inf-sup conditions in [3])

inf
0 6=v∈X

sup
0 6=w∈Y

a0(v, w)

‖v‖X ‖w‖Y
≥ µ0 , inf

0 6=w∈Y
sup

0 6=v∈X

a0(v, w)

‖v‖X ‖w‖Y
≥ µ0 . (2.1)

2. The fluctuation operators {Aj}j≥1 are small with respect to A0 in the follow-
ing sense: there exists a constant 0 < κ < 2 such that for µ0 as in (2.1) and
some s ≥ 1 we have
∑

j≥s+1

βj ≤ κ < 2 , where βj := ‖A−1
0 Aj‖L(X ,Y′) , j = 1, 2, . . . . (2.2)

Assumption 1 is sufficient for the bounded invertibility of A(y), uniformly with
respect to the parameter sequence y ∈ U .

Theorem 2.1. Under Assumption 1, for every realization y ∈ U of the parameter
vector, the affine parametric operator A(y) given by (1.2) is boundedly invertible.
Specifically, for the bilinear form a(y; ·, ·) : X × Y → R associated with A(y) ∈
L(X ,Y ′) via

a(y; v, w) := Y〈w,A(y)v〉Y′ , (2.3)
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there hold the uniform (with respect to y ∈ U) inf-sup conditions with µ = (1−κ/2)µ0,

∀y ∈ U : inf
0 6=v∈X

sup
0 6=w∈Y

a(y; v, w)

‖v‖X ‖w‖Y
≥ µ , inf

0 6=w∈Y
sup

0 6=v∈X

a(y; v, w)

‖v‖X ‖w‖Y
≥ µ . (2.4)

In particular, for every f ∈ Y ′ and for every y ∈ U , the parametric operator equation

find u(y) ∈ X : a(y;u(y), w) = Y〈w, f〉Y′ ∀w ∈ Y (2.5)

admits a unique solution u(y) which satisfies the a-priori estimate

‖u(y)‖X ≤
1

µ
‖f‖Y′ . (2.6)

For a proof of the theorem, we refer to [27, Theorem 2].

2.2. Parametric regularity of solutions. In this subsection we study the
dependence of the solution u(y) of the parametric, variational problem (2.5) on the
parameter vector y. In the following, let NN

0 denote the set of sequences ν = (νj)j≥1

of nonnegative integers νj , and let |ν| :=
∑

j≥1 νj . For |ν| <∞, we denote the partial

derivative of order ν of u(y) with respect to y by ∂νyu := (∂|ν|u)/(∂ν1
y1
∂ν2
y2

· · · ).
Theorem 2.2. [5, 17] Under Assumption 1, there exists a constant C0 > 0 such

that for every f ∈ Y ′ and for every y ∈ U , the partial derivatives of the parametric
solution u(y) of the parametric operator equation (1.1) with affine operator (1.2)
satisfy the bounds

‖(∂νyu)(y)‖X ≤ C0 |ν|!β
ν‖f‖Y′ for all ν ∈ N

N
0 with |ν| <∞ , (2.7)

where 0! := 1, βν :=
∏

j≥1 β
νj

j , with βj as in (2.2), and |ν| =
∑

j≥1 νj.

2.3. Spatial regularity of solutions. We assume given scales of smoothness
spaces {Xt}t≥0, {Yt}t≥0, with

X = X0 ⊃ X1 ⊃ X2 ⊃ · · · , Y = Y0 ⊂ Y1 ⊂ Y2 ⊂ · · · , and

X ′ = X ′
0 ⊂ X ′

1 ⊂ X ′
2 ⊂ · · · , Y ′ = Y ′

0 ⊃ Y ′
1 ⊃ Y ′

2 ⊃ · · · .
(2.8)

The scales are assumed to be defined also for noninteger values of the smoothness
parameter t ≥ 0 by interpolation. For self-adjoint operators, usually Xt = Yt. For
example, in diffusion problems in convex domains D considered in [5, 18], the smooth-
ness scales (2.8) are X = Y = H1

0 (D), X1 = Y1 = (H2 ∩ H1
0 )(D), Y ′ = H−1(D),

Y ′
1 = L2(D). In a nonconvex polygon (or polyhedron), analogous smoothness scales

are available, but involve Sobolev spaces with weights1.
In [22], this kind of abstract regularity result was established for a wide range of

second order parametric, elliptic systems in 2D and 3D, also for higher order regularity.
Importantly, the smoothness scales are then weighted Sobolev spaces Kt+1

a+1(D) of

Kondratiev type in D, and hence Xt = Kt+1
a+1(D), Y ′

t = Kt−1
a−1(D) in this case. The

Finite Element spaces which realize the maximal convergence rates (beyond order
one) are regular, simplicial families in the sense of Ciarlet, on suitably refined meshes
which compensate for the corner and edge singularities.

In the ensuing convergence analysis of Galerkin discretizations of (1.1), we will
assume that the data regularity f ∈ Y ′

t for some t > 0 implies that

∀y ∈ U : u(y) = A(y)−1f ∈ Xt . (2.9)

1Not to be confused with the weighted Sobolev spaces in QMC error analysis, see, e.g., [29, 19].



6 J. DICK, F. Y. KUO, Q. T. LE GIA, D. NUYENS AND CH. SCHWAB

Parametric regularity is available for numerous parametric differential equations (see
[28, 14, 16, 4, 17] and the references there) as well as for posterior densities in Bayesian
inverse problems [25, 26].

2.4. Galerkin discretization. Let {X h}h>0 ⊂ X and {Yh}h>0 ⊂ Y be two
families of finite dimensional subspaces which are dense in X and in Y, respectively.
We will also assume the approximation properties: for 0 < t ≤ t̄ and 0 < t′ ≤ t̄′, and
for 0 < h ≤ h0, there hold

∀v ∈ Xt : inf
vh∈Xh

‖v − vh‖X ≤ Ct h
t ‖v‖Xt

,

∀w ∈ Yt′ : inf
wh∈Yh

‖w − wh‖Y ≤ Ct′ h
t′ ‖w‖Yt′

.
(2.10)

The maximum amount of smoothness in the scale Xt, denoted by t̄, depends on the
problem class under consideration and on the Sobolev scale: e.g., for elliptic problems
in polygonal domains, it is well known that choosing for Xt the usual Sobolev spaces
will allow (2.9) with t only in a possibly small interval 0 < t ≤ t̄, whereas choosing
Xt as Sobolev spaces with weights will allow rather large values of t̄ (see, e.g., [22]).
Corresponding to (2.9), we shall assume that

∀ 0 ≤ t ≤ t̄ : sup
y∈U

‖A(y)−1‖L(Y′
t,Xt) <∞ . (2.11)

Proposition 2.3. Assume that the subspace sequences {X h}h>0 ⊂ X and
{Yh}h>0 ⊂ Y are stable, i.e., there exist γ̄ > 0 and h0 > 0 such that for every
0 < h ≤ h0, there hold the uniform (with respect to y ∈ U) discrete inf-sup conditions

∀y ∈ U : inf
0 6=vh∈Xh

sup
0 6=wh∈Yh

a(y; vh, wh)

‖vh‖X ‖wh‖Y
≥ µ̄ > 0 , (2.12)

∀y ∈ U : inf
0 6=wh∈Yh

sup
0 6=vh∈Xh

a(y; vh, wh)

‖vh‖X ‖wh‖Y
≥ µ̄ > 0 . (2.13)

Then, for every 0 < h ≤ h0 and for every y ∈ U , the Galerkin approximations
uh(y) ∈ X h, given by

find uh(y) ∈ X h : a(y;uh(y), wh) = Y〈w
h, f〉Y′ ∀wh ∈ Yh , (2.14)

admits a unique solution uh(y) which satisfies the a-priori estimate

‖uh(y)‖X ≤
1

µ̄
‖f‖Y′ . (2.15)

Moreover, there exists a constant C > 0 such that for all y ∈ U quasioptimality holds,

‖u(y)− uh(y)‖X ≤
C

µ̄
inf

0 6=vh∈Xh
‖u(y)− vh‖X . (2.16)

We remark that under Assumption 1, the validity of the discrete inf-sup conditions
for the nominal bilinear form a0(·, ·), see (2.1), with constant µ̄0 > 0 independent of
h, implies (2.12) and (2.13) for the bilinear form a(y; ·, ·) with µ̄ = (1− κ/2)µ̄0 > 0.

Theorem 2.4. Under Assumption 1 and condition (2.11), for every f ∈ Y ′ and
for every y ∈ U , the approximations uh(y) are stable, i.e., (2.15) holds. For every
f ∈ Y ′

t with 0 < t ≤ t̄, there exists a constant C > 0 such that as h→ 0 there holds

‖u(y)− uh(y)‖X ≤ C ht ‖f‖Y′
t
. (2.17)
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Since we are interested in the expectations of functionals of the parametric solu-
tion, see (1.4), we will also impose a regularity assumption on the functionalG(·) ∈ X ′:

∃ 0 < t′ ≤ t̄ : G(·) ∈ X ′
t′ , (2.18)

and the adjoint regularity: for t′ as in (2.18) there exists Ct′ > 0 such that for every
y ∈ U ,

w(y) = (A∗(y))−1G ∈ Yt′ , ‖w(y)‖Yt′
≤ Ct′ ‖G‖X ′

t′
. (2.19)

Moreover, we see from (1.5) that the discretization error of G(u(y)) is of interest as
well. It is known that |G(u(y))−G(uh(y))|may converge faster than ‖u(y)−uh(y)‖X .

Theorem 2.5. Under Assumption 1 and the conditions (2.11) and (2.19), for
every f ∈ Y ′

t with 0 < t ≤ t̄, for every G(·) ∈ X ′
t′ with 0 < t′ ≤ t̄ and for every y ∈ U ,

as h→ 0, there exists a constant C > 0 independent of h > 0 and of y ∈ U such that
the Galerkin approximations G(uh(y)) satisfy

∣∣G(u(y))−G(uh(y))
∣∣ ≤ C hτ ‖f‖Y′

t
‖G‖X ′

t′
. (2.20)

where 0 < τ := t+ t′.
The result follows from a (classical) Aubin-Nitsche duality argument [23].

2.5. Dimension truncation. In order to approximate the integral (1.4) by
QMC methods, we truncate the infinite sum in (1.2) to s terms, as indicated in
(1.5). We denote by us(y) the solution of the corresponding parametric weak problem
(2.5). Then Theorem 2.1 holds when u(y) is replaced by us(y). In addition to the
assumption (1.3), which implies

∑
j≥1 β

p
j <∞ with βj defined as in (2.2), we assume

that the operators Aj are enumerated so that

β1 ≥ β2 ≥ · · · ≥ βj ≥ · · · . (2.21)

Theorem 2.6. Under Assumption 1, for every f ∈ Y ′, for every y ∈ U and for
every s ∈ N, the solution us(y) of the s-term truncated parametric weak problem (2.5)
satisfies, with βj as defined in (2.2),

‖u(y)− us(y)‖X ≤
C

µ
‖f‖Y′

∑

j≥s+1

βj (2.22)

for some constant C > 0 independent of f . Moreover, for every G(·) ∈ X ′, we have

|I(G(u))− I(G(us))| ≤
C̃

µ
‖f‖Y′ ‖G‖X ′

( ∑

j≥s+1

βj

)2

(2.23)

for some constant C̃ > 0 independent of f and G. In addition, if conditions (1.3) and
(2.21) hold, then

∑

j≥s+1

βj ≤ min

(
1

1/p− 1
, 1

)(∑

j≥1

βp
j

)1/p

s−(1/p−1) .

The proof is a generalization of [18, Theorem 5.1].
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3. Higher order QMC error analysis. Throughout this section, we consider
a general s-variate integrand F defined over the unit cube [0, 1]s, and we approximate
the s-dimensional integral

Is(F ) :=

∫

[0,1]s
F (y) dy (3.1)

by an N -point QMC method, i.e., an equal-weight quadrature rule of the form

QN,s(F ) :=
1

N

N−1∑

n=0

F (yn) , (3.2)

with judiciously chosen points y0, . . . ,yN−1 ∈ [0, 1]s. We shall always bear in mind

the special case where the integrand F (y) = G(uhs (y − 1

2
)) is a linear functional

applied to the solution of a parametric operator equation, see (1.4) and (1.5).
Theorem 3.1 (Main Result). Let s ≥ 1 and N = bm for m ≥ 1 and prime b.

Let β = (βj)j≥1 be a sequence of positive numbers, let βs = (βj)1≤j≤s, and assume
that

∃ 0 < p ≤ 1 :

∞∑

j=1

βp
j <∞ . (3.3)

Define

α := ⌊1/p⌋+ 1 . (3.4)

If (3.3) holds with p = 1, we assume additionally that
∑∞

j=1 βj is small as in (3.41)
below. Suppose we have an integrand F whose partial derivatives satisfy

∀ν ∈ {0, 1, . . . , α}s : |(∂νyF )(y)| ≤ c |ν|!βν
s (3.5)

for some constant c > 0. Then, an interlaced polynomial lattice rule of order α with N
points can be constructed using a fast component-by-component algorithm, with cost
O(α sN logN + α2 s2N) operations, such that

|Is(F )−QN,s(F )| ≤ Cα,β,b,pN
−1/p ,

where Cα,β,b,p <∞ is a constant independent of s and N .
Theorem 3.2. If (3.5) in Theorem 3.1 is replaced by

∀ν ∈ {0, 1, . . . , α}s : sup
y∈U

|(∂νyF )(y)| ≤ cν!βν
s , (3.6)

then the result still holds, but the cost of the CBC algorithm is only O(α sN logN)
operations, and the additional condition (3.41) is not required when p = 1.

We shall prove these theorems in stages in the following subsections, starting by
introducing a new function space setting motivated by (3.5) and (3.6). Before we
proceed, we note that the “interlaced polynomial lattice rules” used in the theorems
above, to be formally introduced in §3.2, are deterministic. We always have α ≥ 2,
where α = 2 is obtained with p = 1. This indicates that we require interlaced
polynomial lattice rules of order 2 to achieve a convergence rate of N−1, with the
implied constant independent of the dimension.

We also remark that (2.7) in Theorem 2.2 yields an integrand F (y) = G(us(y))
(after dimension truncation) which satisfies (3.5), with c = C0‖f‖Y′ ‖G‖X ′ .
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3.1. A new function space setting for smooth integrands. In this subsec-
tion we consider numerical integration for (3.1) for smooth integrands F of s variables
using a family of QMC rules called digital nets, see, e.g., [21, 11]. We define in the
following a class of function spaces on the unit cube in finite dimension s which con-
tain the integrands F (y) = G(uhs (y − 1

2
)), that is, integrands which arise from linear

functionals of solutions of the parametric operator equation (1.1).
Definition 3.3 (Norm and function space). Let α, s ∈ N, 1 ≤ q ≤ ∞ and

1 ≤ r ≤ ∞, and let γ = (γu)u⊂N be a collection of nonnegative real numbers, known
as weights. Assume further that F : [0, 1]s → R has partial derivatives of orders up
to α with respect to each variable. Then we define the norm of F by a higher order
unanchored Sobolev norm

‖F‖rs,α,γ,q,r

:=
∑

u⊆{1:s}

∥∥∥∥∥γ
−1
u

∑

v⊆u

∑

τu\v∈{1:α}|u\v|

∫

[0,1]s−|v|

(∂
(αv,τu\v,0)
y F )(y) dy{1:s}\v

∥∥∥∥∥

r

Lq

, (3.7)

with the obvious modifications if q or r is infinite. Here {1 : s} is a shorthand notation
for the set {1, 2, . . . , s}, and (αv, τ u\v,0) denotes a sequence ν with νj = α for j ∈ v,
νj = τj for j ∈ u \ v, and νj = 0 for j /∈ u. Let Ws,α,γ,q,r denote the Banach space of
all such functions F with finite norm.

Definition 3.4 (Digital net). Let b be prime and α, s,m ∈ N. Let C1, . . . , Cs

be αm ×m matrices over Zb; these are known as the generating matrices. For each
integer 0 ≤ n < bm, let n = η0 + η1b + · · · + ηm−1b

m−1 be the b-adic expansion of
n. For each 1 ≤ j ≤ s we compute (ζ1, ζ2, . . . , ζαm)⊤ = Cj (η0, η1, . . . , ηm−1)

⊤ , set

y
(n)
j = ζ1

b + ζ2
b2 + · · ·+ ζαm

bαm and set yn = (y
(n)
1 , y

(n)
2 , . . . , y

(n)
s ).

Then, the resulting point set S = {yn}
bm−1
n=0 ⊂ [0, 1]s is called a digital net.

We derive an upper bound on the worst case error of a digital net in Ws,α,γ,q,r.
Theorem 3.5 (Worst case error bound). Let α, s ∈ N with α > 1, 1 ≤ q ≤ ∞

and 1 ≤ r ≤ ∞, and let γ = (γu)u⊂N denote a collection of weights. Let r′ ≥ 1 satisfy
1/r + 1/r′ = 1. Let b be prime, m ∈ N, and let S = {yn}

bm−1
n=0 denote a digital net

with generating matrices C1, . . . , Cs ∈ Z
αm×m
b . Then we have

sup
‖F‖s,α,γ,q,r≤1

∣∣∣∣∣
1

bm

bm−1∑

n=0

F (yn)−

∫

[0,1]s
F (y) dy

∣∣∣∣∣ ≤ es,α,γ,r′(S) ,

with

es,α,γ,r′(S) :=

( ∑

∅6=u⊆{1:s}

(
C

|u|
α,b γu

∑

ku∈D∗
u

b−µα(ku)

)r′
)1/r′

. (3.8)

Here D∗
u is the “dual net without 0 components” projected to the components in u,

defined by

D
∗
u :=



ku ∈ N

|u| :
∑

j∈u

C⊤
j trαm(kj) = 0 ∈ Z

m
b



 , (3.9)

where trαm(k) := (κ0,κ1, . . . ,καm−1)
⊤ if k = κ0 + κ1b + κ2b

2 + · · · with κi ∈
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{0, . . . , b− 1}. Moreover, we have µα(ku) =
∑

j∈u
µα(kj) with

µα(k) :=





0 if k = 0,

a1 + · · ·+ amin(α,ρ)

if k = κ1b
a1−1 + · · ·+ κρb

aρ−1 with

κi ∈ {1, . . . , b− 1} and a1 > · · · > aρ > 0,
(3.10)

and

Cα,b := max

(
2

(2 sin π
b )

α
, max
1≤z≤α−1

1

(2 sin π
b )

z

)

×

(
1 +

1

b
+

1

b(b+ 1)

)α−2(
3 +

2

b
+

2b+ 1

b− 1

)
. (3.11)

Proof. Assume that ‖F‖s,α,γ,q,r <∞. Let Bτ denote the Bernoulli polynomial of

degree τ and let bτ = (τ !)−1Bτ . Furthermore, let b̃τ denote the one-periodic extension
of the polynomial bτ : [0, 1) → R. We claim that F can be represented by

F (y) =
∑

u⊆{1:s}

Fu(yu) , (3.12)

where

Fu(yu) =
∑

v⊆u

∑

τu\v∈{1:α}|u\v|

( ∏

j∈u\v

bτj (yj)

)
(−1)(α+1)|v|

×

∫

[0,1]s
(∂

(τu\v,αv,0)
x F )(x)

∏

j∈v

b̃α(xj − yj) dx . (3.13)

To see this, consider the set P of all polynomials defined on [0, 1]s. For these functions
(3.12) and (3.13) hold. The set P is dense in Ws,α,γ,q,r. Let F ∈ Ws,α,γ,q,r. Since P is
dense, there exists a sequence of functions (Fn)n≥1 in P such that ‖Fn−F‖s,α,γ,q,r → 0
as n→ ∞. Since the set Ws,α,γ,q,r is complete with respect to the norm ‖ · ‖s,α,γ,q,r,

(Fn) is a Cauchy sequence. It follows that (∂
(τu\v,αv,0)
x Fn)(x) is a Cauchy sequence

in Lq. Let the limit of these sequences be denoted by (∂
(τu\v,αv,0)
x F̃ )(x) and let F̃

be defined via (3.12) and (3.13). Then ‖F − F̃‖s,α,γ,q,r ≤ ‖F − Fn‖s,α,γ,q,r + ‖Fn −

F̃‖s,α,γ,q,r. Then ‖F−Fn‖s,α,γ,q,r → 0 by the definition of Fn and ‖Fn−F̃‖s,α,γ,q,r →

0 by the definition of (∂
(τu\v,αv,0)
x F̃ )(x). Therefore the claim is shown.

Note that (3.12) and (3.13) together is the ANOVA decomposition of F , since for

any nonempty u we have
∫ 1

0
Fu(yu) dyj = 0 whenever j ∈ u. This follows from the

property that
∫ 1

0
bτ (y) dy = 0 for all τ ≥ 1. Moreover, we have

‖Fu‖s,α,γ,q,r

= γ−1
u

(∑

v⊆u

∑

τu\v∈{1:α}|u\v|

∫

[0,1]|v|

∣∣∣∣
∫

[0,1]s−|v|

(∂
(τu\v,αv,0)
y Fu)(y) dy{1:s}\v

∣∣∣∣
q

dyv

)1/q

.

Thus we have the norm decomposition ‖F‖s,α,γ,q,r = (
∑

u⊆{1:s} ‖Fu‖
r
s,α,γ,q,r)

1/r.

Let F̂ (k) denote the kth Walsh coefficient of F and F̂u(ku) denote the kuth Walsh
coefficient of Fu. (We refer to [8, 11] and the references there for more information
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on Walsh function expansions.) Then

F (y) =
∑

k∈Ns
0

F̂ (k) walk(y) =
∑

u⊆{1:s}

∑

ku∈N|u|

F̂u(ku) walku
(yu) =

∑

u⊆{1:s}

Fu(yu) .

Note that
∫ 1

0
bτ (y) dy = 0 for all τ ≥ 1 and

∫ 1

0
walk(y) dy = 0 for all k ≥ 1. Thus

F̂ (ku,0) =

∫

[0,1]s
F (y) walku

(yu) dyu =

∫

[0,1]|u|

Fu(yu) walku
(yu) dyu = F̂u(ku) .

From the character property of digital nets, see, e.g., [11, Lemma 4.75], we obtain

∣∣∣∣∣
1

bm

bm−1∑

n=0

F (yn)−

∫

[0,1]s
F (y) dy

∣∣∣∣∣ ≤
∑

∅6=u⊆{1:s}

∑

ku∈D∗
u

|F̂ (ku,0)| . (3.14)

We now explain how to obtain a bound on the Walsh coefficients F̂ (ku,0). For
s = 1, [8, Theorem 14] states that for F ∈ W1,α,γ,q,r and k ∈ N we have

|F̂ (k)| ≤
α∑

z=ρ

∣∣∣∣
∫ 1

0

F (z)(x) dx

∣∣∣∣
b−µz,per(k)

(2 sin π
b )

z

(
1 +

1

b
+

1

b(b+ 1)

)max(0,z−2)

(3.15)

+

∫ 1

0

|F (α)(x)| dx
2b−µα,per(k)

(2 sin π
b )

α

(
1 +

1

b
+

1

b(b+ 1)

)α−2(
3 +

2

b
+

2b+ 1

b− 1

)
,

where ρ = 0 if k = 0, otherwise ρ is given by the expansion of k in (3.10), and where

µz,per(k) :=





0 for z = 0 and k ≥ 0,

0 for k = 0 and z ≥ 0,

a1 + · · ·+ aρ + (z − ρ)aρ for 1 ≤ ρ < z,

a1 + · · ·+ aρ for ρ ≥ z.

Moreover, for ρ > α the empty sum (3.15) is defined as 0. Note that for k ∈ N with ρ
nonzero digits in its base b expansion, we have for z ≥ ρ that µz,per(k) ≥ µα(k) and
therefore b−µz,per(k) ≤ b−µα(k). Some further estimates yield

|F̂ (k)| ≤ Cα,b b
−µα(k)γ{1} ‖F{1}‖1,α,γ,q,r .

As mentioned in [8, Remark 15], this bound can be extended to s > 1. In this case
one uses the representation (3.13). Since the proof of [8, Theorem 14] uses bounds on
the Walsh coefficients of the Bernoulli polynomials, which appear in (3.13) in product
form, we obtain a bound of the following product form:

|F̂ (ku,0)| ≤ C
|u|
α,b b

−µα(ku)γu ‖Fu‖s,α,γ,q,r .

Substituting this into (3.14) gives

∣∣∣∣∣
1

bm

bm−1∑

n=0

F (yn)−

∫

[0,1]s
F (y) dy

∣∣∣∣∣ ≤
∑

∅6=u⊆{1:s}

‖Fu‖s,α,γ,q,r C
|u|
α,b γu

∑

ku∈D∗
u

b−µα(ku)

≤

( ∑

u⊆{1:s}

‖Fu‖
r
s,α,γ,q,r

)1/r( ∑

∅6=u⊆{1:s}

(
C

|u|
α,b γu

∑

ku∈D∗
u

b−µα(ku)

)r′
)1/r′

,
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which yields the worst case error bound in the theorem.
Remark 3.1. Theorem 3.5 also holds for any digitally shifted digital net with any

digital shift. To define the digital shift, consider y, σ ∈ [0, 1) with b-adic expansion
y = y1b

−1+y2b
−2+· · · and σ = σ1b

−1+σ2b
−2+· · · with the assumption that infinitely

many digits are different from b− 1. Then we set y ⊕ σ = z1b
−1 + z2b

−2 + · · · where
zi = yi + σi (mod b). For vectors y,σ ∈ [0, 1)s we define y ⊕ σ component-wise. If
y0,y1, . . . ,ybm−1 is a digital net, then we call y0⊕σ,y1⊕σ, . . . ,ybm−1⊕σ a digitally
shifted digital net with digital shift σ ∈ [0, 1)s.

If we replace the points yn for 0 ≤ n < bm in Theorem 3.5 by yn ⊕ σ for
0 ≤ n < bm for some arbitrary vector σ ∈ [0, 1)s, then the statement of the theorem
still holds. The only change in the proof is in (3.14). There we have

∣∣∣∣∣
1

bm

bm−1∑

n=0

F (yn ⊕ σ)−

∫

[0,1]s
F (y) dy

∣∣∣∣∣ ≤

∣∣∣∣∣∣
∑

∅6=u⊆{1:s}

∑

ku∈D∗
u

F̂ (ku,0) wal(ku,0)(σ)

∣∣∣∣∣∣

≤
∑

∅6=u⊆{1:s}

∑

ku∈D∗
u

|F̂ (ku,0)| |wal(ku,0)(σ)| . (3.16)

Since |wal(ku,0)(σ)| = 1, (3.16) coincides with the right-hand side of (3.14). The
remaining part of the proof stays unchanged.

Note that we require α > 1 in Theorem 3.5 to ensure the convergence of the
expression

∑
ku∈D∗

u

b−µα(ku). This expression does not converge for α = 1.

The quantity es,α,γ,r′(S) can be used as an error criterion to obtain good digital
nets for our function space setting. It is a generalization of the criterion used in [1, 2]:
there the weights are of a product form γu =

∏
j∈u

γj for some nonnegative sequence
(γj)j≥1, whereas here the weights take a general form.

We stress that this quantity es,α,γ,r′(S) does not depend on the parameter q. Fur-
thermore, it is more convenient to work with an upper bound which can be obtained
by taking r = ∞ and r′ = 1, i.e., es,α,γ,r′(S) ≤ es,α,γ,1(S). On the other hand, for
any q and r we have ‖F‖s,α,γ,q,r ≥ ‖F‖s,α,γ,q,∞. Hence by restricting ourselves to
the case r = ∞, we are working with the larger quantity es,α,γ,1(S), but we benefit
from having a smaller norm ‖F‖s,α,γ,q,∞. This is the main reason why we are able to
obtain an improved convergence rate compared with other papers.

SPOD weights. For a function F satisfying (3.5), its norm, with r = ∞ and
any q, can be bounded by

‖F‖s,α,γ,q,∞ ≤ max
u⊆{1:s}

γ−1
u

∑

v⊆u

∑

τu\v∈{1:α}|u\v|

|(αv, τ u\v,0)|!β
(αv,τu\v,0)
s

= max
u⊆{1:s}

γ−1
u

∑

νu∈{1:α}|u|

|νu|!
∏

j∈u

(
2δ(νj ,α)β

νj

j

)
,

where δ(νj , α) is 1 if νj = α and is 0 otherwise. To make ‖F‖s,α,γ,q,∞ ≤ 1, we choose

γu :=
∑

νu∈{1:α}|u|

|νu|!
∏

j∈u

(
2δ(νj ,α)β

νj

j

)
. (3.17)

We shall refer to our new form of weights (3.17) as “smoothness-driven product and
order dependent weights”, or “SPOD weights” for short. This new form of weights
has similar characteristics to POD weights—product and order dependent weights,
which were first introduced in [18] in the analysis of QMC methods for PDEs with
random coefficients.
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Product weights. In a similar way, we deduce that for a function F satisfying
(3.6) we should choose

γu :=
∑

νu∈{1:α}|u|

νu!
∏

j∈u

(
2δ(νj ,α)β

νj

j

)
=
∏

j∈u

α∑

ν=1

(
ν! 2δ(ν,α)βν

j

)
, (3.18)

which is of product form.
Since the quantity es,α,γ,r′(S) generalizes the criterion used in [1, 2], the results

in [1, 2] can potentially be adapted to show that a “higher order polynomial lattice
rule” (a kind of digital net), can be constructed using a component-by-component
(CBC) algorithm to achieve the convergence rate, with N = bm,

es,α,γ,r′(S) = O(N−τ ) for any τ ∈ [1, α) , (3.19)

where the implied constant depends on τ , γ and s. This approach works for product
weights, but for general weights this should be understood only as an existence result,
since the CBC construction for general weights is prohibitively expensive. Further-
more, the construction for such a rule of order α has a cost which scales with Nα, see
[2], making it harder to obtain higher order rules. We do not take this approach, but
use an analogous approach to [12, 13].

3.2. Interlaced polynomial lattice rules. In this subsection we formally in-
troduce (interlaced) polynomial lattice rules. Polynomial lattice rules were first in-
troduced by Niederreiter, see [21].

Definition 3.6 (Polynomial lattice rules). For a prime b and any m ∈ N,
let P ∈ Zb[x] be an irreducible polynomial with deg(P ) = m; this is known as the
modulus. For a given dimension s ≥ 1, select s polynomials q1(x), . . . , qs(x) from the
set

Gb,m := {q(x) ∈ Zb[x] \ {0} : deg(q) < m} , (3.20)

and write collectively

q = q(x) = (q1(x), . . . , qs(x)) ∈ Gs
b,m ; (3.21)

this is known as the generating vector. For each integer 0 ≤ n < bm, let n =
η0 + η1b+ · · ·+ ηm−1b

m−1 be the b-adic expansion of n, and we associate with n the
polynomial

n(x) =

m−1∑

r=0

ηr x
r ∈ Zb[x] .

Furthermore, we denote by vm the map from Zb((x
−1)) to the interval [0, 1) defined

for any integer w by

vm

(
∞∑

ℓ=w

tℓ x
−ℓ

)
=

m∑

ℓ=max(1,w)

tℓ b
−ℓ .

Then, the QMC point set SP,b,m,s(q) of a (classical) polynomial lattice rule comprises
the points

yn =

(
vm

(
n(x)q1(x)

P (x)

)
, . . . , vm

(
n(x)qs(x)

P (x)

))
∈ [0, 1)s, n = 0, . . . , bm − 1 .
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In the following we define interlaced polynomial lattice rules [12, 13], belonging
to the family of higher order digital nets, which were first introduced in [6, 7].

Definition 3.7 (Interlaced polynomial lattice rules). Define the digit interlacing
function with interlacing factor α ∈ N by

Dα : [0, 1)α → [0, 1)
(x1, . . . , xα) 7→

∑∞
a=1

∑α
j=1 ξj,ab

−j−(a−1)α ,
(3.22)

where xj = ξj,1b
−1 + ξj,2b

−2 + · · · for 1 ≤ j ≤ α. We also define such a function for
vectors by setting

Dα : [0, 1)αs → [0, 1)s

(x1, . . . , xαs) 7→ (Dα(x1, . . . , xα), . . . ,Dα(x(s−1)α+1, . . . , xsα)) .
(3.23)

Then, an interlaced polynomial lattice rule of order α with bm points in s dimensions
is a QMC rule using Dα(SP,b,m,αs(q)) as quadrature points, for some given modulus
P and generating vector q ∈ Gαs

b,m.
Note that the generating vector q is of length α s, and it can be interpreted as the

concatenation of α different generating vectors of (classical) polynomial lattice rules
in s dimensions. Interlaced scrambled polynomial lattice rules were first used in [13]
and interlaced polynomial lattice rules were first used in [12].

An illustration of how interlacing works is as follows: if we have α numbers in base
b representation (0. ξ1,1ξ1,2ξ1,3 · · · )b , (0. ξ2,1ξ2,2ξ2,3 · · · )b , . . . , (0. ξα,1ξα,2ξα,3 · · · )b ,
then the result of interlacing is (0. ξ1,1ξ2,1 · · · ξα,1 ξ1,2ξ2,2 · · · ξα,2 ξ1,3ξ2,3 · · · ξα,3 · · · )b ,
that is, we take the first digit of all the α numbers, followed by the second digit of all
the α numbers, and then the third digit, and so on.

Remark 3.2 (Higher order polynomial lattice rules). Higher order polynomial
lattice rules were first introduced in [10]. It is important to note that they are not
obtained by interlacing (classical) polynomial lattice rules. A higher-order polynomial
lattice rule of order α differs from Definition 3.6 in two ways: the modulus P has
a higher degree deg(P ) = αm, and the set of polynomials (3.20) now include all
polynomials with deg(q) < αm. An interlaced polynomial lattice rule as defined in
Definition 3.7 is not a higher order polynomial lattice rule.

To proceed with our analysis, we note that the worst case error bound in Theo-
rem 3.5 holds for interlaced polynomial lattice rules, but the dual net (3.9) is expressed
in terms of the generating matrices, which is inconvenient for our analysis or com-
putation. We now derive an alternative expression for es,α,γ,r′(S) in (3.8) which is
expressed in terms of the generating polynomials.

We start by extending the definition of the interlacing function Dα to nonnegative
integers by setting

Eα : Nα
0 → N0

(ℓ1, . . . , ℓα) 7→
∑∞

a=0

∑α
j=1 lj,a b

j−1+aα ,
(3.24)

where ℓj = lj,0 + lj,1b + lj,2b
2 + · · · for 1 ≤ j ≤ α. We also extend this function to

vectors via

Eα : Nαs
0 → N

s
0

(ℓ1, . . . , ℓαs) 7→ (Eα(ℓ1, . . . , ℓα), . . . ,Eα(ℓα(s−1)+1, . . . , ℓαs)) .
(3.25)

For a given set ∅ 6= v ⊆ {1 : αs}, we define

u(v) := {⌈j/α⌉ : j ∈ v} ⊆ {1 : s} , (3.26)
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where each element appears only once as is typical for sets. The set u(v) can be
viewed as an indicator on whether the set v includes any element from each block of
α components from {1 : αs}.

The dual net can be obtained by interlacing the dual nets corresponding to the α
different (classical) polynomial lattice rules. By [11, Lemma 10.6] and the definition
(3.25) of the interlacing function, we can rewrite (3.8) for an interlaced polynomial
lattice rule with r′ = 1 as

es,α,γ,1(S) =
∑

∅6=v⊆{1:αs}

C
|u(v)|
α,b γu(v)

∑

ℓv∈D∗
v

b−µα(Eα(ℓv,0)) , (3.27)

where (ℓv,0) denotes a vector of length αs whose jth component is ℓj if j ∈ v and
0 if j /∈ v, and the “dual net without 0 components” is now defined in terms of the
generating polynomials as

D∗
v := {ℓv ∈ N

|v| : trm(ℓv) · qv ≡ 0 (mod P )} . (3.28)

The “inner-product” in (3.28) denotes

trm(kv) · qv =
∑

j∈v

trm(kj)(x) qj(x) ∈ Zb[x] ,

with the polynomial trm(k)(x) defined as follows: to any nonnegative integer k with
b-adic expansion k = κ0 + κ1b + · · · + κρ−1b

ρ−1, we associate a unique polynomial
k(x) = κ0 + κ1x+ · · ·+ κρ−1x

ρ−1 and its truncated version

trm(k)(x) = κ0 + κ1x+ · · ·+ κm−1x
m−1 ,

which is obtained by setting κρ = · · · = κm−1 = 0 if ρ < m.

3.3. Component-by-component construction. In this subsection we intro-
duce and analyze a component-by-component (CBC) construction of interlaced poly-
nomial lattice rules. The expression (3.27) could be used as our search criterion.
However, to reduce the computational cost from a scaling of Nα to αN , we shall
instead work with an upper bound to (3.27), which is based on the following lemma.

Lemma 3.8. For any z1, . . . , zα ∈ N0 we have

µα(Eα(z1, . . . , zα)) ≥ α

α∑

j=1

µ1(zj)−
α(α− 1)

2
. (3.29)

Proof. For α = 1 we obviously have equality. For α ≥ 2, we define z′j by retaining
only the most significant base b digit in zj , and we set z′j = 0 if zj = 0. Then we have
µ1(z

′
j) = µ1(zj) and z

′
j 6= 0 ⇔ zj 6= 0, and thus

µα(Eα(z1, . . . , zα)) ≥ µα(Eα(z
′
1, . . . , z

′
α)) =

α∑

j=1
zj 6=0

(α (µ1(zj)− 1) + j)

= α

α∑

j=1

µ1(zj)−
α∑

j=1
zj 6=0

(α− j) ≥ α

α∑

j=1

µ1(zj)−
α∑

j=1

(α− j) ,

which proves the result.
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We now apply (3.29) to the vector (ℓv,0) in blocks of α components, noting that
µα(Eα(0)) = 0, to obtain

µα(Eα(ℓv,0)) ≥ αµ1(ℓv)−
α(α− 1)

2
|u(v)| .

Substituting this into (3.27) then yields the upper bound

es,α,γ,1(S) ≤
∑

∅6=v⊆{1:αs}

C
|u(v)|
α,b γu(v) b

α(α−1)|u(v)|/2
∑

ℓv∈D∗
v

b−αµ1(ℓv) . (3.30)

We shall use the right-hand side of (3.30) as our search criterion in the CBC
construction. To simplify our notation, we define

Ed(q) :=
∑

∅6=v⊆{1:d}

γ̃v
∑

ℓv∈D∗
v

b−αµ1(ℓv) . (3.31)

In particular, we are interested in the case d = αs and weights

γ̃v := C
|u(v)|
α,b γu(v) b

α(α−1)|u(v)|/2 . (3.32)

However, the theorem below holds for any d and general weights γ̃v.
Theorem 3.9 (CBC error bound). Let b ≥ 2 be prime, and α ≥ 2 and m, d ≥ 1

be integers, and let P ∈ Zb[x] be an irreducible polynomial with deg(P ) = m. Let
(γ̃v)v⊆{1:d} be positive real numbers. Then a generating vector q∗ = (1, q∗2 , . . . , q

∗
d) ∈

Gd
b,m can be constructed using a component-by-component approach, minimizing Ed(q)

in each step, such that

Ed(q
∗) ≤

(
2

bm − 1

∑

∅6=v⊆{1:d}

γ̃λv

(
b− 1

bαλ − b

)|v|
)1/λ

for all λ ∈ (1/α, 1] . (3.33)

Proof. We prove the result by induction. For d = 1, we calculate

E1(1) = γ̃{1}

∞∑

ℓ=1

b−αµ1(ℓ b
m) = γ̃{1}

∞∑

a=0

b−α(m+a+1)(b− 1)ba = γ̃{1}b
−αm b− 1

bα − b
.

Thus the result holds for d = 1.
Suppose now that (3.33) holds for some vector q∗ ∈ Gd

b,m for some d ≥ 1. For

k ∈ N
d
0 we denote the support of the multi-index k by v(k) := {1 ≤ j ≤ d : kj > 0}.

Then we write (3.31), with d replaced by d+ 1, in an equivalent formulation

Ed+1(q
∗, qd+1) =

∑

(k,kd+1)∈Nd+1
0 \{0}

trm(k,kd+1)·(q
∗,qd+1)≡0 (mod P )

γ̃v(k,kd+1) b
−αµ1(k,kd+1)

= Ed(q
∗) + θ(qd+1) , (3.34)

where we have separated out the kd+1 = 0 terms so that

θ(qd+1) =
∞∑

kd+1=1

(
b−αµ1(kd+1)

∑

k∈Nd
0

trm(k)·q≡− trm(kd+1)·qd+1 (mod P )

γ̃v(k,kd+1) b
−αµ1(k)

)
.
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By the induction assumption, we may assume that a minimizer q∗ = (q∗1 , ..., q
∗
d) of

Ed(q
∗) in (3.34) has already been determined. Then, the CBC algorithm chooses

q∗d+1 such that Ed+1(q
∗, qd+1) is minimized. By (3.34), the only dependency on qd+1

of Ed+1(q
∗, qd+1) enters via θ(qd+1). Therefore, we conclude θ(q

∗
d+1) ≤ θ(qd+1) for all

qd+1 ∈ Gb,m, which implies that for any λ ∈ (0, 1] we have [θ(q∗d+1)]
λ ≤ [θ(qd+1)]

λ for
all qd+1 ∈ Gb,m. This leads to

θ(q∗d+1) ≤

(
1

bm − 1

∑

qd+1∈Gb,m

[θ(qd+1)]
λ

)1/λ

. (3.35)

We will obtain a bound on θ(q∗d+1) through this last inequality.
Let λ ∈ (1/α, 1]. It follows from Jensen’s inequality2 that

[θ(qd+1)]
λ ≤

∞∑

kd+1=1

b−αλµ1(kd+1)
∑

k∈Nd
0

trm(k)·q≡− trm(kd+1)·qd+1 (mod P )

γ̃λ
v(k,kd+1)

b−αλµ1(k).

If kd+1 is a multiple of bm, then trm(kd+1) = 0 and the corresponding term in the
sum is independent of qd+1. If kd+1 is not a multiple of bm, then trm(kd+1) can have
any value between 1 and bm − 1. Moreover, since qd+1 6= 0 and P is irreducible,
trm(kd+1) · qd+1 is never a multiple of P . Thus

1

bm − 1

∑

qd+1∈Gb,m

[θ(qd+1)]
λ ≤

∞∑

kd+1=1
bm|kd+1

b−αλµ1(kd+1)
∑

k∈Nd
0

trm(k)·q≡0 (mod P )

γ̃λ
v(k,kd+1)

b−αλµ1(k)

+
1

bm − 1

∞∑

kd+1=1
bm∤ kd+1

b−αλµ1(kd+1)
∑

k∈Nd
0

trm(k)·q 6≡0 (mod P )

γ̃λ
v(k,kd+1)

b−αλµ1(k)

≤

(
b−αλm +

1

bm − 1

) ∑

d+1∈v⊆{1:d+1}

γ̃λv

(
b− 1

bαλ − b

)|v|

, (3.36)

where we used the following estimates

∞∑

kd+1=1
bm|kd+1

b−αλµ1(kd+1) = b−αλ(m+1) b
αλ(b− 1)

bαλ − b
,

∞∑

kd+1=1
bm∤ kd+1

b−αλµ1(kd+1) ≤
b− 1

bαλ − b
,

∑

k∈Nd
0

trm(k)·q 6≡0 (mod P )

γ̃λ
v(k) b

−αλµ1(k) ≤
∑

v⊆{1:s}

γ̃λv

(
b− 1

bαλ − b

)|v|

.

Hence we have from (3.35) and (3.36) that

θ(q∗d+1) ≤

(
2

bm − 1

∑

d+1∈v⊆{1:d+1}

γ̃λv

(
b− 1

bαλ − b

)|v|
)1/λ

,

2(
∑

k ak)
λ ≤

∑
k aλk for 0 < λ ≤ 1 and ak ≥ 0.
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which, together with (3.33) and (3.34), yields the required estimate for Ed+1(q
∗, q∗d+1),

that is, (3.33) with d replaced by d+ 1. This completes the proof.
Theorem 3.9 states that an interlaced polynomial lattice rule with interlacing

factor α in s dimensions can be constructed by the CBC algorithm, with weights
(3.32), such that

eα,γ,s,1(S) ≤ Eαs(q
∗)

≤

(
2

bm − 1

∑

∅6=v⊆{1:αs}

(
C

|u(v)|
α,b γu(v) b

α(α−1)|u(v)|/2
)λ( b− 1

bαλ − b

)|v|
)1/λ

=

(
2

bm − 1

∑

∅6=u⊆{1:s}

(
C

|u|
α,b γu b

α(α−1)|u|/2
)λ((

1 +
b− 1

bαλ − b

)α

− 1

)|u|
)1/λ

.

In the following we discuss the two specific choices of weights (3.17) and (3.18).
SPOD weights. Substituting in our choice of γu from (3.17) and applying

Jensen’s inequality, we obtain

eα,γ,s,1(S) ≤

(
2

bm − 1

∑

∅6=u⊆{1:s}

∑

νu∈{1:α}|u|

(|νu|!)
λ
∏

j∈u

(
B 2δ(νj ,α)β

νj

j

)λ
)1/λ

=

(
2

bm − 1

∑

0 6=ν∈{0:α}s

(|ν|!)λ
s∏

j=1
νj>0

(
B 2δ(νj ,α)β

νj

j

)λ
)1/λ

, (3.37)

where

B := Cα,b b
α(α−1)/2

((
1 +

b− 1

bαλ − b

)α

− 1

)1/λ

. (3.38)

We now choose λ to ensure that the sum in (3.37) is bounded independently of s. Let

β̃j := 2max(B, 1)βj . Then the sum in (3.37) is bounded by

∑

0 6=ν∈{0:α}s

(
|ν|!

s∏

j=1

β̃
νj

j

)λ

,

where each term in the sum to be raised to the power of λ is of the form

(ν1 + ν2 + · · ·+ νs)! β̃1 · · · β̃1︸ ︷︷ ︸
ν1

β̃2 · · · β̃2︸ ︷︷ ︸
ν2

· · · β̃s · · · β̃s︸ ︷︷ ︸
νs

. (3.39)

We now define a sequence dj := β̃⌈j/α⌉ so that d1 = · · · = dα = β̃1 and dα+1 = · · · =

d2α = β̃2, and so on. Then any term of the form (3.39) can be written as |v|!
∏

j∈v
dj

for some subset of indices v ⊂ N. Thus we conclude that

∑

0 6=ν∈{0:α}s

(
|ν|!

s∏

j=1
νj>0

β̃
νj

j

)λ

<
∑

v⊂N
|v|<∞

(
|v|!

∏

j∈v

dj

)λ

=

∞∑

ℓ=0

(ℓ!)λ
∑

v⊂N
|v|=ℓ

∏

j∈v

dλj ≤
∞∑

ℓ=0

(ℓ!)λ−1

( ∞∑

j=1

dλj

)ℓ

. (3.40)
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Note that
∑∞

j=1 β
p
j <∞ holds if and only if

∑∞
j=1 d

p
j <∞. By the ratio test, the last

expression in (3.40) is finite if λ ≤ p and λ < 1. Alternatively, using the geometric
series formula, the last expression in (3.40) is finite if λ = 1 and

∑∞
j=1 dj < 1. Recall

that λ also needs to satisfy 1/α < λ ≤ 1. Hence we take

λ = p and α = ⌊1/p⌋+ 1 ,

and for p = 1 we assume additionally that
∑∞

j=1 dj < 1, which is equivalent to

∞∑

j=1

βj <
1

2αmax(B, 1)
=

(
4max

(
2

(2 sin π
b )

2
,

1

2 sin π
b

)(
3+

2

b
+
2b+ 1

b− 1

)(
2+

1

b

))−1

.

(3.41)
Thus we obtain O(N−1/p) convergence, with the implied constant independent of s.

Product weights. With the product weights given by (3.18), we obtain

eα,γ,s,1(S) ≤

(
2

bm − 1

∑

∅6=u⊆{1:s}

∏

j∈u

(
B

α∑

ν=1

ν! 2δ(ν,α)βν
j

)λ
)1/λ

≤

(
2

bm − 1
exp

(
s∑

j=1

(
B

α∑

ν=1

ν! 2δ(ν,α)βν
j

)λ
))1/λ

,

which is bounded independently of s if
∑∞

j=1 β
λ
j <∞, where B is as defined in (3.38).

Hence we take again

λ = p and α = ⌊1/p⌋+ 1 ,

to obtain the convergence rate of O(N−1/p), with the implied constant independent
of s. Note that the condition (3.41) is not needed for product weights when p = 1.

3.4. Component-by-component algorithm. We first express Ed(q) in (3.31)
in a more convenient form for computation. Recall from Definition 3.6 that the j-th
coordinate of the n-th point of the interlaced polynomial lattice point set is

y
(n)
j = υm

(
n(x) qj(x)

P (x)

)
.

In the following we write y
(n)
j for brevity; note however that y

(n)
j depends on the j-th

component qj of the generating vector. We have

∑

ℓv∈D∗
v

b−αµ1(ℓv) =
1

bm

bm−1∑

n=0

∑

ℓ∈N|v|

b−αµ1(l) walℓ(y
(n)
v ) =

1

bm

bm−1∑

n=0

∏

j∈v

ω(y
(n)
j ) ,

where y
(n)
v = (y

(n)
j )j∈v is the projection of n-th point y(n) onto the coordinates in v,

ω(y) =

∞∑

ℓ=1

b−αµ1(ℓ) walℓ(y) =
b− 1

bα − b
− b⌊logb y⌋(α−1) b

α − 1

bα − b
,

and where for y = 0 we set b⌊logb 0⌋(α−1) := 0. The last equality can be obtained by
multiplying [9, Eq. (2)] by b−α. Hence we can write

Ed(q) =
1

bm

bm−1∑

n=0

∑

∅6=v⊆{1:d}

γ̃v
∏

j∈v

ω(y
(n)
j ) . (3.42)
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To facilitate the CBC construction, it is important that Ed(q) allows recursively
separating out a term depending only on the highest dimension. The strategy depends
on the form of weights.

SPOD weights. Combining (3.32) with (3.17), we obtain SPOD weights

γ̃v =
∑

νu(v)∈{1:α}|u(v)|

|νu(v)|!
∏

j∈u(v)

γj(νj) , with γj(νj) := Cα,b b
α(α−1)/2 2δ(νj ,α)β

νj

j .

Substituting this into (3.42) yields

Ed(q) =
1

bm

bm−1∑

n=0

∑

∅6=v⊆{1:d}

∑

νu(v)∈{1:α}|u(v)|

|νu(v)|!

( ∏

j∈u(v)

γj(νj)

)(∏

j∈v

ω(y
(n)
j )

)
.

Recall that every block of α components in the generating vector q yields one compo-
nent for the interlaced polynomial lattice rule. For convenience, we replace the index
d by a double index (s, t) such that s is the index for the block and t is the index
within the block, that is, we have

s = ⌈d/α⌉ and t = (d− 1) mod α+ 1 such that d = α(s− 1) + t .

We then reorder the sums in Ed(q) according to ν = (ν1, . . . , νs) ∈ {0 : α}s and
v ⊆ {1 : d} so that the set u(v) consists of the indices j for which νj > 0. This yields

Es,t(q) =
1

bm

bm−1∑

n=0

∑

ν∈{0:α}s

|ν|6=0

∑

v⊆{1:d} s.t.
u(v)={1≤j≤s : νj>0}

|ν|!

( ∏

j∈u(v)

γj(νj)

)(∏

j∈v

ω(y
(n)
j )

)

=
1

bm

bm−1∑

n=0

αs∑

ℓ=1

ℓ!
∑

ν∈{0:α}s

|ν|=ℓ

( s∏

j=1
νj>0

γj(νj)

) ∑

v⊆{1:d} s.t.
u(v)={1≤j≤s : νj>0}

∏

j∈v

ω(y
(n)
j ) . (3.43)

When t = α, that is, when the final block is complete, we have

Es,α(q) =
1

bm

bm−1∑

n=0

αs∑

ℓ=1

ℓ!
∑

ν∈{0:α}s

|ν|=ℓ

s∏

j=1
νj>0

[
γj(νj)

( α∏

i=1

(1 + ω(y
(n)
j,i ))− 1

)]

︸ ︷︷ ︸
=:Us,ℓ(n)

, (3.44)

where we defined the quantity Us,ℓ(n), with U0,ℓ(n) := 1, Us,0(n) := 0, and Us,ℓ(n) :=
0 for ℓ > αs. When t < α, that is, when the final block is incomplete, by separating
out the case νs = 0 in (3.43), we obtain

Es,t(q) =
1

bm

bm−1∑

n=0

α(s−1)∑

ℓ=1

ℓ!
∑

ν∈{0:α}s−1

|ν|=ℓ

s−1∏

j=1
νj>0

[
γj(νj)

( α∏

i=1

(1 + ω(y
(n)
j,i ))− 1

)]

+
1

bm

bm−1∑

n=0

αs∑

ℓ=1

min(α,ℓ)∑

νs=1

ℓ!
∑

ν∈{0:α}s−1

|ν|=ℓ−νs

(
s−1∏

j=1
νj>0

[
γj(νj)

( α∏

i=1

(1 + ω(y
(n)
j,i ))− 1

)]

× γs(νs)

( t∏

i=1

(1 + ω(y
(n)
s,i ))− 1

))
,
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and thus

Es,t(q) = Es−1,α(q) (3.45)

+
1

bm

bm−1∑

n=0

( t∏

i=1

(1 + ω(y
(n)
s,i ))

︸ ︷︷ ︸
=:Vs,t(n)

−1

)( αs∑

ℓ=1

min(α,ℓ)∑

νs=1

γs(νs)
ℓ!

(ℓ− νs)!
Us−1,ℓ−νs

(n)

︸ ︷︷ ︸
=:Xs,ℓ(n)︸ ︷︷ ︸

=:Ws(n)

)
,

where we defined Vs,t(n), Ws(n), and Xs,ℓ(n) as indicated, with Vs,0(n) := 1.
Note that the polynomial qs,t only appears in the final factor of the products

Vs,t(n). In particular, the part of (3.45) that is affected by qs,t is

bm−1∑

n=1

ω(y
(n)
s,t )Vs,t−1(n)Ws(n) .

Computing this quantity for every qs,t ∈ Gb,m requires the matrix-vector multiplica-
tion with the matrix

Ω :=

[
ω

(
υm

(
n(x)q(x)

P (x)

))]
1≤n≤bm−1

q∈Gb,m

and the vector [Vs,t−1(n)Ws(n)]1≤n≤bm−1. The rows and columns of this matrix can
be permuted to allow the matrix-vector multiplication to be carried out using the fast
Fourier transform, see [24], with a cost of O(M logM) = O(N logN) operations,
where M = bm − 1 and N = bm. The strategy is based on the Rader transform, see
also [11, Chapter 10.3].

Once qs,t is chosen for dimension α(s− 1) + t, we update the products Vs,t(n) by

Vs,t(n) = (1 + ω(y
(n)
s,t ))Vs,t−1(n) .

This requires O(N) operations. Once we have completed an entire block of α dimen-
sions, we need to update the values Us,ℓ(n) using

Us,ℓ(n) = ℓ!
∑

ν∈{0:α}s−1

|ν|=ℓ

s−1∏

j=1
νj>0

[
γj(νj)

( α∏

i=1

(1 + ω(y
(n)
j,i ))− 1

)]

+ ℓ!

min(α,ℓ)∑

νs=1

∑

ν∈{0:α}s−1

|ν|=ℓ−νs

(
s−1∏

j=1
νj>0

[
γj(νj)

( α∏

i=1

(1 + ω(y
(n)
j,i ))− 1

)]

× γs(νs)

( α∏

i=1

(1 + ω(y
(n)
s,i ))− 1

))

= Us−1,ℓ(n) + (Vs,α(n)− 1)Xs,ℓ(n) .

Given that the quantities Vs,α(n) andXs,ℓ(n) have been pre-computed and stored, this
update requiresO(α sN) operations. We then need to initialize the products Vs+1,0(n)
by 1 with O(N) operations, and compute the quantities Ws+1(n) and Xs+1,ℓ(n) with
O(α2sN) operations, before continuing the search in the new block.
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The total computational cost for the CBC construction up to αs dimensions is

O(α sN logN) search cost, plus O(α2s2N) update cost.

We need to store the quantities Us,ℓ(n), Vs,t(n), Ws(n), and Xs,ℓ(n), which can be
overwritten as we increase s and t. Hence, the total memory requirement is O(α sN).

We summarize the algorithm in Pseudocode 1 below where .∗ means element wise
multiplication. Note thatU(ℓ) for ℓ = 0, . . . , αsmax, V ,W ,X(ℓ) for ℓ = 1, . . . , αsmax,
and E are all vectors of length N − 1, while Ωperm denotes the permuted version of
the matrix Ω.

Product weights. Combining (3.32) with (3.18), we obtain product weights

γ̃v =
∏

j∈u(v)

γj , with γj := Cα,b b
α(α−1)/2

α∑

ν=1

ν! 2δ(ν,α)βν
j .

Substituting this into (3.42) yields

Ed(q) =
1

bm

bm−1∑

n=0

∑

∅6=v⊆{1:d}

( ∏

j∈u(v)

γj

)(∏

j∈v

ω(y
(n)
j )

)

=
1

bm

bm−1∑

n=0

∑

∅6=u⊆{1:s}

(∏

j∈u

γj

) ∑

v⊆{1:d}
u(v)=u

(∏

j∈v

ω(y
(n)
j )

)
.

Replacing d by the double index (s, t) as before, we obtain for t = α that

Es,α(q) =
1

bm

bm−1∑

n=0

s∏

j=1

[
1 + γj

( α∏

i=1

(1 + ω(y
(n)
j,i ))− 1

)]

︸ ︷︷ ︸
=:Ys(n)

−1 ,

where we defined the quantity Ys(n), with Y0(n) := 1. For t < α we have

Es,t(q) =
1

bm

bm−1∑

n=0

[
1 + γs

( t∏

i=1

(1 + ω(y
(n)
s,i ))

︸ ︷︷ ︸
=:Vs,t(n)

−1

)]
Ys−1(n)− 1 ,

where Vs,t(n) is as defined before. The part of Es,t(q) that is affected by qs,t is

bm−1∑

n=1

ω(y
(n)
s,t )Vs,t−1(n)Ys−1(n) .

Computing this quantity for every qs,t ∈ Gb,m can be done using the fast Fourier
transform as before, with a cost of O(N logN) operations. Once qs,t is chosen for
each dimension, we need to update the products Vs,t(n) with O(N) operations. Once
we have completed an entire block of α dimensions, we need to update the prod-
ucts Ys(n), again with O(N) operations. Hence the total computational cost is only
O(α sN logN) operations, with the memory requirement of O(N). The algorithm
for product weights is summarized in Pseudocode 2 below.
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Pseudocode 1 (Fast CBC implementation for SPOD weights)

U(0) := 1

U(1 : α smax) := 0

for s from 1 to smax do

V := 1 ⊲ initialize products and sums

W := 0

for ℓ from 1 to αs do

X(ℓ) := 0

for ν from 1 to min(α, ℓ) do

X(ℓ) := X(ℓ) + γs(ν)
ℓ!

(ℓ− ν)!
U(ℓ− ν)

end for

W := W +X(ℓ)
end for

for t from 1 to α do

E := Ωperm (V .∗W ) ⊲ compute – use FFT

qs,t := argminq∈Gb,m
E(q) ⊲ select – pick the correct index

V :=
(

1+Ωperm(qs,t, :)
)

.∗ V ⊲ update products

end for

for ℓ from 1 to αs do ⊲ update sums

U(ℓ) := U(ℓ) + (V − 1) .∗ X(ℓ)
end for

end for

Pseudocode 2 (Fast CBC implementation for product weights)

Y := 1

for s from 1 to smax do

V := 1

for t from 1 to α do

E := Ωperm (V .∗ Y ) ⊲ compute – use FFT

qs,t := argminq∈Gb,m
E(q) ⊲ select – pick the correct index

V :=
(

1+Ωperm(qs,t, :)
)

.∗ V ⊲ update products

end for

Y := (1+ γs(V − 1)) .∗ Y ⊲ update products

end for

4. Combined QMC Galerkin Error Bound. At last we return to the PDE
problem where the goal is to approximate the integral (1.4) by a QMC Galerkin
method (1.5). With a slight abuse of notation, here we denote (1.5) by QN,s(G(u

h
s )),

suppressing from our notation the translation from [0, 1]s to [− 1
2 ,

1
2 ]

s. We write the
overall error as

I(G(u))−QN,s(G(u
h
s )) (4.1)

= [I(G(u))− I(G(us))] + [I(G(us))− I(G(uhs ))] + [I(G(uhs ))−QN,s(G(u
h
s ))] .

The first term in (4.1) is the dimension truncation error which was analyzed in The-
orem 2.6. The second term in (4.1) is the Galerkin discretization error which can
be deduced from Theorem 2.5 by taking the vectors y with yj = 0 for j > s. The
third term in (4.1) is the QMC quadrature error which can be estimated from The-
orem 3.1 by noting that for the integrand F (y) = G(uhs (y)) we have |(∂νyF )(y)| ≤

‖G(·)‖X ′ ‖(∂νyu
h
s )(y)‖X , while recognizing that Theorem 2.2 applies also to the trun-

cated Galerkin solution uhs . We summarize the combined error estimate in the follow-
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ing theorem.
Theorem 4.1. Under Assumption 1 and conditions (1.3), (2.11), (2.18), (2.21),

if we approximate the integral (1.4) by (1.5) using an interlaced polynomial lattice
rule of order α = ⌊1/p⌋ + 1 with N = bm points (with b prime) in s dimensions,
combined with a Galerkin method in the domain D with one common subspace X h

with Mh = dim(X h) degrees of freedom and with the approximation property (2.10)
with linear cost O(Mh), then there holds the error bound

|I(G(u))−QN,s(G(u
h))| ≤ C

(
κ(s,N) ‖f‖Y′ ‖G(·)‖X ′ + hτ ‖f‖Y′

t
‖G(·)‖X ′

t′

)
,

where τ = t+ t′, C > 0 is independent of s, h and N , and

κ(s,N) =

{
s−2(1/p−1) +N−1/p if p ∈ (0, 1) ,

(
∑∞

j=s+1 βj)
2 +N−1 if p = 1 .

The cost for the evaluation of QN,s(G(u
h)) is O(sNMh) operations. The cost for the

CBC construction of the interlaced polynomial lattice rule is O(α sN logN +α2s2N)
operations with SPOD weights, plus O(α sN) memory requirement.
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