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Abstract

We investigate the behavior of solutions to the 1D NonLinear Coupled Mode Equations (NL-
CME) with a Finite Difference (FD) method. The FD approach is used to render the NLCMEs
a system of Ordinary Differential Equations (ODE) that is then solved with a splitting method.
The high frequency components of the solution moving from a fine grid into a coarse grid cannot
be resolved on the coarse grid and are reflected back into the fine region. Collision of two gap
solitons produces high frequency radiation that travels faster than the gap solitons. This report
investigates to what extend this reflected radiation perturbs the solution in the fine gird region
and how fine the grid in the coarse region should be to neglect the resulting error. We observe that
the properties of the reflected radiation depend on the FD approximation. We also test the con-
servation energy and Hamiltonian and compare it to Runge-Kutta methods, as well as the order
in the timestep dt and the grid spacing h of the used method. We observe superconvergence, i.e.,
in the Z?-norm the order was 4 when we expect it to be of second order. Additionally, with our
used method we could not reproduce the results from Ref. [1], as for example the merger of two
gap solitons. This is probably due to the dissipative nature of the upwinding FD approximation.
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1 Introduction

One method to treat partial differential equations (PDE) is the finite difference method, i.e. all
derivatives are discretized with a finite difference formula (FD). Given the starting conditions, the
evolution of the solution can be solved numerically. The computations are performed on a grid in a
finite region. The finer the grid and the larger the region the longer the runtime of the simulation.
To save computation time one can use a non-equidistant grid; fine in the region of interest and
coarse in the other regions. If the solution propagates into the coarse region, the high frequencies are
reflected back into the fine grid region since they cannot be resolved on the coarse grid (similarly to
the Nyquist-Shannon sampling theorem [6]). These reflections perturb the solution in the region of
interest.

The goal of this term project is to investigate the NLCME (Eqn. (1)) with gap solitons (Eqn. (3)) as
starting conditions. The NLCME describe the physical setup of a Bragg grating. Bragg gratings are
waveguides with a periodic variation of the refractive index. The dynamics evolve from an interplay
between the Bragg grating induced effective dispersion and the Kerr non-linearity of the waveguide
material. We let two gap solitons collide whereupon radiation is produced that travels faster than
the solitons. Since only the colliding gap solitons are of interest, the fine mesh covers only the region
where the gap solitons exist. At the transition between fine and coarse grid this radiation is reflected
back and perturbs the solution in the fine region. We are interested in how fine the grid in the coarse
region must be such that the error is negligible.

In Section 2 we introduce the nonlinear coupled mode equations (NLCME) and one class of solutions:
the gap solitons. Section 3 explains the numerical techniques we have used to solve the NLCME;,
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while Section 4 focuses on their implementation. In Section 5 one can find the results and discussion
of the performed simulations, namely the analysis of error convergence in the time step dt (Section
5.4) and the spatial grid width h (Section 5.3), in Section 5.1 a comparison between the 2" resp. 4th
order Runge-Kutta method and the splitting method (centered FD). In Subsection 5.6 we present the
results we have obtained by colliding two solitons in a region with a fine grid and a coarse grid of
varying h in the outer regions.

2 The Model

We investigate the Nonlinear Coupled Mode Equations (NLCME)

i(E +vGE') + kF + T(EP +2/FP)E = 0 (1)
i(F = vGF') + KE+ D(FP +2[EP)F = 0, (2)

where E' = 0, F is the spatial partial derivative and E = O,F the partial time derivative. The
parameters k, I' € R and vg > 0 represent the physical setup and are fixed. The NLCME have a
class of solutions, the so-called gap solitons which are in fact solitary waves, but not true solitons, i.e.,
collision of two gap solitons changes their shape. They are defined by the right traveling wave E and
the left traveling wave F':

E = sae'y/ %'Z sin(d)e"*?sech (0 — isd/2) (3)

F = —ae,] %|A sin(8)e"*7sech (0 +isd/2) , (4)
where
1 1
- ay—— . 4
7 V1—0? A = (1 U)
0 = rsin(d)(vg'z — vt) 1+o .
s = sign(xD) o = vkeos(6)(vg vr —t)
. _2v_ 21 — 2
ein N (_629 + e—zsé) 3_.2 a = (3 — UU2 ) )
e20 + eisé

The parameter v € (0,v¢) defines the velocity at which the soliton propagates and ¢ € [0, 7] defines
the soliton width and amplitude. It is proportional to the energy £ = [~ |E(z)|* 4 |F(z)|*dz =

861+ v2(3 + v?)~L. We rewrite the NLCME as

EN —vGE' +inF ) iL(|E]? +2|F|?)E 5)
F - v F' +ikE iD(|F|> +2|E2)F )
L(E,F) NL(E,F)

2.1 The Hamiltonian

The NLCME are Hamiltonian, i.e. they are equivalent to

: 6H
E = i—r

SE* @
po- 28 (8)

SF* "
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If the Hamiltonian H is real, the equations are also equivalent to E* = —ig—g (F respectively). 6{;—[;4

denotes the functional derivative of the functional f of the function g. The corresponding (real)
Hamiltonian to the NLCME is

1 1
H= / i(E*E' — F*'F') + k(FE* + F*E) + F(§|E|4 +2|E]?|F? + 5|F|4)d:g : (9)
R

Hamiltonian systems have the property that the Hamiltonian is conserved quantity. For our system,
additionally the energy € = [, |E(x)[* + |F(x)|*dz is a conserved quantity in time. If the system
is Hamiltonian, then the flow is symplectic (Theorem 2.6 from Reference [5]). If ¢; is the flow of

T
the system, then the flow is called symplectic if (%) J (%) — J, where J = (0,1d; —1d,0). A
numerical method is called symplectic if the one-step map y' = ®4(y°) is symplectic when applied to
a Hamiltonian system. We use the notation ® for numerical methods and ¢ for the exact analytical

solution and y* for the solution at timestep k.

3 The Used Numerical Techniques to Solve the NLCME

3.1 The Splitting Method

We follow the argumentation of Chapter I1.5 “Splitting Methods” of Ref. [5]. The idea of the splitting
method is to separate the vector field of an ODE into integrable parts, i.e.

g=fy) =My + ) . (10)

The flow of the system is then approximated by propagating with the flow of the vector field fl!(y)
for a short period of time dt and then propagate with the flow of the vector field f?I(y). The methods
can be seen in Figure 1 (a) and are of first order. Using theorem 4.1 from Chapter I1.4 “Composition
Methods” a symmetric method of second order can be constructed. This results in

1 2 1
Py = ¢<[it]/2 © [dt] °© ¢l[1t]/2 : (11)

An illustration of this splitting idea can be found in Fig. 1. We remark that the splitting has the
property that if ®*) and ®2 symplectic flows, then ® is also symplectic.

(1]
¢dt/2
N n 5,
dt‘ /( (I)dt
(I)Zt // 2] . g
,/ dt .
(1] Y3 * iy °
Yoo Pa Pat/2

(a) (b)

Figure 1: Splitting methods. In a) and b) splittings of order O(dt) are depicted. The combined
symmetric method in c¢) is of order O(dt?).

3.2 Derivation of a Second Order Centered Finite Difference Formula for
the First Derivative on Non-Equidistant Grids

We define h, = z, — 3,1 and %(.ﬁk) = u), yr = y(zx). We make a Taylor expansion of yx41 and
Yrp—1 around xy:
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Ye+1 — Y = ykhk+1 + y;thk+1 + y;g// k+1 + O(hk—i-l)
1 1
e —ue = —yih+ gyhi — Sy B+ O(R) -
We use a linear combination of the above equatlons to eliminate the second derivative terms. Mul-
tiplication of the first equation with h21 and 2 with the second equation and subtraction of the
k41 hy,
equation results in
1 hi hy
/ m 3 +1
+ vy hihie1 + O(h = k41 —Yk) — 7 Wk—1 — Yk
Ye + gYk hchis (h?) hk+1(hk+hk+1)(y +1— k) hk(thrth)(y Yr)
U + O(W?) = Ac(yrt1 — yk) + Bi(yk — yr—1) » (12)
h h
where Ak = m s B h}c(hkkﬁ and h = mal’(hk;,hk+1).

3.3 Derivation of a Second Order Upwinding Finite Difference Formula
for the First Derivative on Non-Equidistant Grids

To derive the forward upwinding formula, we start with

1
Ykt1 = Uk + Yo + §y§€’hi+1 + O(hiﬂ)
1
Yer2a = Yk +Yp(Prg1 + hrgo) + §yg(hk+1 + hieg2)® + O((his1 + hig2)?) -

Multiplication of the upper/lower Equation with (hg41+4hk12) and hy4q respectively and a subtraction
results in
Ui = —(Br + Ar)yk + Aklrt1 + Bryrsa + O(h?) (13)

hit1thiyo B, = — Rit1
Rkt1hgye2 k=" her1thit2)hite

The derivation of the backward upwinding formula results in

= —Cxyr—1 — Dryp—o + (Cx + Di)yx + O(h?) , (14)

hi—1+hi—2 — hi—1 —
where Ck = Theihe2 Dk— = —m and h = maX(hk_l,hk_Q).

where Ay = his1 = a1 — 2 and h = max(hgr1, hgio)

4 Implementation

The goal is to find a good numerical method to solve the NLCME equations, if possible a symplectic
method as the governing PDE system is Hamiltonian. To solve Eqn. (5) we use the splitting method
from Section 3.1, i.e.,

g = fly) =My + Py
() L(y)
() y) -

(
The flow of the vector field L(E, F) resp. NL(E, F) is denoted ¢" resp. ¢™Y. Then the numerical
flow of Eqn. (5) is

|
=z

Par = ¢§t172 © ¢5t ° ngg?z : (15)

4.1 Performing a Split-Step along the Vector Field of the Non-Linear Part

We can solve the non-linear part y = NL(y) analytically. The numerical flow is given by

6iF(\E(z,())|2+2|F(1,O)\Q)tE(x,0) )

NL —
t (E(x,O),F(x,O)) = ( eir(|F(I’0)‘2+2‘E(x’0)‘2)tF(:c,O) (16)
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4.2 Split-Step along the Vector Field of the Linear Part

We cannot solve the linear part analytically. We use a FD formula to discretize the spatial derivative
0.. For few time steps a second order centered finite difference formula and for long runtimes with
many time steps a second order upwinding finite difference formula. The reason for that is that the
centered FD approximation results in better energy and Hamiltonian conservation than the upwinding
FD approximation. However, as discussed in Section 5.2, the centered FD approximation is instable
because of decoupling between solutions on even/odd grid points. We therefore use the upwinding
FD approximation for long runtimes.

4.2.1 Split-Step with the Centered Finite Difference Formula

We discretize 0,u with

Ve = Ak (Y1 — yk) + Br(ye — yr—1) + O(h*) , (17)
where Aj, = m, By, = %, hyp = xp — 21, yx = E(xk, t) or yp = F(xp,t) on the
non-equidistant grid (z1,...,2zx). Therefore, the linear part of the system of ODEs we have to solve
is

g = By _( —vcArEr+1 —va(—Ak + Bi)Ey + va BiE—1 + ik F, (18)
o= Fy vGARFy1 + Ug(—Ak + Bk)Fk —veBrFr_1 + kB ’

=L(E,F)
The index k is € [1, N]. As boundary condition we use (E1, Fy) = (En, Fn) = (0,0). We define
(21,22,23,24, -y 2aN—1,22N) = (E1, F1,Eo, Fs, ... En,Fn) . (19)
Since L(E, F) is linear, we can write it as matrix
z = Myz, (20)

where Mj, € C2VX2N_ Because of the boundary conditions it follows that (El,Fl) = (EMFN) =
(0,0), i.e., the first two and the last two rows are all zero. To find the matrix elements we need to
consider two cases:

l is even Then z; is always Fj, with k = é

21 = —vgBrzi_o +ikz_1 + Uc(fAk + Bk)zl —+ UgAk-ZH_Q (21)

lis odd : Then z is always Ej with k = 5L
Z21 = vaBrzi—o — ’U(;(—Ak + Bp)zi +ikzi41 — vaAkzire (22)

With these equation we can compute the matrix elements of the matrix My, (3 : 2N — 2,1 : 2N).
Since the first and last two elements in z are zero, the first and last two columns do not contribute.
Therefore, the whole dynamics of the system are represented by w = 2(3 : 2N — 2) and My, = M, (3:
2N —2,3:2N —2), i.e.,

W= Mpw . (23)

4.2.2 Split-Step with the Upwinding Finite Difference Formula

Since FE is potentially the right moving solution and F' the left moving solution we use the backward
finite difference formula for £ and the forward finite difference formula for F'. That means

g = Ek _( —ve(=CrEj—1 — DyEy—2 + (Ci + Dy) Ey) + inF}, (24)
- Fy, va(—(Br + Ak)F, + ApFry1 + BpFri2) + ikE), ’

=L(E,F)
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— hrgithiego — hiyy — hk_athr_o - _ hi—1
where Ak = heiiheis ,'Bk = (hk:kl+hk+2)hi#:2’ Ck = hr_1hh_2 Dy = (hig—1+hr—2)hk—2 and
hk4+1 = Tk4+1 — k. To build the matrix we consider again the two cases
[ is even Then z; is always F), with k = é
Z =ikzi—1 — va(Ag + Br)zi + va Akzige + Vo BrZiqa (25)
lis odd : Then z; is always Ej, with k = ”Tl
2 =vaDpzi—4 +vaCrzi—o — vg(Ck + Dk)zl + iKZ141 (26)

4.2.3 The Implicit Midpoint Rule for the Time Integration

Once My, is built, we have a big system of coupled ODEs that we have to solve. Since the NLCMEs
are Hamiltonian, we hope that their discretized version is still,at least approximately, Hamiltonian.
We hope to find an approximately symplectic method and therefore use the (symplectic) implicit
midpoint rule to integrate these equations of motion, i.e.,

w4
f) (27)

1, - 1. -
& (Id—idtML)w”“ = (Id+§dtML)w”. (28)

’U)n+1 = w" +dtML(

4.3 Computing the Hamiltonian and the Energy &£

In the simulations the value of the Hamiltonian has to be computed. To do so, we discretize the
spatial derivative with the centered FD formula. We write

H= / int(E, F,E', F')dx , (29)
R

where
1 1
int(E,F,E'F') = (E*E —F'F)+k(FE*+ F'E)+ F(5|E\4 +2|E?|F)? + 5|F|4)

int(E(x), Fzk), B (zk), F' (x1))

Q

H{E}[A(Exy1 — Ex) + Bi(Ex — Ep—1)]
—Fp[Ar(Frq1 — Fi) + Be(Fx — Fre—1)]}

1 1
+r(Fe By + F Ey) + F(§|Ek‘4 + 2| By |y ? + 5|Fkl4)d9€ : (30)
For the integration we have used the trapezoidal rule, i.e.,
1 . .
H = 3 Z(mk — Tp—1)(inty + intg_q) . (31)

k
The energy & is analogously computed by & = |E|? + |Fi|? and

1

&= 5 ?(l’k — xkfl)(gk + &C,l) . (32)

5 Results and Discussion

Throughout this discussion we have used the parameters vg = 1, I' = 0.5 and k = 1. At first we
perform tests on the two splitting method variants, namely the computation of the order in dt and
h. Also, a comparison between the splitting method (centered FD) and a 2°¢ resp. 4" order Runge-
Kutta method is made. The reason why two different FD formulas are considered is the instability of
the centered FD splitting method; although it conserves the energy £ and Hamiltonian H much better
than the upwinding FD splitting method. For the simulation of collisions between two solitons long
runtimes with many time steps are necessary. We therefore use the upwinding FD splitting method
for the purpose to investigate the influence of reflected radiation in the region of interest.
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5.1 Comparison between the Runge-Kutta Method and Splitting Method

At first we compare the second order splitting method (centered FD) with a fourth order Runge-Kutta
method. The measurements have been taken with the following parameters T start = 0 , T_end =20,
time steps =400, N=1000, x_left=-5, x_right=25. The computation time for the Runge-Kutta method
is 82.23 seconds while the split step methods finishes in 4.67 seconds. The evolution of the energy and
the Hamiltonian can be seen in Figure 2. The Butcher table of the fourth order method can be found
in Table 1.

Energy £ Hamiltonian H
| !

3.064 T -4.876
— split step method — numerical Hamiltonian with splitstep
— Runge Kutta method —— exact Hamiltonian
3.064( — —— numerical with Runge Kutta
-4.877F
3.064( 1 S

306301 | -4.878 S

gy €

3.0639-
& -4.879

Ener

3.0639

Hamiltonian

-4.88
3.0639

3.0639 -4.881

3.0638

-4.882
3.0638

3.0638

L L L L L L L L L —4.883 L L L L L L
2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20
time t time t

(a) (b)

Figure 2: Comparison of the 4'" order Runge-Kutta with the splitting method (centered FD).

In another measurement we compare a second order Runge-Kutta method with the splitting method
(centered FD). The simulation has been performed with the parameters T_start = 0, T_end =15,
time steps =2000, N=1000, x_left=-5, x_right=25. The result can be seen in Figure 3. The runtime
for the splitting method (centered FD) was 20.59 seconds resp. 194.79 seconds for the second order
Runge-Kutta method. The corresponding Butcher table can also be found in Table 1.

The splitting method (centered FD) yields good results even with much short computation time
compared to the Runge-Kutta methods.

Energy £

i .
3.0642 . Hamiltonian H

-4.8785

— numerical Hamiltonian with splitstep
— exact Hamiltonian
—— numerical with Runge Kutta

3.0641

— St step method
— Runge Kutta method
1 -4.8786
3.0641 1 \
—-4.8787

W 3.0641 4 .

48788} \
8 3.0641 1 \
-4.8789
3.0641

-4.879
3.064 1

-4.8791
3.0641 4

3.064( 1 48792 o~

gy

Ener

Hamiltonian

3.064 L L -4.8793 L . !
0 5 10 15 0 5 10 15
time t time t

(a) (b)

Figure 3: Comparison of the 2°¢ order Runge-Kutta with the splitting method (centered FD). One can
see that the splitting method (centered FD) seems approximately symplectic while the the Hamiltonian
diverges with the Runge-Kutta method. Also, the Runge-Kutta method does not conserve the energy.
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0
1/2 | 1/2
0 /21 0 1/2
1] 1 1 0 0 1
[ 1/2 1/2 | 1/6 2/6 2/6 1/6

Table 1: On the left the Butcher table of the 2 order Runge-Kutta method and on the right of the
4 order.

5.2 Comparison Between the Upwinding FD Splitting Method and the
Centered FD Splitting Method

In Figure 4 one can see that the centered FD splitting method is instable. After some time steps high
frequency oscillations occur that are not physical. These oscillations appear because of even/odd grid
points decoupling. In Figure 5 we compare the centered FD splitting method with the upwinding
FD splitting method which is stable. The centered FD version has better properties concerning the
conservation of energy and Hamiltonian [ a), b) resp. ¢),d) ] but already shows for the used runtime
the beginning instability (Figure 5 a)). In e) and f) the time evolution of the numerical solution is
plotted together with the exact solution. The centered FD approximation lags behind, but conserves

roughly the shape and amplitude of the pulse, whereas the upwinding FD version doesn’t conserve
shape or amplitude.

[ ] fine grid (

Figure 4: In a) one can see that for many time steps the method is unstable. At the time ¢ = 22
there appear high frequency oscillations with a wavelength of the order of h. The sharp spikes in the
energy evolution of the centered FD formula splitting method (Figure 5 a)) are an artifact of that
instability. In b) one can see beginning oscillations in a zoomed snapshot of Figure 5 e).

5.3 The Error Convergence in h

Since we have used a 2" order stencil for the spatial discretization we expect that the error converges

at least quadratically. It turns out that the convergence is approximately of 4" order in the L?-norm
and 6 order in the H'-norm (Figure 6).

The L? error is computed as

1 - -
& DBk = Bl® 4 [F — Bl (33)
k
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3.15
3.064 T T T T T T T T T
31F 1
3.064 1
3.051 1

3.064 -
3.0639
3.0639 i
3 . . . . . . . . . 265 . . . . . . . . .
0 5 10 15 20 254+ 30 35 40 45 50 0 5 10 15 20 25, ¢ 30, 35 40 45 50
tinie ¢ time ¢
(a) (b)
=35
~4.8638 - —— numerical Hamiltonian
— numerical Hamiltonian — exactHamiltonian |
— exact Hamiltonian m
m —4.864
= g
Cﬁ -4.8642 or
E a
O -486441 8 —ab
~+ —
=1 =
E -4.8646| E
= <
T -4.8648 T
-4.865
-45F
-4.8652
—4.8654
~4.8656 [
e z‘% éo ® 40 a4 % B0 s 10 15 20  25,: 30 , % 40 a5 50
me t time ¢
(c) (d)
45
40
35
30
253
20
o 15 N
o 10 s
5 -
o 5 .
of of o

Figure 5: One can see the evolution of energy £ and Hamiltonian H for a single propagating gap
solition. On the left side are the results from the centered FD splitting method and on the right side
those of the upwinding FD splitting method. In both cases the parameters are set as v = 0.7, § = 0.67
t = 50, number iterations =2000, N = 1000, x_left=-5, x_right=40. The dashed lines represent the
exact solution.
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and the H! error as
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% > |Bx — Bkl + |Ae((Brsr — Exyr) — (B — Ex)) + Br((Ex — Ex) — (Bx—1 — Ex—1))[
k

+|F — Fe* 4+ |A((Fey1 — Frg1) — (Fi — Fr)) + Br((F, — F) — (Frm1 — Fr1)))?

where F resp. E are the exact solutions.

(34)

y=4%-86

— datal
—— linear

.
-1.6 -1.4 -1.2
log, (arid spacing h)

.
-16 -1.4 -12
log, (grid spacing h)

(a) (b)
-10 -5
— datal — datal
— linear — linear
y=3.9%-8.2 -6 y=59%-15 Bl
1 1
b
-12 -8
= = -9
s -13f s
H 5
T [
& o -10f
5 3
g -14f g
- -1
_151 -12F-
13l
-16
14l
L7 . . . . . . . 15 . . . . . .
=22 -2 -18 -16 -14 -12 -1 -0.8 -0.6 =22 2 -18 -16 -14 -1.2 -1 -0.8 -0.6
log, ((grid spacing h) log, ((grid spacing h)
(c) (d)

Figure 6: In a) and b) resp. ¢) and d) the error convergence for the centered FD resp. upwinding FD
splitting method is depicted. One can see the error |E — Eepact|? + | F — Fezact|? in the L2-norm a)/c)
and in the H'-norm [b)/d)]. The fitting shows that the convergence is approximately of polynomial
order 4 in the L?-norm and 6 in the H'-norm. Simulation time is 0.00001 in one iteration on the grid
[—10 : h : 12]. Number of grid points is between 200 and 200 * 2*.

5.4 The Error Convergence in dt

For the error convergence in dt we expect also a 2"d order error convergence. The used split step
method is of second order if the seperated ODEs can be analytically solved. To solve the linear ODE
we use a 2°¢ order method, i.e. the resulting method should also be of 2" order. Convergence of the
error turns out to be of approximately 4" order (Figure 7).
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log, (L, error)

y=39%+25

. .
-1.4 -13
log, (imestep dt)

(a)

log, (L, error)
\
&
T

_a5)

-5.5

y=43%+3

-19

Figure 7:
depicted.

.
. -13
log,(imestep dt)

(c)

log, o(H, efror)

log, (H, error)

y=dx+al

data 1
linear

. .
-1.4 -13
log, (timestep dt)

(b)

-1.2

y=45%+49

.
-14  -13
log, (timestep dt)

(d)

-12

11

In a) and b) the error convergence in dt for the centered FD formula splitting method is

Instead of the expected 2°? order convergence for both methods we observe approximately

4™ order convergence. The used parameters were runtime ¢t = 6, number of timesteps = 501%4 on a
grid with V = 4000, x_left=-5, x_right=12;
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5.5 Reflection Properties of the Upwinding FD and Centered FD Splitting
Method

We test the reflection properties of a single propagating gap soliton. The gap soliton keeps its rough
shape but many high frequency oscillation emerge if the method is the centered FD splitting method.
In contrast, the upwinding FD splitting method does not produce high frequency oscillation but the
rough shape of the soliton is not conserved after the reflection. The upwinding FD splitting method
does not produce high amplitude perturbations by reflected radiation. Figure 8 shows a plots for both
methods.

5.6 Influence of the Coarseness in Outer Regions on the Solution in the
Inner Region

5.6.1 Collision between Two Different Gap Solitons

To produce a lot of radiation by colliding two gap solitons we choose the following parameters: For the
left moving gap soliton v; = —0.1, 4; = 0.97 and for the right moving solition vy = 0.01, d2 = 0.957.
Simulation time is t = 56 in 3640 timesteps. The peaks of both gap solitons have both an offset of 4
from zero. The fine grid reaches from —20 to 20 and has 1024 grid points. The left coarse region goes
from —40 to —20 and the right coarse region from 20 to 40. They both have varying number of grid
points. We use the notation Ngarse for the reduced number of grid points in the “coarse” region and
Ngpe as the number of grid points in the coarse region such that the grid spacing equals the one in
the “fine” region.

The analysis of the reflection with the upwinding FD method (Figure 9 and 10) shows that only for
very coarse grids in the outer regions strong perturbations on the fine grid can be observed. On the
left side of the two Figures the solution with the coarse outer regions while on the right side the error
in the inner region are depicted.

Then we computed a reference solution on a uniform fine grid and computed the relative error
|[E-B|*+|F—F?
|E]2+]F|2
winding FD method, the relative error is negligible for even rather coarse grids. However, how much
radiation is reflected into the fine grid region also depends on the method (5.5) and it is possible that

other methods produce more backscattered radiation than the upwinding FD splitting method.

in the “fine” region in the L?-norm. This can be seen in Figure 11. For the up-

5.7 Discrepancy between the upwinding FD method and the method used
in Ref. [1]

There is a qualitative difference between the behavior computed with our upwinding FD splitting
method and the pseudospectral method on a uniform grid used in Ref. [1]. Colliding gap solitons
with parameters 0 = 0.27 and vg = 0.1 did not result in the merger of the gap solitons. The reason
for that is likely the dissipative nature of the upwinding FD method.

6 Summary

We have tested several numerical methods to solve the NLCME. The two splitting method variants are
4*h order in dt and h in the L?-norm that give similarly good or better results compared to Runge-
Kutta methods in terms of conservation of energy £ and Hamiltonian H. Since the centered FD
splitting method turns out to be instable we use the upwinding FD splitting method for long runtimes.
For the upwinding FD splitting method rather coarse outer regions gave good results compared to a
uniformly fine grid, i.e. to obtain a relative error of 1% the grid in the outer region must only have a
grid density that deviates from the fine grid by a factor of approximately 27. However, the method is
not ideally suited for our purposes since reflected radiation does not keep its original pulse shape and
the bad conservation properties of the Hamiltonian H and the energy £ compared to the centered FD
splitting method. Additionallly, it gives qualitatively different results compared to Ref. [1] which is
probably an effect of the dissipative nature of the upwinding FD method.
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Figure 8: In a) one can see the reflection behavior of a singe gap soliton computed with the centered
FD splitting method. In b) the reflection computed with the upwinding FD splitting method is
depicted. The dashed (red) line is the exact solution and the black (solid) line is the numerical

solution.
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Figure 9: In a) one can see the reference solution computed on a uniform grid. For all plots the region

from [—20 : 20] holds a fine grid with 1024 grid points. The outer coarse regions have 1024%
grid points, where % € {2*[0:10], 0}. On the left side the solution is depicted and on the right the

ine

corresponding error distribution can be seen.
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Figure 11: The relative error between the solution computed on the fine grid covering [—40 : 40]
and the solution where in the region [—40 : —20] and [20 : 40] a coarser grid with only the fraction
N_coarse/N_fine as many grid points in the outer regions is used.
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