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#### Abstract

Already in 1757, Leonhard Euler introduced a set of equations-nowadays known as the Euler equations-to describe ideal fluids. Ever since, the Euler equations have received considerable attention from a wide range of communities including physicists, mathematicians, and engineers. To emphasize the difficulty of these equations, we note that only very recently blow-up of the exact solutions of the Euler equations was observed by Elgindi. In 1822, the Euler equations were extended the Navier-Stokes equations-the same equations with an added term to account for resistive effects. The existence of smooth and global solutions to the Navier-Stokes equation is an open problem that is one of the millenial problems defined by the Clay Mathematics Institute. The age of the problem and the considerable attention it has received, show the difficulty and importance of the mathematical description of fluids.

Despite the theoretical difficulties, the Euler and Navier-Stokes equations have been succesfully used in practice by physicists and engineers. Since in practical situations the solutions to these equations are not known, one often resorts to the use of numerical methods. A plethora of numerical methods has been developed for solving the Euler and Navier-Stokes equations. Traditional finite-element methods work very well for the Navier-Stokes equations with a dominant diffussion term, while traditional finite-volume methods work well for the Euler equations or, equivalently, the Navier-Stokes equations without diffussion term. A practical problem that requires attention is that of solving the Navier-Stokes equations with a very weak diffusion term. In this case, the solution exhibits properties of both the Euler equations and the Navier-Stokes equations with strong diffusion. In this work, we develop a numerical scheme on the basis of semi-Lagrangian, vectorial advection. Numerical experiments show that this scheme performs very well for any value of the viscosity.

The Euler and Navier-Stokes equations can also be coupled with the Maxwell equations to obtain a mathematical description of magnetohydrodynamics. In this description, it is assumed that the fluid carries the magnetic field along, while the magnetic field exhibits a force on the fluid through the Lorentz force. We extend the scheme that we developed for the Navier-Stokes equations to magnetohydrodynamics. In this case, we show that the semi-Lagrangian-based scheme does not yield a natural discretization of the Lorentz force and that this leads to instabilities. It is also shown that the scheme fails to satisfy a discrete energy bound and thus it is not unexpected that instabilities occur.

The code used for all numerical experiments in this thesis is made available under the GNU Public License at [61].
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## Chapter 1

## Semi-Lagrangian Advection of Differential Forms

### 1.1 Introduction

We search $\boldsymbol{u}(x, t)$ on a bounded domain $\Omega \subset \mathbb{R}^{n}$ such that

$$
\begin{align*}
\partial_{t} u-\operatorname{curl} \varepsilon \operatorname{curl} u+\operatorname{grad}(\beta \cdot u)+\operatorname{curl} u \times \beta & =f, & & \text { in } \Omega,  \tag{1.1}\\
u & =g, & & \text { on } \Gamma_{i n}, \tag{1.2}
\end{align*}
$$

where $\varepsilon>0, \beta: \Omega \mapsto \mathbb{R}^{n}, f: \Omega \mapsto \mathbb{R}^{n}$, and $g: \Omega \mapsto \mathbb{R}^{n}$ are given. $\partial \Omega$ and $\Gamma_{i n}$ denote the boundary of $\Omega$ and $\Gamma_{i n}=\{x \in \partial \Omega ; \beta<0\}$. We will assume that the velocity $\beta: \Omega \mapsto \mathbb{R}^{n}$ satisfies $\operatorname{div} \beta=0$. These equations have variety of applications including (but not limited to) fluid dynamics, plasma, and astrophysics. These applications often require values for $\varepsilon$ that are small compared to the other quantities.
For the scalar version of equation (1.1), we search $u(x, t)$ on a bounded domain $\Omega \subset \mathbb{R}^{n}$ such that

$$
\begin{align*}
\partial_{t} u-\operatorname{div} \varepsilon \operatorname{grad} u+\beta \cdot \operatorname{grad} u & =f, & & \text { in } \Omega,  \tag{1.3}\\
u & =g, & & \text { on } \partial \Omega, \tag{1.4}
\end{align*}
$$

where $\varepsilon>0, \beta: \Omega \mapsto \mathbb{R}^{n}, f: \Omega \mapsto \mathbb{R}$, and $g: \Omega \mapsto \mathbb{R}$ are given. This type of equation has received considerable attention in literature. The most common approaches consider some form of stabilized Eulerian scheme; a type of scheme where first spatial discretization is performed after which a suitable timestepping scheme is chosen. Some examples of this type of methods include discontinuous Galerkin schemes [30,34,52] and subgrid viscosity techniques [19]. These methods turn out to be particularly robust against spurious oscillations [24,53,41]. However, if $\varepsilon>0$ is large, these techniques require solving a large non-symmetric sparse system of non-linear equations. This requires a lot of computational effort and is therefor undesirable.

An alternative to the above methods are semi-Lagrangian schemes. These types of schemes perform time discretization in the Lagrangian frame of reference in a similar fashion as done for Lagrangian schemes. However, where traditional Lagrangian schemes advect the entire mesh, semi-Lagrangian schemes project the fields back onto a fixed-mesh. This avoids the large computational complexity involved with remeshing at every timestep. Also, due to the discretization in the Lagrangian frame, we avoid solving the non-symmetric system of equations. A plethora of research is available on semi-Lagrangian schemes for scalar advection-diffusion equations (1.1) $[6,7,8,17,20,25,45,54,58]$. Also, some work has been done on semiLagrangian schemes for equation (1.1) [26, 28, 27]. However, these works only address a first-order semi-Lagrangian scheme. In [9], a second-order semi-Lagrangian scheme was introduced for scalar advection-diffusion equations, where elements of the mesh were only approximately transported along the velocity field. Instead of transporting the elements exactly (and thus in general introducing curved boundaries), the vertices of the elements were transported and interpolated to form an approximation of the transported element. In this work, we will use ideas of [27] and [9] to construct a second-order scheme for equation (1.1). [27] also includes an elaborate analysis of the introduced first-order semi-Lagrangian scheme for equation (1.1). This shows that the constant of convergence remains bounded as $\varepsilon \rightarrow 0$ : a property that is not common in Eulerian schemes. For an overview of the analysis of semi-Lagrangian schemes we refer to [27, Chapter 5].

### 1.2 The calculus of differential forms

This section is meant as an introduction to the notation that will be used in this work. For background information on differential geometry and differential forms, the author refers to [13], [32], and [57]. In this work, we will follow the notation as introduced in [27]. We repeat the definitions that will be relevant in our work.

Let $\Omega$ be a smooth, compact, oriented, $d$-dimensional Riemannian manifold with boundary and let $T_{x} \Omega$ be the tangent space of $\Omega$ at $x \in \Omega$. We denote by $\Lambda^{k}(\Omega)$ the set of differential $k$-forms on $\Omega$ and by $\mu \in \Lambda^{d}(\Omega)$ the volume form of $\Omega$. The set $S(k, d)$ contains the permutations $\sigma$ of numbers $\{1, \ldots, d\}$ such that $\sigma(1)<\ldots<\sigma(k)$ and $\sigma(k+1)<\ldots<\sigma(d)$, and $\operatorname{sign}(\sigma)$ denotes the sign of the permutation. In the remainder of this section, $v_{1}, \ldots, v_{d}$ denote arbitrary smooth vector fields, while $\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{\boldsymbol{d}}$ denotes an orthonormal frame with respect to a Riemannian manifold. We will need the following definitions from [27].

Definition 1 [57, Definition 1.2.2a] The exterior product $\wedge: \Lambda^{j}(\Omega) \times \Lambda^{k}(\Omega) \mapsto$
$\Lambda^{j+k}(\Omega)$ is defined by

$$
(\omega \wedge \eta)\left(v_{1}, \ldots, \boldsymbol{v}_{j+k}\right)=\sum_{\sigma \in S(k, j+k)} \operatorname{sign}(\sigma) \omega\left(\boldsymbol{v}_{\sigma(1)}, \ldots, \boldsymbol{v}_{\sigma(j)}\right) \eta\left(\boldsymbol{v}_{\sigma(j+1)}, \ldots, \boldsymbol{v}_{\sigma(j+k)}\right) .
$$

Definition 2 [57, Definition 1.2.2b] The scalar product $(\cdot, \cdot): \Lambda^{k}(\Omega) \times \Lambda^{k}(\Omega) \mapsto$ $\Lambda^{0}(\Omega)=C^{\infty}(\Omega)$ is defined by

$$
(\omega, \eta)=\sum_{\sigma \in S(k, d)} \operatorname{sign}(\sigma) \omega\left(\boldsymbol{e}_{\sigma(1)}, \ldots, \boldsymbol{e}_{\sigma(k)}\right) \eta\left(\boldsymbol{e}_{\sigma(1)}, \ldots, \boldsymbol{e}_{\sigma(k)}\right)
$$

Definition 3 [57, Definition 1.2.2c] The Hodge operator $\star$ : $\Lambda^{k}(\Omega) \mapsto \Lambda^{d-k}(\Omega)$ yields the unique $(d-k)$-form $\star \omega$ such that

$$
\eta \wedge \star \omega=(\eta, \omega) \mu
$$

Definition 4 The scalar product $(\cdot, \cdot)_{\Omega}: \Lambda^{k}(\Omega) \times \Lambda^{k}(\Omega) \mapsto \mathbb{R}$ is defined by

$$
(\omega, \eta)_{\Omega}=\int_{\Omega} \omega \wedge \star \eta
$$

Definition 5 The scalar product $(\cdot, \cdot)_{\Omega}: \Lambda^{l}(\Omega) \times \Lambda^{k}(\Omega) \mapsto \mathbb{R}, l+k=d$ is defined by

$$
(\omega, \eta)_{\Omega}=\int_{\Omega} \omega \wedge \eta .
$$

Definition 6 [57, Definition 1.2.2e] The exterior derivative d : $\Lambda^{k-1}(\Omega) \mapsto$ $\Lambda^{k}(\Omega)$ at $x \in \Omega$ is defined by

$$
\begin{aligned}
\mathrm{d} \omega\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k}\right) & =\sum_{0 \leq j \leq k} D_{v_{j}}\left[\omega\left(\boldsymbol{v}_{1}, \ldots, \hat{v}_{j}, \ldots, \boldsymbol{v}_{k}\right)\right] \\
& +\sum_{0 \leq i<j \leq k}(-1)^{i+j} \omega\left(\left[\boldsymbol{v}_{i}, \boldsymbol{v}_{j}\right], v_{0}, \ldots, \hat{v}_{i}, \ldots, \hat{v}_{j}, \ldots, \boldsymbol{v}_{k}\right),
\end{aligned}
$$

where $D_{X} f$ denotes the differential of $f \in \Lambda^{0}(\Omega)$ with respect to the vector field $X$ on $\Omega,[\because, \cdot]$ denotes the Lie Bracket, and $\hat{v}_{i}$ means that $v_{i}$ is omitted.

Definition 7 [57, Definition 1.2.2d] The contraction $i_{\beta}: \Lambda^{k}(\Omega) \mapsto \Lambda^{k-1}(\Omega)$ for a vector field $\beta$ is defined by

$$
\left(i_{\beta} \omega\right)\left(v_{1}, \ldots, v_{k-1}\right)=\omega\left(\beta, v_{1}, \ldots, v_{k-1}\right)
$$

Definition 8 [57, p. 21] The Lie derivative $L_{\beta}: \Lambda^{k}(\Omega) \mapsto \Lambda^{k}(\Omega)$ is defined by

$$
L_{\beta}=\mathrm{i}_{\beta} \mathrm{d} \omega+\mathrm{di}_{\beta} \omega .
$$

Definition 9 [57, p. 22] Let $\Omega^{\prime}$ be a manifold and $\varphi: \Omega \mapsto \Omega^{\prime}$ a smooth map, then the pullback $\varphi^{*}: \Lambda^{k}\left(\Omega^{\prime}\right) \mapsto \Lambda^{k}(\Omega)$ is defined as

$$
\left(\varphi^{*} \omega\right)_{x}\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k}\right)=\omega_{\varphi(x)}\left(D \varphi_{x} \boldsymbol{v}_{1}, \ldots, D \varphi_{x} \boldsymbol{v}_{k}\right),
$$

where $\omega_{x}$ is the $k$-form associated with $\omega$ at $x \in \Omega$ and $D \varphi_{x}$ is the differential of $\varphi$ at $x$.

Definition 10 [27] Tthe trace $\operatorname{tr}: \Lambda^{k}(\Omega) \mapsto \Lambda^{k}(\partial \Omega)$ is the pullback of the inclusion map $i: \Omega \mapsto \partial \Omega$.

Definition 11 [26, p. 8] The exterior coderivative $\delta: \Lambda^{k}(\Omega) \mapsto \Lambda^{k-1}(\Omega)$ yields the unique $(k-1)$-form $\delta \omega$ such that

$$
\star \delta \omega=(-1)^{k} \mathrm{~d} \star \omega \text {. }
$$

An important result is the following [13]
Theorem 1 Let $\beta: \Omega \mapsto T \Omega=\mathbb{R}^{d}$ be stationary and Lipschitz-continuous, then

$$
\begin{align*}
\frac{\partial}{\partial \tau} X_{\tau}(x) & =\boldsymbol{\beta}\left(X_{\tau}(x)\right)  \tag{1.5}\\
X_{0}(x) & =x \tag{1.6}
\end{align*}
$$

is well-defined and yields the following equality for $\omega \in \Lambda^{k}(\Omega)$

$$
L_{\beta} \omega=\left.\frac{\partial}{\partial \tau} X_{\tau}^{*} \omega\right|_{\tau=0}
$$

We are now ready to formulate the nonstationary advection-diffusion problem as in [27]: we search $\omega(t) \in \Lambda^{1}(\Omega)$ such that

$$
\begin{align*}
\partial_{t} \omega+\delta \varepsilon \mathrm{d} \omega+L_{\beta} \omega & =\varphi, & & \text { in } \Omega,  \tag{1.7a}\\
\omega & =\psi_{g}, & & \text { on } \Gamma_{i n},  \tag{1.7b}\\
\left.\omega\right|_{t=0} & =\omega_{0}, & & \tag{1.7c}
\end{align*}
$$

where $\omega_{0}$ and $\beta$ are given, $\psi_{g} \in \Lambda^{1}(\Omega)$ is the differential form corresponding to the vector proxy $g$ and also given. $\Gamma_{0}$ denotes the boundary of $\Omega$ and $\Gamma_{i n}=\left\{x \in \Gamma_{0} ; \boldsymbol{\beta} \cdot \boldsymbol{n}<0\right\}$ is the inflow boundary. From theorem 1 it is clear that equation (1.7) constitutes a transport problem for $\varepsilon=0$. In fact, we find the formal solution

$$
\begin{equation*}
(\omega(t))_{x}=\left(X_{-\tau}^{*} \omega(0)\right)_{x}+\int_{0}^{t}\left(X_{\tau-t}^{*} \varphi(\tau)\right)_{x} \mathrm{~d} \tau \tag{1.8}
\end{equation*}
$$

where we assumed for simplicity that $\beta \cdot n=0$ on $\partial \Omega$.

### 1.3 Discrete differential forms

In this section, we introduce a generalization to higher orders for differential Whitney $p$-forms, a lowest-order discrete differential form. This type of discrete differential forms has the advantage that its degrees of freedom lie on $p$-simplices [21] as opposed to on $q$-simplices with $q>p$ as is common for higher-order discrete differential forms [3]. Good resources on the theory of discrete differential forms are [4] and [3]. For an elaborate overview of the theory presented in this section, we refer to [21].
Let $\Omega \subset \mathbb{R}^{d}$ be a polyhedral domain, then we can define a mesh $m$ as a partition of $\Omega$ into $d$-simplices in such a way that two of those simplices are only allowed to intersect on a common face of dimension $0 \leq p \leq d-1$. Let $\mathcal{S}^{p}$ and $\left|\mathcal{S}^{p}\right|$ be the space of $p$-simplices of $m$ and its cardinality. A $p$-chain $c$ is linear combination of simplices in $\mathcal{S}^{p}$ and can be represented as a sum $c=\sum_{s \in \mathcal{S}^{p}} c_{s} s$. In practice, $c$ can be stored as a vector $\left(c_{s}\right)_{s \in \mathcal{S}^{p}}$ and the space of $p$-chains thus forms a vector space. A $p$-cochain is an element of the dual space associated with the space of $p$-chains and can be associated with a differentiable $p$-form as we will see later.
A $p$-cochain $\bar{b}$ can be constructed from a differential $p$-form $b$ by defining it as the map $c \mapsto \sum_{s \in \mathcal{S}^{p}} c_{s} \int_{s} b$ or, on a computer, as the vector $\bar{b}=\left(\int_{s} b\right)_{s \in \mathcal{S}^{p}}$. The conversion from a differential $p$-form to a $p$-cochain is called the deRham map or the projection map, $\bar{b}=\mathcal{R} b$. Given a $p$-cochain $\bar{b}: c \mapsto \sum_{s \in \mathcal{S}^{p}} c_{s} b_{s}$ and suitable differentiable $p$-forms $w^{s}$ (to be defined later), we can construct the differential $p$-form $b=\sum_{s \in \mathcal{S}^{p}} b_{s} w^{s}$. This construction is known as the Whitney map (or prolongation), $b=\mathcal{P} \bar{b}$. These constructions show us that $p$-cochains are the discrete analogue of differential $p$-forms.
Another important operator is the boundary operator $\partial: \mathcal{S}^{p} \mapsto \mathcal{S}^{p-1}$. This operator takes a $p$-simplex $\sigma$ and maps it to a sum of its faces ( $p-1$-simplices), $\partial s=\sum_{s \in \mathcal{S}^{p-1}} \boldsymbol{d}_{\sigma}^{s} s$, where

$$
\boldsymbol{d}_{\sigma}^{s}= \begin{cases}0, & s \notin \partial \sigma, \\ 1, & s \in \partial \sigma, \text { orientation } s \text { agrees with orientation induced by } \sigma \\ -1, & s \in \partial \sigma, \text { orientation } s \text { disagrees with orientation induced by } \sigma\end{cases}
$$

The map can be linearly extended to $p$-chains as $\partial c=\sum_{s \in \mathcal{S}^{p}} c_{s} \partial s$. Using the boundary operator and Stokes' theorem, we can define the concept of exterior derivative d for $p$-cochains.

Suppose $b$ is a differential $p$-form, then $\mathrm{d} b$ is a differential $p+1$-form. Suppose we are given $\mathcal{R} b$ and we are interested in finding $\mathcal{R} \mathrm{d} b$. The exterior derivative of $\mathcal{R} b$ is not defined, but we can take the exterior derivative of $\mathcal{P R} b$. This will yield a $p+1$-form (that is in general different from $\mathrm{d} b$ ), which we can project onto a $p+1$-cochain in order to represent it on a computer.

This means that we are interested in integrating $\mathrm{d} \mathcal{P} \mathcal{R} b$ over $p+1$-chains, say $\sum_{s \in \mathcal{S}^{p}} c_{s} s$. Using Stokes' theorem, we find

$$
\int_{\sum_{s \in \mathcal{S}^{\mathcal{P}+1} c_{s} s}} \mathrm{~d} \mathcal{P} \mathcal{R} b=\int_{\partial\left(\sum_{s \in \mathcal{S}^{p+1}} c_{s} s\right)} \mathcal{P} \mathcal{R} b=\sum_{s \in \mathcal{S}^{p+1}} c_{s} \int_{\partial s} \mathcal{P} \mathcal{R} b
$$

The right-hand side of this equation can be evaluated as $\mathcal{P} \mathcal{R} b$ is a $p$-form and the operator $\partial$ reduces the $p+1$-simplex $s$ to a $p$-simplex $\partial s$, thus the above equation is well-defined. Recall that the prolongation operator $\mathcal{P}$ implicitly depends on chosen $w^{s}$. It can be shown that the $w^{s}$ we find later has the property that $\mathcal{R} \mathrm{d} \mathcal{P} \mathcal{R} b=\mathcal{R} \mathrm{d} b$ [21].
Let $\sigma \in \mathcal{S}^{p}$ and $s \in \mathcal{S}^{p-1}$, then we can define $\lambda_{\sigma-s}(x)$ to be the barycentric coordinate associated with element $\sigma$ and node $l$, where node $l$ is the only node of $\sigma$ that is not contained in $s$. This allows us to define the differential Whitney $p$-forms, $w^{s}$, as follows [21].

Definition 12 The differential Whitney $p$-form $w^{\sigma}$ of polynomial degree 1 associated to the $p$-simplex $\sigma$ is

$$
w^{\sigma}=\sum_{s \in \mathcal{S}^{p-1}} \boldsymbol{d}_{\sigma}^{s} \lambda_{\sigma-s} \mathrm{~d} w^{s},
$$

where $w^{n}=\lambda_{n}$ for $p=0$ and $\Lambda_{h, 1}^{p}(\Omega)=\operatorname{span}\left\{w^{\sigma} ; \sigma \in \mathcal{S}^{p}\right\}$.
It now remains to extend the definition of differential Whitney $p$-forms to higher polynomial degrees. We write $\boldsymbol{k}=\left(k_{0}, \ldots, k_{d}\right)$ for an ordered set of integers with $k_{i} \geq 0$ and denote by $|k|$ their sum. Then, we define $\mathcal{I}(d+1,|k|)$ as the set of multi-index $k$ with $d+1$ components and sum $|k|$. In the remainder of the document, we will also use the notation $\lambda^{k}=\prod_{i=0}^{d}\left(\lambda_{i}\right)^{k_{i}}$. To each multi-index $k \in \mathcal{I}(d+1,|k|)$ and $d$-simplex $\sigma$ corresponds a map $\mathcal{K}$ defined as
$\mathcal{K}=\mathcal{H}\left(\frac{1}{k_{0}+1}, a_{0}\right) \circ \mathcal{H}\left(\frac{k_{0}+1}{k_{1}+k_{0}+1}, a_{1}\right) \circ \cdots \circ \mathcal{H}\left(\frac{k_{d-1}+\cdots+k_{1}+1}{k+1}, a_{d}\right)$,
where $a_{0}, \ldots, a_{d}$ are the vertices of $\sigma$ and $\mathcal{H}$ is the mapping

$$
\mathcal{H}(r, a): \mathbb{R}^{d} \ni \boldsymbol{x} \mapsto \boldsymbol{a}+r(\boldsymbol{x}-\boldsymbol{a}) \in \mathbb{R}^{d}
$$

Using $\mathcal{K}$, we can define the degrees of freedom associated with differential Whitney $p$-forms as the small $p$-simplices associated with $\sigma$, where small simplices are defined as follows.

Definition 13 We call small $p$-simplices the images $\mathcal{K}(S)$ for all (big) $p$ simplices $S \in \mathcal{S}^{p}$ and all $\boldsymbol{k} \in \mathcal{I}(d+1, k)$, and denote them by $s=\{\boldsymbol{k}, S\}$.


Figure 1.1: Degrees-of-freedom of a second-order element in 2D. All the edges between the different connection points are degrees-of-freedom. In 3D, we simply have all these degrees-of-freedom on the faces of the simplex.

We refer to fig. 1.1 for an example of small simplices of a second-order simplex in 2D. For a 3D simplex, there are no interior degrees-of-freedom and we the degrees-of-freedom of the faces agree with those presented in fig. 1.1.

We define the differential Whitney $p$-forms to small-simplices as follows.
Definition 14 The differential Whitney $p$-forms associated to small simplex $s=\{\boldsymbol{k}, S\}$ is $w^{s}=\lambda^{k} w^{S}$, where $w^{S}$ is the differential Whitney $p$-form of polynomial degree 1 associated to $S$ as defined in definition 12. We denote and $\Lambda_{h, 1}^{p}(\Omega)=\operatorname{span}\left\{w^{s} ; s=\{k, S\}, k \in \mathcal{I}(d+1, k), S \in \mathcal{S}^{p}\right\}$.
It can be shown that the differential Whitney $p$-forms constitute a partition of unity, but they are not linearly independent [21]. In practice this means that we have to find a least-squares solution when applying the deRham map. Also, it can be shown that the differential Whitney $p$-forms satisfy the deRham complex [21].
In the remainder of this text, we may leave out the Whitney map $\mathcal{P}$ if it is clear from the context that it should be applied.

### 1.4 Discrete material derivative

Consider the material derivative for a time-dependent differential $p$-form $\omega$

$$
\begin{equation*}
\frac{D \omega}{D t}:=\left.\frac{\partial}{\partial \tau} X_{\tau}^{*} \omega(t+\tau)\right|_{\tau=0}=\partial_{t} \omega+L_{\beta} \omega . \tag{1.9}
\end{equation*}
$$

Using explicit Euler and Heun's method, we obtain for a timestep $\tau>0$

$$
\begin{equation*}
\frac{D \omega}{D t}=\frac{1}{\tau}\left[\omega(t)-X_{-\tau}^{*} \omega(t-\tau)\right]+\mathcal{O}(\tau) \tag{1.10}
\end{equation*}
$$

and

$$
\frac{D \omega}{D t}=\frac{1}{2 \tau}\left[3 \omega(t)-4 X_{-\tau}^{*} \omega(t-\tau)+X_{-2 \tau}^{*} \omega(t-2 \tau)\right]+\mathcal{O}\left(\tau^{2}\right) .
$$

For simplicity of notation, we will restrict the following explanation to the case of first order. However, all that follows is directly applicable to the second-order case unless stated otherwise.

Suppose that, instead of a time-dependent $p$-form $\omega(t)$, we have a $p$-cochain defined at every timestep denoted by $\bar{\omega}^{n}, \bar{\omega}^{n+1}$, etc. We cannot simply plug in $\bar{\omega}^{n}$ for $\omega$, since the operator $X_{-\tau}^{*}$ is not defined on $p$-cochains. Instead, we first apply the Whitney map $\mathcal{P}$ to obtain a differential $p$-form from the $p$-cochain and plug that into equation (1.10). We find

$$
\frac{D \bar{\omega}}{D t}=\frac{1}{\tau}\left[\bar{\omega}^{n}-X_{-\tau}^{*} \mathcal{P} \bar{\omega}^{n-1}\right]+\mathcal{O}(\tau) .
$$

Since $X_{-\tau}^{*} \mathcal{P} \bar{\omega}^{n-1}$ is not a $p$-cochain, we need to apply the deRham map $\mathcal{R}$. We find

$$
\frac{D \bar{\omega}}{D t}=\frac{1}{\tau}\left[\bar{\omega}^{n}-\mathcal{R} X_{-\tau}^{*} \mathcal{P} \bar{\omega}^{n-1}\right]+\mathcal{O}(\tau) .
$$

Recall from section 1.3 that evaluating the deRham map $\mathcal{R}$ is equivalent to evaluating integrals of $p$-forms over (small) $p$-simplices. In this work, we will focus on the evaluation of 1 -forms and thus integrals over (small) 1 -simplices, that is, straight lines. Let us denote by $e$ such a 1 -simplex, and let $e_{1}$ and $e_{2}$ denote its vertices. We are interested in evaluating $\int_{e} X_{-\tau}^{*} \mathcal{P} \bar{\omega}^{n-1}$. We do this in the following way

$$
\begin{equation*}
\int_{e} X_{-\tau}^{*} \mathcal{P} \bar{\omega}^{n-1}=\int_{X_{-\tau}(e)} \mathcal{P} \bar{\omega}^{n-1} \approx \int_{\bar{X}_{-\tau}(e)} \mathcal{P} \bar{\omega}^{n-1}, \tag{1.11}
\end{equation*}
$$

where

$$
\bar{X}_{-\tau}(e)=\left\{(1-t) X_{-\tau}\left(e_{1}\right)+t X_{-\tau}\left(e_{2}\right) ; 0 \leq t \leq 1\right\} .
$$

Instead of transporting the edge $e$ using the flow $X_{-\tau}$ exactly, we instead only transport the vertices back and obtain a linear (second-order) approximation of the transported edge. See fig. 1.2 for an illustration. We can approximate the flow by solving equation (1.5) using explicit Euler or Heun's method for the first- and second-order case, respectively.

In fig. 1.2, we can also see that the approximate transported edge spans four different elements of the mesh. If we need to evaluate equation (1.11), it can happen that there are discontinuities of $\mathcal{P} \bar{\omega}^{n-1}$ along $\bar{X}_{-\tau}(e)$. Therefore, it is not recommended to apply a quadrature rule over the entire integral. Instead, we split $\bar{X}_{-\tau}(e)$ in four different pieces that are each contained in a single element. Then, we can evaluate the integrals over these individual pieces exactly, because we know that $\mathcal{P} \bar{\omega}^{n-1}$ is of polynomial form when restricted to individual elements of the mesh (see section 1.3).


Figure 1.2: Edge $e$ (in red) is transported using the flow $\beta$ (in blue). The exact transported edge $X_{\tau}(e)$ and the approximate transported edge $\bar{X}_{\tau}(e)$ are given in orange and green.

### 1.5 A first- and second-order scheme

We now have all the tools to our disposal to construct a fully-discrete firstand second-order scheme to solve equation (1.7). We have the following weak formulation
$\int_{\Omega}(\overbrace{\partial_{t} \omega+L_{\beta} \omega}^{\frac{D \omega}{D t}}) \wedge \star \eta+\int_{\Omega} \mathrm{d} \omega \wedge \star \mathrm{d} \eta=\int_{\partial \Omega} \mathrm{d} \omega \wedge \star \eta+\int_{\Omega} f \wedge \star \eta, \quad \forall \eta \in \Lambda^{1}(\Omega)$,
where $\frac{D \omega}{D t}$ denotes the material derivative with respect to the flow $\beta$. Using the finite-dimensional subspaces as defined in section 1.3 and using the discrete material derivative as defined in section 1.4, we get the following first-order scheme. Given $\bar{\omega}^{n-1} \in \Lambda_{h, 1}^{1}(\Omega)$, we search $\bar{\omega}^{n} \in \Lambda_{h, 1}^{1}(\Omega)$ such that

$$
\begin{align*}
\int_{\Omega} \frac{1}{\tau}\left[\bar{\omega}^{n}-\mathcal{R} \bar{X}_{-\tau}^{*} \mathcal{P} \bar{\omega}^{n-1}\right] \wedge \star \eta & +\int_{\Omega} \mathrm{d} \bar{\omega}^{n} \wedge \star \mathrm{~d} \eta  \tag{1.13a}\\
& =\int_{\partial \Omega} \mathrm{d} \bar{\omega}^{n} \wedge \star \eta+\int_{\Omega} f \wedge \star \eta, \quad \forall \eta \in \Lambda_{h, 1}^{1}(\Omega) \tag{1.13b}
\end{align*}
$$

where $\tau>0$ denotes the chosen timestep. A second-order scheme can be constructed as follows. Given $\bar{\omega}^{n-2}, \bar{\omega}^{n-1} \in \Lambda_{h, 2}^{1}(\Omega)$, we search $\bar{\omega}^{n} \in \Lambda_{h, 2}^{1}(\Omega)$


Figure 1.3: The red line indicates the line that spans multiple elements. On the left we see the reference element corresponding to the yellow element in the mesh on the right.
such that

$$
\begin{aligned}
\int_{\Omega} \frac{1}{2 \tau} & {\left[3 \bar{\omega}^{n}-4 \mathcal{R} \bar{X}_{-\tau}^{*} \mathcal{P} \bar{\omega}^{n-1}+\mathcal{R} \bar{X}_{-2 \tau}^{*} \mathcal{P} \bar{\omega}^{n-2}\right] \wedge \star \eta } \\
& +\int_{\Omega} \mathrm{d} \bar{\omega}^{n} \wedge \star \mathrm{~d} \eta=\int_{\partial \Omega} \mathrm{d} \bar{\omega}^{n} \wedge \star \eta+\int_{\Omega} f \wedge \star \eta, \quad \forall \eta \in \Lambda_{h, 2}^{1}(\Omega) .
\end{aligned}
$$

### 1.6 Implementation

This section is meant to shed some light on implementation details of the numerical scheme. We will not go into details regarding the implementation of discrete differential forms as those details can be found in [21]. Instead, we will focus on a problem first described in section 1.4. In that section, we encountered the problem that a transported edge could span multiple elements in the mesh and we need to split this edge in individual parts that are all contained in a single element. The presented algorithm works for simplicial meshes of dimension 2 and higher.

Consider the situation on the right-hand side of fig. 1.3. We would like to split the red line into four different segments that are each contained in a single element. To do so, we will "walk" over the red line and store the element ids of the elements we pass. Indeed, we start our walk at the green dot and we walk as far as we can without leaving the first element, that is, until we reach the light-blue dot. As soon as we reach the blue dot, we store the element id in an array for later reference. Currently, we are standing on the light blue dot and thus we are standing on a face of the first element. The next element we will be walking is the element on the other side of the face.


Figure 1.4: The red line indicates the walking path. The yellow faces indicate the faces of the next element that contain the edge. The corresponding black arrows indicate their normal vectors. The pictured angle clearly needs to be larger than 90 degrees.

We consult the mesh connectivity table to obtain the id of this element. Then, we walk further down the line until we reach the purple point, consult the mesh connectivity table again to find the next element, and so on. This ends when we reach the blue point.

It remains to discuss how we determine how far we can walk before we leave the element. Suppose we are standing at the light blue dot and would like to see how far we can walk across the yellow element. To figure this out, we transform the mesh element to its reference element and we also transform the direction of the red line and the light blue and purple point to the reference space (see left side of fig. 1.3). Since we know the coordinates of the vertices in the reference space, we can compute how far we can walk.

In the above example, we implicitly assumed that we would always walk across faces of the element. However, in practice, it is also possible to hit a vertex or (in 3D) an edge. If we cross a vertex we can, just like we did with a face, check the mesh connectivity table to see which elements are touching this vertex. However, this could be many elements and we have to make sure to take the right one. We can decide that by going one step (of half the mesh-width) further down the path and then checking for every element whether we are currently in that element. Note that this is rather computationally expensive, but this is not an issue as hitting a vertex exactly (up to numerical precision) barely happens. In 3D, we have a similar issue when we hit edges. We can find the elements that touch the edge, but we need to decide which of those elements we need. To do so, we take for every element its two faces that contain the edge. If the normal vectors of both of


Figure 1.5: Section 1.7.1 computed until 0.4 seconds using the first- and second-order scheme as defined in section 1.5. The timestep is coupled to the mesh width using a sufficiently small CFL condition.
these faces have an angle bigger than 90 degrees with the red line, we know this is the element we need. See fig. 1.4 for illustration.

### 1.7 Experimental validation

In this section we present some numerical results that validate our first- and second-order scheme for advection of differential forms by means of three examples. We only consider advection $(\varepsilon=0)$ as that is the most challenging case for simulation [27]. The code used for all numerical experiments can be found at [61].

### 1.7.1 Vectorial rotating hump problem

This example was inspired by [27, Section 6.3]. We consider the domain $\Omega=\left\{x \in \mathbb{R}^{2} ;-1 \leq x_{1}, x_{2} \leq 1\right\}$ with velocity

$$
\beta=\left[\begin{array}{c}
x_{2} \\
-x_{1}
\end{array}\right],
$$

and source term $f=0$. Also, we have the initial condition

$$
\boldsymbol{\beta}=\left[\begin{array}{c}
x_{2} \\
-x_{1}
\end{array}\right],
$$



Figure 1.6: Section 1.7.2 computed until 1 second using the first- and secondorder scheme as defined in section 1.5. The timestep is coupled to the mesh width using a sufficiently small CFL condition.

The vector proxy of the initial condition is given by

$$
u_{0}\left(x_{1}, x_{2}\right)= \begin{cases}\operatorname{grad} u(x), & \text { for } \sqrt{x_{1}^{2}+\left(x_{2}-\frac{1}{4}\right)^{2}} \leq \frac{1}{2} \\ 0, & \text { else },\end{cases}
$$

where

$$
u\left(x_{1}, x_{2}\right)=\cos \left(\pi \sqrt{x_{1}^{2}+\left(x_{2}-\frac{1}{4}\right)^{2}}\right)^{4}
$$

The vector proxy of the exact solution is then given by

$$
\boldsymbol{u}(t, \boldsymbol{x})=\boldsymbol{R}(t)^{-1} \boldsymbol{u}_{0}(\boldsymbol{R}(t) \boldsymbol{x}), \quad \boldsymbol{R}(t)=\left[\begin{array}{cc}
\cos (t) & -\sin (t) \\
\sin (t) & \cos (t)
\end{array}\right]
$$

The results of the experiment for a simulation until a final time are given in fig. 1.5 and show a first- and second-order algebraic convergence.

### 1.7.2 Steady Taylor-Green vortex

We consider a Taylor-Green Vortex as introduced in [60]. We have

$$
u(x, t)=\left[\begin{array}{c}
\cos (\pi x) \sin (\pi y) \sin (\pi z) \\
-\frac{1}{2} \sin (\pi x) \cos (\pi y) \sin (\pi z) \\
-\frac{1}{2} \sin (\pi x) \sin (\pi y) \cos (\pi z)
\end{array}\right],
$$



Figure 1.7: Section 1.7.3 computed until 1 second using the first- and secondorder scheme as defined in section 1.5. The time step is coupled to the mesh width using a sufficiently small CFL condition.
and choose the source term and inflow boundary conditions such that this is a solution to equation (1.7) with $\varepsilon=0$. The results of the experiment for a simulation until a final time of 1 second are given in fig. 1.6. Again, we observe first- and second-order algebraic convergence.

### 1.7.3 An unsteady solution in 3D

We consider

$$
\boldsymbol{u}(x, t)=\left[\begin{array}{l}
-y \cos \left(\frac{1}{4} t+y z\right) \\
-z \cos \left(\frac{1}{4} t+x z\right) \\
-x \cos \left(\frac{1}{4} t+x y\right)
\end{array}\right],
$$

and choose the source term and inflow boundary conditions such that this is a solution to equation (1.7) with $\varepsilon=0$. The results of the experiment for a simulation until a final time of 1 second are given in fig. 1.7. Again, we observe first- and second-order algebraic convergence.

## Chapter 2

## Incompressible Euler Equations

### 2.1 Introduction

We search a solution $\boldsymbol{u}(x, t)$ and $p(x, t)$ on a bounded domain $\Omega \subset \mathbb{R}^{n}$ such that

$$
\begin{array}{rlrl}
\partial_{t} \boldsymbol{u}+\boldsymbol{u} \cdot \nabla \boldsymbol{u}-\varepsilon \Delta \boldsymbol{u}+\nabla p & =\boldsymbol{f}, & & \text { in } \Omega, \\
\nabla \cdot \boldsymbol{u} & =0, & & \text { in } \Omega, \\
\boldsymbol{u} \cdot \boldsymbol{n} & =\boldsymbol{g} \cdot \boldsymbol{n}, & & \text { on } \partial \Omega, \\
\boldsymbol{n} \times \nabla \times \boldsymbol{u} & =\boldsymbol{n} \times \nabla \times \boldsymbol{g}, & & \text { on } \partial \Omega,  \tag{2.4}\\
\boldsymbol{u} & =\boldsymbol{\sigma},
\end{array}
$$

where $\varepsilon>0$ and $g: \Omega \mapsto \mathbb{R}^{n}$ are given. $\partial \Omega$ and $\Gamma_{i n}$ denote the boundary of $\Omega$ and the influx boundary $\Gamma_{i n}(t)=\{x \in \partial \Omega ; \boldsymbol{g}(x, t) \cdot \boldsymbol{n}(x, t)<0\}$. The Arnold' interpretation [5] provides a generalization of the above set of equations to arbitrary Riemannian manifolds. In that form, it becomes clear that the system can be interpreted as an optimal transport problem over the infinite-dimensional Lie group of volume-preserving diffeomorphisms on the manifold. Through this formulation it is natural to replace the first two terms of the first equation above by the material derivative

$$
\begin{equation*}
D_{t} u:=\partial_{t} u+\boldsymbol{u} \cdot \nabla \boldsymbol{u} . \tag{2.6}
\end{equation*}
$$

The material derivative is equal to the derivative of the $u$ along the velocity field and physically corresponds to the rate-of-change of the velocity of a specific particle [15]. Semi-Lagrangian schemes discretize the material derivative over the flow field to preserve this natural structure of the above set of equations.

Semi-Lagrangian schemes for the numerical solution of the incompressible Euler equations have already received some interest in literature. In [14,

64, 63], different semi-Lagrangian schemes were developed. These schemes make use of spectral/hp elements [44,33]-a combination of finite-element and spectral methods-to obtain exponential convergence in space. The degrees of freedom lie on points in the elements, so the semi-Lagrangian approach amounts to transporting these point values using the flow map. Although these schemes provide reasonable results, the resulting discrete set of equations does not match the geometric structure of the underlying continuous equations.

Although the issue of not preserving the geometric structure of equations under discretization might not be apparant at first, it can be shown that there is a strong link between the preservation of geometric structure and the stability of the numerical schemes [4,3]. There is a considerable amount of literature available that discuss numerical methods for the Euler equations that preserve its geometric structure [ $40,22,24,37,36,66$ ], but this literature does not include any semi-Lagrangian-type schemes. Arnold et al. [4] proposed a general framework for conserving geometric structure in the discretization of partial differential equations using the concept discrete differential forms. Heumann et al. [26, 28, 27] used this framework to develop a semi-Lagrangian scheme for scalar and vectorial advection that satisfies the geometric structure of the equations. However, these works did not discuss higher-order schemes and the incompressible Euler equations were not considered. The scheme presented in this work will fill that gap.

A class of methods similar to semi-Lagrangian methods are those termed Lagrange-Galerkin (LG) methods. LG methods transport the velocity field $u$ back using the flow field and then multiply it with a test function and integrate over it. If these integrals can be evaluated exactly, the schemes provide unconditional stability [45,58]. In practice it is impossible to evaluate these integrals exactly and therefore they are often approximated using highorder quadrature rules. Unfortunately, the approximate evaluation of the integrals using quadrature leads to instabilities as disccused in [49, 9, 10, $39,59,50,46]$. The remedy for these instabilities is often to approximately transport the mesh by only transporting the vertices using the flow map and then to linearly interpolate to obtain the locations of the other points. Then, the integrals can be evaluated exactly, since the integrand is piecewisepolynomial. However, splitting the transported mesh into smaller elements on which the integrand is polynomial, is computationally expensive in two and three dimensions. The semi-Lagrangian method as presented in this work does not suffer from this issue as, independently of the dimension of the mesh, we only need to split the domains of line-integrals, i.e. onedimensional integrals.

In this work, we introduce a second-order, conservative, structure-preserving semi-Lagrangian scheme to solve the incompressible Euler equations in
two and three dimensions on simplicial meshes. In section 2.2, we will introduce the geometric formulation of the incompressible Euler equations using the language of differential forms. This section will also discuss the conservation of energy and helicity for the incompressible Euler equations. In section 2.3, we will introduce the numerical scheme. This includes the spatial discretization using suitable higher-order discrete differential forms as discussed in $[21,51]$. Also, we will show how to apply the semi-Lagrangian advection operator for discrete differential forms as introduced in [26,28, 27] to the incompressible Euler equations and how to extend it to second-order. The resulting non-conservative scheme will be implicit, but only requires solving a symmetric, linear system at every time-step. Section 2.3 will also include a discusion on how we achieve conservation of energy and helicity using appropriate Lagrange multipliers. Section 2.4 will provide a numerical validation of the scheme.

### 2.2 The Euler equations and exterior calculus

In this section, we will review a famous work by Arnold [5]. The work discusses infinite-dimensional Lie Groups and their application to the incompressible Euler equations. In particular, it shows that the incompressible Euler equations can be interpreted as a minimization problem over the space of measure-preserving diffeomorphisms. In the following, we will assume sufficient regularity and we will not be particularly concerned regarding the limitations of infinite-dimensional Lie groups. For a short introduction into Lie groups and the associated notation, see appendix A.

### 2.2.1 Velocity field as volume-preserving diffeomorphism

As shown in [5], a solution $\boldsymbol{u}$ to the incompressible Euler equations can be associated with a measure-preserving diffeomorphism $\boldsymbol{\varphi}_{t}$ by means of the system

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} \boldsymbol{\varphi}_{t}(x)=\boldsymbol{u}\left(t, \boldsymbol{\varphi}_{t}(x)\right),  \tag{2.7}\\
\boldsymbol{\varphi}_{0}(x)=x
\end{array}\right.
$$

It follows that for all $t \in \mathbb{R}_{+}$such that the solution of the above equation exists, we must have that $\varphi_{t}: \Omega \mapsto \Omega$ is a diffeomorphism. We denote $\operatorname{SDiff}(\Omega)$ the set of measure-preserving diffeomorphisms from $\Omega$ to itself. We have Liouville's Lemma as follows.

Lemma 2 Let $\boldsymbol{\varphi}_{t}: \Omega \mapsto \Omega$ be defined by equation (2.7), then, for $J_{t}(x)=$ $\operatorname{det}\left(D_{x} \boldsymbol{\varphi}_{t}(x)\right)$ with $D_{x} \boldsymbol{\varphi}_{t}(x)$ the Jacobian of $\boldsymbol{\varphi}_{t}$, we have

$$
\left\{\begin{array}{l}
\frac{\partial J_{t}}{\partial t}(x)=(\nabla \cdot \boldsymbol{u})\left(t, \boldsymbol{\varphi}_{t}(x)\right) J_{t}(x)  \tag{2.8}\\
J_{0}(x)=1
\end{array}\right.
$$

Proof See appendix B. 1
Corollary 3 Since $u$ as a solution to the incompressible Euler equations is divergence-free, we must have $\operatorname{det}\left(D_{x} \boldsymbol{\varphi}_{t}(x)\right)=1$, i.e. $\boldsymbol{\varphi}_{t}$ is measurepreserving.

We will consider $\operatorname{SDiff}(\Omega)$ as an infinite-dimensional Lie Group, where map composition defines the group action. The definition of such a Lie Group is non-trivial and mostly irrelevant for the current work. We refer to [18] for an elaborate theoretical analysis.

The main result by Arnold is the following [5].
Theorem 4 (Arnold) Let $\boldsymbol{\varphi}:[0, T] \ni t \mapsto \varphi(t, \cdot) \in \operatorname{SDiff}(\Omega)$ be such that $\dot{\boldsymbol{\varphi}}$ is constant with respect to the $L^{2}$-norm and $\boldsymbol{\varphi}$ is a minimizer with respect to the Lagrangian

$$
\begin{equation*}
\int_{0}^{T} L(\boldsymbol{\varphi}, \dot{\boldsymbol{\varphi}}) d t:=\int_{0}^{T} \frac{1}{2} \int_{\Omega}|\dot{\boldsymbol{\varphi}} \circ \boldsymbol{\varphi}(x)|^{2} d x d t \tag{2.9}
\end{equation*}
$$

Then, the vector field $u=\dot{\boldsymbol{\varphi}} \circ \varphi^{-1}$ solves the incompressible Euler equation as stated in equation (2.1).

Proof The proof makes use of dynamical reduction theory. We introduce the relevant aspects of this theory in the next section. For the complete proof of Arnold's theorem using the theory introduced in the next section, see appendix B.3.

### 2.2.2 Reduction theory

As we saw in the previous section, every velocity field $\boldsymbol{u}(x, t)$ can be associated with a $C^{1}$-curve $\varphi_{t} \in \operatorname{SDiff}(\Omega)$. A natural question that arises is whether all elements of $\operatorname{SDiff}(\Omega)$ are required to describe the dynamics of the system. It turns out that this is not the case. According to theorem 4, the dynamics of the system are described by the Lagrangian on $\operatorname{SDiff}(\Omega)$ for which we have

$$
\begin{align*}
L(\boldsymbol{\varphi}, \dot{\boldsymbol{\varphi}}) & =\frac{1}{2} \int_{\Omega}|\dot{\boldsymbol{\varphi}} \circ \boldsymbol{\varphi}(x)|^{2} d x \\
& =\frac{1}{2} \int_{\Omega}|\dot{\boldsymbol{\varphi}} \circ \mathrm{Id}(x)|^{2} \underbrace{\left|\operatorname{det}\left(D\left(\boldsymbol{\varphi}^{-1} \circ \mathrm{Id}\right)\right)\right|}_{=1} d x=L(e, \dot{\boldsymbol{\varphi}}) \tag{2.10}
\end{align*}
$$

for any $\boldsymbol{\varphi} \in \operatorname{SDiff}(\Omega)$. Indeed, we can conclude that our Lagrangian is left-invariant by the following definition.
Definition 15 Let $G$ be a Lie group. A lagrangian $L: G \times T G \mapsto \mathbb{R}$ is left-invariant if for all $g \in G$ holds

$$
L(g, \dot{g})=L(e, \dot{g})
$$

where $e$ denotes the identity element of $G$.
Intuitively, this means that the only relevant information for the Lagrangian is the velocity of the fluid rather than the position. Physically this makes sense, since the behaviour of the fluid should be coordinate-independent. Mathematically, this means that instead of considering all the tangent spaces along a curve through $\operatorname{SDiff}(\Omega)$, we can simply only consider the tangent space at the identity $T_{e} \operatorname{SDiff}(\Omega)$-the Lie algebra of $\operatorname{SDiff}(\Omega)$. This is a powerful result, since it means that we can neglect the geometry of $\operatorname{SDiff}(\Omega)$ and only focus on the vector space structure of $T_{e} \operatorname{SDiff}(\Omega)$.

There is one problem left: our Lagrangian is defined on $\operatorname{SDiff}(\Omega)$, not on $T_{e} \operatorname{SDiff}(\Omega)$. Recall that the Lagrangian is only dependent on the velocity. Suppose we have a curve in $f:[0, T] \mapsto \operatorname{SDiff}(\Omega)$ such that $f(0)=g$, then we can identify the velocity $\dot{f}(0) \in T_{g} \operatorname{SDiff}(\Omega)$ with a velocity in $T_{e} \operatorname{Siff}(\Omega)$ by simply multiplying the curve $f$ by $g^{-1}$. In this way we can define a reduced Lagrangian on $T_{e} \operatorname{SDiff}(\Omega)$. This was formalized for arbitrary Lie groups by Marsden [35] in the form of the following theorem.

Theorem 5 Let $G$ be a Lie group, $\mathfrak{g}$ its Lie algebra, and let $L: G \times T G \mapsto \mathbb{R}$ be left-invariant, then we can define the reduced lagrangian $l: \mathfrak{g} \mapsto \mathbb{R}$ as

$$
\begin{equation*}
T_{e} G \cong \mathfrak{g} \ni \dot{g} \mapsto l(\dot{g}):=L(e, \dot{g}) . \tag{2.11}
\end{equation*}
$$

Now let $g:[0, T] \mapsto G$ be a curve in $G$, and define $\xi:[0, T] \mapsto T_{e} G \cong \mathfrak{g}$ as $\xi(t):=\left.\frac{d}{d s}\right|_{s=t}\left\{s \mapsto g^{-1}(t) g(s)\right\}$, then the following are equivalent.

1. The variational principle

$$
\delta \int_{0}^{T} L(g(t), \dot{g}(t)) d t=0
$$

holds for variations with fixed endpoints.
2. The variational principle

$$
\delta \int_{0}^{T} l(\xi(t)) d t=0
$$

holds on $\mathfrak{g}$, using variations of the form

$$
\delta \xi=\dot{\eta}+[\xi, \eta]
$$

with $\eta:[0, T] \mapsto T_{e} G$ and $\eta(0)=0=\eta(T)$.
3. The Euler-Poincaré equations hold, that is, for all $v \in T_{e} \operatorname{SDiff}(\Omega)$

$$
\left(\frac{d}{d t} \frac{\delta l}{\delta \xi}, v\right)=-\left(\frac{\delta l}{\delta \xi},[\xi, v]\right),
$$

where $\frac{\delta l}{\delta \xi}$ is defined such that

$$
\left(\frac{\delta l}{\delta \xi^{\prime}}, v\right)=\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0} l(\xi+\varepsilon v)
$$

is satisfied.
Proof See appendix B.2.
In the next section, we will see how the above theorem can be used to obtain a geometric version of the incompressible Euler equations.

### 2.2.3 Geometric formulation of the Euler equations

Note that in the case of the incompressible Euler equations, we have for $\varphi:[0, T] \mapsto \operatorname{SDiff}(\Omega)$ and $\xi:=\left.\frac{d}{d s}\right|_{s=0}\left\{s \mapsto \varphi^{-1}(0) \boldsymbol{\varphi}(s)\right\}$. This yields

$$
\begin{equation*}
l(\xi)=\frac{1}{2} \int_{\Omega}|\dot{\varphi}|^{2} d x \tag{2.1.}
\end{equation*}
$$

We thus find the identification

$$
\begin{equation*}
\frac{\partial l}{\partial \xi}=\dot{\varphi}=u \tag{2.13}
\end{equation*}
$$

However, on the other hand, we can apply property 3 of theorem 5 . Let $\omega \in \Lambda^{1}\left(T_{e} \operatorname{SDiff}(\Omega)\right)$ be such that for all $\eta \in T_{e} \operatorname{SDiff}(\Omega)$

$$
\begin{equation*}
\int_{\Omega} \omega(\eta) \mu=\left(\frac{\delta l}{\delta \xi}, \eta\right) . \tag{2.14}
\end{equation*}
$$

We can thus identify $\boldsymbol{u}$ with a 1 -form $\omega:=u^{b}$ in the Hilbert space $L^{2}(\Omega)$. From (3) in theorem 5, we find

$$
\begin{equation*}
\int_{\Omega} \frac{d}{d t} \omega(\eta) d x=\int_{\Omega} \omega([\xi, \eta]) d x \tag{2.15}
\end{equation*}
$$

For $\Omega=\mathbb{R}^{d}$ with $d=2,3$, this reduces to [40, section 2.2]

$$
\begin{equation*}
\int_{\Omega} \frac{d}{d t} \omega(\eta) d x=-\int_{\Omega} L_{\xi} \omega(\eta) d x \tag{2.16}
\end{equation*}
$$

Since we can also identify $\eta$ with the 1 -form $v:=\eta^{b}$, we find

$$
\begin{equation*}
\int_{\Omega} \frac{d \omega}{d t} \wedge \star v+\int_{\Omega} L_{\tilde{\xi}} \omega \wedge \star v=0 . \tag{2.17}
\end{equation*}
$$

Since $\omega$ can be identified with $\dot{\boldsymbol{\varphi}}$ with $\boldsymbol{\varphi}$ a volume-preserving diffeomorphism, we must have that the divergence of $\omega^{\sharp}$ vanishes, that is, $\omega^{\sharp}$ is incompressible.

Adding a Lagrange multiplier to enforce the incompressibility of $\omega$ reveals the pressure term. We obtain for all $v \in \Lambda^{1}(\Omega), \psi \in \Lambda^{0}(\Omega)$, and $\Omega=\mathbb{R}^{d}$ with $d=2,3$

$$
\begin{align*}
\int_{\Omega}\left[\frac{d \omega}{d t}+\int_{\Omega} L_{\tilde{\xi}} \omega\right] \wedge \star v+\int_{\Omega} \mathrm{d} p \wedge \star v & =0  \tag{2.18}\\
\int \omega \wedge \star \mathrm{~d} \psi & =0 \tag{2.19}
\end{align*}
$$

where we left out source- and boundary-terms for simplicity. Adding the viscosity term yields

$$
\begin{align*}
\int_{\Omega}\left[\frac{d \omega}{d t}+\int_{\Omega} L_{\xi} \omega\right] \wedge \star v+\varepsilon \int_{\Omega} \mathrm{d} \omega \wedge \star \mathrm{~d} v+\int_{\Omega} \mathrm{d} p \wedge \star v & =0  \tag{2.20}\\
\int \omega \wedge \star \mathrm{~d} \psi & =0 \tag{2.21}
\end{align*}
$$

It can be shown [16] that the inviscid, incompressible Euler equations conserve the energy

$$
\begin{equation*}
E(\omega)=\int_{\Omega} \omega \wedge \star \omega, \tag{2.22}
\end{equation*}
$$

and the helicity

$$
\begin{equation*}
H(\omega)=\int_{\Omega} \mathrm{d} \omega \wedge \omega . \tag{2.23}
\end{equation*}
$$

The helicity can physically be interpreted as the total amount of corkscrew movement present in the fluid. It is important that numerical schemes conserve both properties on the discrete level.

### 2.3 A semi-Lagrangian discretization

In this section, we will discuss a semi-Lagrangian discretization of equation (2.20). In the spirit of the semi-Lagrangian approach, we will start by discretizing the material derivative.

### 2.3.1 Approximation of the flow map

For the discretization of the material derivative, we proceed mostly as described in section 1.4. However, the flow is to be set equal to the velocity field $u$ corresponding to the Euler equations. Therefore, equation (1.5) changes to

$$
\begin{align*}
\frac{\partial}{\partial \tau} X_{t+\tau}(x) & =u\left(X_{t+\tau}(x), t\right)  \tag{2.24a}\\
X_{t}(x) & =x . \tag{2.24b}
\end{align*}
$$

As discussed in section 1.4, we are mostly interested in flow backwards in time. We can use explicit Euler to make the first-order approximation

$$
\begin{equation*}
X_{t-\tau}(x)=x-\tau \boldsymbol{u}(x, t)+\mathcal{O}(\tau), \tag{2.25}
\end{equation*}
$$

where $\tau>0$ denotes the timestep. In practice, we do not have access to $\boldsymbol{u}$ as it is an unknown. Instead, we will have access to an approximation of $\omega$ at each timestep. Since the 1 -form $\omega$ can be identified with the velocity field $u=\omega^{\sharp}$, we can identify the approximations of $\omega$ by approximate velocity fields $\ldots, \boldsymbol{u}^{n-1}, \boldsymbol{u}^{n}, \boldsymbol{u}^{n+1}, \ldots$ corresponding to times $\ldots, t_{n-1}, t_{n}, t_{n+1}, \ldots$. Note that on the level of implementation, $u^{n}$ and $\omega^{n}$ are the same and we will thus not distinguish in the remainder of this text. Also, we will assume them to be accurate up to sufficiently high order, such that we find

$$
\begin{equation*}
X_{t_{n}-\tau}(x)=x-\tau u^{n}(x)+\mathcal{O}(\tau) . \tag{2.26}
\end{equation*}
$$

Note that the approximation $\boldsymbol{u}^{n}$ resides in a space of (higher-order) discrete differential forms as discussed in section 1.3. This means that only tangential continuity across faces of elements in the mesh is guaranteed, while discontinuities may appear in the normal direction of the faces. Therefore, $\boldsymbol{u}^{n}$ is not point-wise defined-even though equation (2.26) requires point-wise evaluation. To solve this, we need to introduce a smoothened version of $\boldsymbol{u}^{n}$. There are plenty of possibilities, but we would like the smoothened version of $\boldsymbol{u}^{n}$ to be

- at least Lipschitz continuous to ensure existence and uniqueness,
- well-defined on every point in the mesh,
- practically computable,
- second-order accurate.

An easy-to-compute method of smoothing that comes to mind immediately, is a method where we average the values over the neighbouring cells if we are evaluating at a point that lies exactly on a vertex or face of the mesh. If we are evaluating a point that lies within the interior of an element, we can use the prolongation operator to obtain a value. However, this method does not provide a function that is in $C^{0}(\Omega)$, because there will still be jumps of the tangential value across faces. In practice, this can lead to instabilities.
Instead, we introduce a smoothened version of $\boldsymbol{u}^{n}$ as follows. Let $h$ denote the mesh-width, $\left(u_{i}^{n}\right)_{i=1, . ., d}$ the components of $\boldsymbol{u}^{n}$, then

$$
\begin{equation*}
\bar{u}_{i}^{n}(x)=\frac{1}{h} \int_{x_{i}-\frac{h}{2}}^{x_{i}-\frac{h}{2}} u_{i}^{n}\left(\left[x_{1}, \ldots, x_{i-1}, \xi, x_{i+1}, \ldots, x_{d}\right]^{T}\right) d \xi \tag{2.27}
\end{equation*}
$$

provides a second-order, Lipschitz-continuous approximation of $\boldsymbol{u}^{n}$. Note that the above integral can be evaluated up to numerical accuracy using the algorithm as described in section 1.6 and provides a second-order approximation of $\boldsymbol{u}^{n}(\boldsymbol{x})$.

The above scheme is theoretically sound. However, in practice we do not have access to $u^{n}$, but only to the approximations at the previous timesteps
$\ldots, \boldsymbol{u}^{n-2}, \boldsymbol{u}^{n-1}$. Since our flow field is assumed to be bounded, a suitable firstorder approximation would be to replace $\boldsymbol{u}^{n}$ by the constant extrapolation $\boldsymbol{u}^{n-1}$. Our final first-order approximation of $X_{t-\tau}(x)$ for $x$ any vertex of the mesh, is then

$$
\begin{equation*}
\bar{X}_{t-\tau}(x):=x-\tau \overline{\boldsymbol{u}}^{n-1}(x) . \tag{2.28}
\end{equation*}
$$

For any point $x$ that is not a vertex, we obtain $\bar{X}_{t-\tau}(x)$ through its barycentric coordinates with respect to the transported vertices of the corresponding element as described in section 1.4. Similarly, but using Heun's method [62] instead of explicit Euler, we find the following second-order approximations

$$
\begin{align*}
X_{t-\tau}(x) & =x-\frac{\tau}{2}\left[\boldsymbol{u}^{n}(x)+\boldsymbol{u}^{n-1}\left(x-\tau \boldsymbol{u}^{n}(x)\right)\right]+\mathcal{O}\left(\tau^{2}\right),  \tag{2.29}\\
X_{t-2 \tau}(x) & =x-\tau\left[\boldsymbol{u}^{n}(x)+\boldsymbol{u}^{n-2}\left(x-2 \tau \boldsymbol{u}^{n}(x)\right)\right]+\mathcal{O}\left(\tau^{2}\right), \tag{2.30}
\end{align*}
$$

where we can replace $\boldsymbol{u}^{n}$ by the linear extrapolation $\boldsymbol{u}^{*}=2 \boldsymbol{u}^{n-1}-\boldsymbol{u}^{n-2}$ to obtain the second-order approximations for $x$ any vertex of the mesh

$$
\begin{align*}
\bar{X}_{t-\tau}(x) & :=x-\frac{\tau}{2}\left[\bar{u}^{*}(x)+\overline{\boldsymbol{u}}^{n-1}\left(x-\tau \overline{\boldsymbol{u}}^{*}(x)\right)\right],  \tag{2.31}\\
\bar{X}_{t-2 \tau}(x) & :=x-\tau\left[\overline{\boldsymbol{u}}^{*}(x)+\overline{\boldsymbol{u}}^{n-2}\left(x-2 \tau \overline{\boldsymbol{u}}^{*}(x)\right)\right], \tag{2.32}
\end{align*}
$$

where we also replaced $\boldsymbol{u}^{k}$ by the smoothened version $\overline{\boldsymbol{u}}^{k}$ for $k=n-1, n-$ $2, *$. For any point $x$ that is not a vertex, we again obtain $\bar{X}_{t-\tau}(x)$ through its barycentric coordinates with respect to the transported vertices of the corresponding element as described in section 1.4.

### 2.3.2 A first- and second-order scheme

We are now ready to extend the scheme in section 1.5 to the incompressible Euler equations. For the first-order scheme, we have the following. Given $\omega^{n-1} \in \Lambda_{h, 1}^{1}(\Omega)$, we search $p^{n} \in \Lambda_{h, 1}^{0}(\Omega), \omega^{n} \in \Lambda_{h, 1}^{1}(\Omega)$ such that

$$
\begin{aligned}
\left(\frac{1}{\tau}\left[\omega^{n}-\mathcal{R} \bar{X}_{-\tau}^{*} \mathcal{P} \omega^{n-1}\right], \eta\right)_{\Omega} & +\varepsilon\left(\mathrm{d} \omega^{n}, \mathrm{~d} \eta\right)_{\Omega}+\left(\mathrm{d} p^{n}, \eta\right)_{\Omega} & & \\
& =\varepsilon\left(\mathrm{d} \omega^{n}, \eta\right)_{\partial \Omega}+(f, \eta)_{\Omega}, & & \forall \eta \in \Lambda_{h, 1}^{1}(\Omega), \\
\left(\omega^{n}, \mathrm{~d} \psi\right)_{\Omega} & =0, & & \forall \psi \in \Lambda_{h, 1}^{0}(\Omega),
\end{aligned}
$$

where $\mathcal{R}$ and $\mathcal{P}$ denote the projection and prolongation operator as defined in section 1.3. For the second-order scheme, we use second-order timestepping.

Given $\omega^{n-2}, \omega^{n-1} \in \Lambda_{h, 2}^{1}(\Omega)$, we search $\omega^{n} \in \Lambda_{h, 2}^{1}(\Omega)$ such that

$$
\begin{aligned}
\left(\frac{1}{2 \tau}\left[3 \omega^{n}-4 \mathcal{R} \bar{X}_{-\tau}^{*} \mathcal{P} \omega^{n-1}+\mathcal{R} \bar{X}_{-2 \tau}^{*} \mathcal{P} \omega^{n-2}\right], \eta\right)_{\Omega} & \\
+\varepsilon\left(\mathrm{d} \omega^{n}, \mathrm{~d} \eta\right)_{\Omega}+\left(\mathrm{d} p^{n}, \eta\right)_{\Omega}=\varepsilon\left(\mathrm{d} \omega^{n}, \eta\right)_{\partial \Omega}+(f, \eta)_{\Omega}, & \forall \eta \in \Lambda_{h, 2}^{1}(\Omega), \\
\left(\omega^{n}, \mathrm{~d} \psi\right)_{\Omega}=0, & \forall \psi \in \Lambda_{h, 2}^{0}(\Omega) .
\end{aligned}
$$

Through numerical experiments, we will later see that these schemes indeed do provide first- and second-order convergence. However, there is no guarantee that the invariants of the incompressible Euler equations are preserved. Note that the schemes presented in this section only require solving a symmetric, linear system of equations at every time-step.

### 2.3.3 Conservation of invariants

In this section, we will show how the numerical schemes from section 2.3.2 can be adapted in such a way that the invariants are preserved on the discrete level. We will limit ourselves to the first-order scheme, but the same method can be applied to the second-order scheme. We discuss conservation of energy and conservation of helicity separately. However, these two methods can be combined to design a scheme that conserves both energy and helicity.

## Conservation of energy

In order to enforce energy conservation-conservation of the $L^{2}$-norm-we add a suitable Lagrange multiplier to the discrete system proposed in section 2.3.2. Given $\omega^{n-1} \in \Lambda_{h, 1}^{1}(\Omega)$, we search $\omega^{n} \in \Lambda_{h, 1}^{1}(\Omega), p^{n} \in \Lambda_{h, 1}^{0}(\Omega)$, and $\mu \in \mathbb{R}$ such that

$$
\begin{array}{rlr}
\left(\frac{1}{\tau}\left[\omega^{n}-\mathcal{R} \bar{X}_{-\tau}^{*} \mathcal{P} \omega^{n-1}\right], \eta\right)_{\Omega} & \\
+\left(\mathrm{d} p^{n}, \eta\right)_{\Omega}+\mu\left(\omega^{n}, \eta\right)_{\Omega} & =(f, \eta)_{\Omega}, & \forall \eta \in \Lambda_{h, 1}^{1}(\Omega), \\
\left(\omega^{n}, \mathrm{~d} \psi\right)_{\Omega} & =0, & \forall \psi \in \Lambda_{h, 1}^{0}(\Omega), \\
\left(\omega^{n}, \omega^{n}\right)_{\Omega} & =\left(\omega^{n-1}, \omega^{n-1}\right)_{\Omega} . &
\end{array}
$$

Note that $\mu$ is necessary to add an extra degree-of-freedom to the discrete system such that we can use this freedom to enforce the conservation constraint.

Since the above system is nonlinear, it is not clear how we can obtain the value for $\omega^{n}$. We propose the following fixed-point iteration. Let $\omega_{k-1}^{n} \in \Lambda_{h, 1}^{1}(\Omega)$ be
some given approximation of $\omega^{n}$, then we want to find a new approximation $\omega_{k}^{n} \in \Lambda_{h, 1}^{1}(\Omega)$ that is closer to $\omega^{n}$. We define $\omega_{k}^{n}$ to satisfy the above system with the third equation replaced by an approximate version. We obtain this approximate version by expanding the left-hand side using a first-order Taylor approximation around $\omega_{k-1}^{n}$ as

$$
\begin{equation*}
\left(\omega^{n}, \omega^{n}\right)_{\Omega} \approx\left(\omega_{k}^{n}, \omega_{k}^{n}\right)_{\Omega}=\left(\omega_{k-1}^{n}, \omega_{k-1}^{n}\right)_{\Omega}+2\left(\omega_{k-1}^{n}, \omega_{k}^{n}-\omega_{k-1}^{n}\right) \tag{2.36}
\end{equation*}
$$

The system that is satisfied by $\omega_{k}^{n}$ is the following. Given $\omega^{n-1}, \omega_{k-1}^{n} \in$ $\Lambda_{h, 1}^{1}(\Omega)$, we search $\mu_{k} \in \mathbb{R}, \omega_{k}^{n} \in \Lambda_{h, 1}^{1}(\Omega)$, $p_{k}^{n} \in \Lambda_{h, 1}^{0}(\Omega)$ such that

$$
\begin{aligned}
\left(\frac{1}{\tau}\left[\omega_{k}^{n}-\mathcal{R} \bar{X}_{-\tau}^{*} \mathcal{P} \omega^{n-1}\right], \eta\right)_{\Omega} & & \\
+\left(\mathrm{d} p_{k}^{n}, \eta\right)_{\Omega}+\mu_{k}\left(\omega_{k-1}^{n}, \eta\right)_{\Omega} & =(f, \eta)_{\Omega}, & \forall \eta \in \Lambda_{h, 1}^{1}(\Omega), \\
\left(\omega_{k}^{n}, \mathrm{~d} \psi\right)_{\Omega} & =0, & \forall \psi \in \Lambda_{h, 1}^{0}(\Omega), \\
\left(\omega_{k-1}^{n}, \omega_{k-1}^{n}\right)_{\Omega}+2\left(\omega_{k-1}^{n}, \omega_{k}^{n}-\omega_{k-1}^{n}\right) & =\left(\omega^{n-1}, \omega^{n-1}\right)_{\Omega} . &
\end{aligned}
$$

This is a symmetric, linear system that can be solved.

## Conservation of helicity

In order to enforce helicity conservation, we add a suitable Lagrange multiplier to the discrete system proposed in section 2.3.2. Given $\omega^{n-1} \in \Lambda_{h, 1}^{1}(\Omega)$, we search $\lambda \in \mathbb{R}, \omega^{n} \in \Lambda_{h, 1}^{1}(\Omega)$ such that

$$
\begin{array}{rlrl}
\left(\frac{1}{\tau}\left[\omega^{n}-\mathcal{R} \bar{X}_{-\tau}^{*} \mathcal{P} \omega^{n-1}\right], \eta\right)_{\Omega} & +\left(\mathrm{d} p^{n}, \eta\right)_{\Omega} & \\
+\lambda\left(\omega^{n}, \mathrm{~d} \eta\right)_{\Omega}+\lambda\left(\mathrm{d} \omega^{n}, \eta\right)_{\Omega} & =(f, \eta)_{\Omega}, & & \forall \eta \in \Lambda_{h, 1}^{1}(\Omega), \\
\left(\omega^{n}, \mathrm{~d} \psi\right)_{\Omega} & =0, & \forall \psi \in \Lambda_{h, 1}^{0}(\Omega), \\
\left(\omega^{n}, \mathrm{~d} \omega^{n}\right)_{\Omega} & =\left(\omega^{n-1}, \mathrm{~d} \omega^{n-1}\right)_{\Omega} . &
\end{array}
$$

Similarly as for conservation of energy, we obtain the following fixed-point iteration. At every iteration, given $\omega^{n-1}, \omega_{k-1}^{n} \in \Lambda_{h, 1}^{1}(\Omega)$, we search $\lambda_{k} \in \mathbb{R}$,

$$
\begin{array}{ll}
\omega_{k}^{n} \in \Lambda_{h, 1}^{1}(\Omega), p_{k}^{n} \in \Lambda_{h, 1}^{0}(\Omega) \text { such that } & \\
& \left(\frac{1}{\tau}\left[\omega_{k}^{n}-\mathcal{R} \bar{X}_{-\tau}^{*} \mathcal{P} \omega^{n-1}\right], \eta\right)_{\Omega}+\left(\mathrm{d} p_{k}^{n}, \eta\right)_{\Omega} \\
+\lambda_{k}\left(\omega_{k-1}^{n}, \mathrm{~d} \eta\right)_{\Omega}+\lambda_{k}\left(\mathrm{~d} \omega_{k-1}^{n}, \eta\right)_{\Omega}=(f, \eta)_{\Omega}, & \forall \eta \in \Lambda_{h, 1}^{1}(\Omega), \\
\left(\omega_{k}^{n}, \mathrm{~d} \psi\right)_{\Omega}=0, & \forall \psi \in \Lambda_{h, 1}^{0}(\Omega), \\
\left(\omega_{k-1}^{n}, \mathrm{~d} \omega_{k}^{n}\right)_{\Omega}+\left(\omega_{k}^{n}, \mathrm{~d} \omega_{k-1}^{n}\right)_{\Omega}-\left(\omega_{k-1}^{n}, \mathrm{~d} \omega_{k-1}^{n}\right)_{\Omega}=\left(\omega^{n-1}, \mathrm{~d} \omega^{n-1}\right)_{\Omega} .
\end{array}
$$

Again, we obtain a linear, symmetric system of equations and it is observed in practice that the fixed-point iteration converges in about three iterations.

### 2.4 Numerical Validation

In this section, we consider multiple numerical experiments for validation. We use the non-conservative version of our scheme unless stated otherwise. The code used for all numerical experiments can be found at [61].

### 2.4.1 Experiment 1: Decaying Taylor-Green Vortex

We consider the incompressible Euler equations with $\varepsilon=\pi^{-2}, \Omega=\left[-\frac{1}{2}, \frac{1}{2}\right]^{2}$, no source term, and vanishing normal boundary conditions. An exact, classical solution is the following Taylor-Green vortex [60]

$$
\boldsymbol{u}(\boldsymbol{x}, t)=\left[\begin{array}{c}
\cos \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right)  \tag{2.40}\\
-\sin \left(\pi x_{1}\right) \cos \left(\pi x_{2}\right)
\end{array}\right] e^{-2 t}
$$

We ran a $h$-convergence analysis and summarize the results in fig. 2.1.

### 2.4.2 Experiment 2: Taylor-Green Vortex

We consider the incompressible Euler equations for different values of $\varepsilon \in$ $\left\{0,10^{-2}, 1\right\}$ and with vanishing boundary conditions on the domain $\Omega=$ $\left[-\frac{1}{2}, \frac{1}{2}\right]^{2}$. The source term is chosen such that

$$
\boldsymbol{u}(\boldsymbol{x}, t)=\left[\begin{array}{c}
\cos \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right)  \tag{2.41}\\
-\sin \left(\pi x_{1}\right) \cos \left(\pi x_{2}\right)
\end{array}\right]
$$

is an exact, classical solution. We ran a $h$-convergence analysis for all parameters and summarize the results in fig. 2.2. We observe first- and second-order algebraic convergence for the corresponding schemes. An important observation is that the scheme performs similarly for different values of $\varepsilon$. As $\varepsilon \rightarrow 0$ the constant of convergence remains bounded. This is in agreement with


Figure 2.1: Convergence results for experiment 1 using the first- and secondorder, non-conservative schemes on simplicial meshes with mesh-width $h$, timestep $\tau=0.263214 h$, and final time $T=1$. We observe first- and second-order algebraic convergence.
the analysis performed on the vectorial advection equations presented in [27]. This experiment thus suggests that this analysis can be extended to the scheme presented in this work. For completeness, we also track the energy for the case $\varepsilon=0$ in fig. 2.3.

### 2.4.3 Experiment 3: A rotating hump problem

The Taylor-Green vortices are interesting to observe, since they are analytical solutions. However, practical problems will often be significantly more dynamic. This experiment is meant to reflect such behaviour. We consider the incompressible Euler equations with $\varepsilon=0, \Omega=\left[-\frac{1}{2}, \frac{1}{2}\right]^{2}$, no source term, and vanishing normal boundary conditions. We have the following initial condition

$$
\boldsymbol{u}_{0}(\boldsymbol{x})=\left[\begin{array}{c}
-\pi e^{x_{1}} \cos \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right)  \tag{2.42}\\
\pi e^{x_{1}} \sin \left(\pi x_{1}\right) \cos \left(\pi x_{2}\right)-e^{x_{1}} \cos \left(\pi x_{1}\right) \cos \left(\pi x_{2}\right)
\end{array}\right] .
$$

The exact solution to this problem is unknown, so we compare our solution to the solution produced by the incompressible Euler solver Gerris [48]. The algorithm used in this solver is described in [47]. We computed the solution to the problem using the second-order, conservative scheme presented in this work. Then, we plotted the magnitude of the computed velocity vector field


Figure 2.2: Convergence results for experiment 2 using the first- and secondorder, non-conservative schemes on simplicial meshes with mesh-width $h$, timestep $\tau=0.13161 h$, and final time $T=1$. As $\varepsilon \rightarrow 0$ the constant of convergence remains bounded.


Figure 2.3: Energy of the discrete solution for experiment 2 using the firstand second-order, non-conservative schemes on a simplicial mesh with meshwidth $h=0.189959$, timestep $\tau=0.025$, and final time $T=1$.


Figure 2.4: Convergence results for experiment 2 using the second-order, conservative scheme on simplicial meshes with mesh-width $h$, timestep $\tau=0.06580 h$, and final time $T=1$. The reference solution is a solution computed by Gerris [47]
for different mesh-sizes and time-steps at different time instances in figs. 2.5 to 2.8 . Note that different visualisation tools were used to visualize the fields computed using the different solvers, but we can see a clear correspondence between the two solvers. Also, we observe that solution computed by the semi-Lagrangian scheme comes visually closer to the solution computed by Gerris as we decrease the mesh-width. This is confirmed by fig. 2.4, where we display the L2 error between the solution computed using the semi-Lagrangian scheme and the solution computed using Gerris. In fig. 2.10, we display the vector field as computed using the second-order, conservative semi-Lagrangian scheme.

Also, in fig. 2.11 we display the values of the L2 norm over time of the solutions produced using our first- and second-, conservative and nonconservative schemes. Note that the conservative schemes preserve the L2 norm as expected. The first-order, non-conservative scheme seems unstable at first, but in reality the ordinate axis spans a very small range and it turns out that the L2 norm converges to a bounded value for longer run-times. Note that the helicity is not defined in two dimensions.

## 2. Incompressible Euler Equations



Figure 2.5: Experiment 3: mesh-width $h=0.379918$ and time-step $\tau=0.025$.


Figure 2.6: Experiment 3: mesh-width $h=0.0949795$ and time-step $\tau=$ 0.00625 .


Figure 2.7: Experiment 3: mesh-width $h=0.023744875$ and time-step $\tau=$ 0.0015625 .


Figure 2.8: Reference solution experiment 3 computed using [48].


Figure 2.9: Colorbar corresponding to figs. 2.5 to 2.8


Figure 2.10: Velocity field for experiment 3 computed using the second-order, conservative semi-Lagrangian scheme on a simplicial mesh with mesh-width $h=0.189959$ and time-step $\tau=0.0125$. The colors indicate the magnitude of the vector.


Figure 2.11: The L2 norm of the computed solutions for experiment 3 using different variants of the semi-Lagrangian scheme on a simplicial mesh with mesh-width $h=0.04748975$ and time-step $\tau=0.003125$. In the legend, 'cons' is short for 'conservative'.

### 2.4.4 Experiment 4: Taylor-Green Vortex in 3D

To observe conservation of helicity, we need to consider a problem in 3D. We consider the incompressible Euler equations with $\varepsilon=0$ and vanishing normal boundary conditions on the domain $\Omega=\left[-\frac{1}{2}, \frac{1}{2}\right]^{3}$. The source term is chosen such that

$$
\boldsymbol{u}(\boldsymbol{x}, t)=\left[\begin{array}{c}
\cos \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right) \sin \left(\pi x_{3}\right)  \tag{2.43}\\
-\frac{1}{2} \sin \left(\pi x_{1}\right) \cos \left(\pi x_{2}\right) \sin \left(\pi x_{3}\right) \\
-\frac{1}{2} \sin \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right) \cos \left(\pi x_{3}\right)
\end{array}\right]
$$

is a solution. We run several experiments using the first- and second-order, conservative semi-Lagrangian schemes. We summarize the results in fig. 2.12 and we observe first- and second-order algebraic convergence for the corresponding schemes. In fig. 2.13 and fig. 2.14 we plot the L2 norm and helicity over time of the discrete solution for both the first- and second-order scheme. We observe that both quantities are conserved up to machine precision. Note that the range of fig. 2.14 is very small.

### 2.4.5 Experiment 5: A transient solution in 3D

To verify the scheme for transient solutions in 3D, we consider the incompressible Euler equations with vanishing normal boundary conditions on the


Figure 2.12: Convergence results for experiment 4 using the first- and second-order, conservative schemes on simplicial meshes with mesh-width $h$, timestep $\tau=\frac{1}{\sqrt{2}} h$, and final time $T=1$.


Figure 2.13: The L2 norm of the computed solutions for experiment 4 using different variants of the semi-Lagrangian scheme on a simplicial mesh with mesh-width $h=0.08838834764$ and time-step $\tau=0.0625$. In the legend, 'cons' is short for 'conservative'.


Figure 2.14: The helicity of the computed solutions for experiment 3 using different variants of the semi-Lagrangian scheme on a simplicial mesh with mesh-width $h=0.08838834764$ and time-step $\tau=0.0625$. In the legend, 'cons' is short for 'conservative'.
domain $\Omega=\left[-\frac{1}{2}, \frac{1}{2}\right]^{3}$. The source term is chosen such that

$$
\boldsymbol{u}(x, t)=\left[\begin{array}{l}
-x_{2} \pi \cos \left(\frac{t}{4}+\pi x_{2} x_{3}\right) \cos \left(\pi x_{2}\right)  \tag{2.44}\\
-x_{3} \pi \cos \left(\frac{t}{4}+\pi x_{1} x_{3}\right) \cos \left(\pi x_{3}\right) \\
-x_{1} \pi \cos \left(\frac{t}{4}+\pi x_{1} x_{2}\right) \cos \left(\pi x_{1}\right)
\end{array}\right]
$$

is a solution. We ran a simulation until a final time of 1 second for different mesh-sizes with time-steps determined by a suitable CFL condition. We summarize the results in fig. 2.15. We observe second-order convergence for the second-order scheme. The first-order scheme also achieves higher-order convergence than first-order, but this is expected to converge to first-order as the mesh-size gets smaller.

### 2.4.6 Experiment 6: Lid-driven cavity with slippery walls

In this section, we simulate a situation that resembles a lid-driven cavity problem for the incompressible Euler equations with $\varepsilon=0$ on the domain $\Omega=\left[-\frac{1}{2}, \frac{1}{2}\right]^{2}$. We apply vanishing normal boundary conditions and the initial velocity field is set equal to zero. Then, to simulate a moving lid at the top, we apply the force-field $f(x, t)=[v(x), 0]^{T}$ with

$$
v(x)= \begin{cases}\exp \left(1-\frac{1}{1-100\left(0.5-x_{2}\right)^{2}}\right), & \text { if } 1-100\left(0.5-x_{2}\right)^{2}>0,  \tag{2.45}\\ 0, & \text { else. }\end{cases}
$$



Figure 2.15: Convergence results for experiment 5 using the first- and secondorder, non-conservative schemes on simplicial meshes with mesh-width $h$, timestep $\tau=\frac{1}{\sqrt{2}} h$, and final time $T=1$.

This force field gives a strong force in the $x_{1}$-direction close to the top lid, but quickly tappers of to zero as we go further from the top lid. In fig. 2.16, we display the computed velocity field. Note that, because we only apply normal boundary conditions and thus no slip-related boundary conditions, we do not expect to observe vortices. The numerical solution reproduces this expectation.


Figure 2.16: Velocity field at $T=7.93 s$ of experiment 6 computed using the second-order, non-conservative semi-Lagrangian scheme on a simplicial mesh with mesh-width $h=0.189959$ and $\tau=0.01$.

## Chapter 3

## Incompressible Magnetohydrodynamics

### 3.1 Introduction

We consider the magnetostatic approximation of the resistive, viscous magnetohydrodynamics (MHD) equations, that is, we are interested in finding solutions to

$$
\begin{align*}
\partial_{t} \boldsymbol{u}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\operatorname{grad} p-v \Delta \boldsymbol{u}-\kappa \boldsymbol{J} \times \boldsymbol{B} & =\boldsymbol{f},  \tag{3.1a}\\
\partial_{t} \boldsymbol{B}+\operatorname{curl} \boldsymbol{E} & =0,  \tag{3.1b}\\
\operatorname{curl} \boldsymbol{H}-\boldsymbol{J} & =0,  \tag{3.1c}\\
\operatorname{div} \boldsymbol{u} & =0,  \tag{3.1d}\\
\operatorname{div} \boldsymbol{B} & =0, \tag{3.1e}
\end{align*}
$$

where $u:[0, T] \times \Omega \mapsto \mathbb{R}^{n}$ is the velocity field, $p:[0, T] \times \Omega \mapsto \mathbb{R}$ is the pressure, $J:[0, T] \times \Omega \mapsto \mathbb{R}^{n}$ is the current, B: $[0, T] \times \Omega \mapsto \mathbb{R}^{n}$ is the magnetic induction, $H:[0, T] \times \Omega \mapsto \mathbb{R}^{n}$ is the magnetic field, $f:[0, T] \times$ $\Omega \mapsto \mathbb{R}^{n}$ is an external force stirring the fluid, $v \in \mathbb{R}$ is the fluid viscosity, and $\kappa \in \mathbb{R}$ is the magnetic coupling factor. We will apply appropriate boundary conditions later. Additionally, we have the following two material laws

$$
\begin{align*}
\boldsymbol{B} & =\mu \boldsymbol{H},  \tag{3.2a}\\
\boldsymbol{J} & =\sigma(\boldsymbol{E}+\boldsymbol{u} \times \boldsymbol{B}), \tag{3.2b}
\end{align*}
$$

where $\mu \in \mathbb{R}$ is the magnetic permeability and $\sigma \in \mathbb{R}$ the electric conductivity -both assumed constant in space and time. If we take $v \rightarrow 0$ and $\sigma \rightarrow \infty$, we obtain the ideal MHD equations. For ease of notation, we will assume $\mu=1$ in the remainder of this text. In [11], several modeling applications of the incompressible MHD equations are mentioned including aluminum electrolysis, electromagnetic pumping, and the MHD generator. Typical values for $v$ and $\sigma$ are given to be around $10^{-4}$ and 1 for these applications.

The steady, incompressible MHD equations have received considerable attention in literature. In $[23,19,55]$ several stabilized and mixed finite-element schemes have been proposed for the steady, incompressible MHD equations. Of particular interest is the scheme presented in [55]. In this work, Schötzau et al. proposed a scheme that discretizes $u$ with $H^{1}(\Omega)$-conforming finiteelements and $\boldsymbol{B}$ with $\boldsymbol{H}($ curl, $\Omega)$-conforming finite-elements. This scheme yields an approximation of the magnetic induction $\boldsymbol{B}_{h}$ that is only weakly divergence-free. This means that $\boldsymbol{B}_{h}$ is orthogonal to all discrete gradient fields.

In recent years, the importance of satisfying the divergence-free condition for $B$ on the discrete level has received increased interest for the development of codes for the simulation of fusion reactors [2, 1]. In [12] it is shown that when the divergence-free condition for $\boldsymbol{B}_{h}$ is not exactly satisfied, a non-physical force can lead to large numerical errors. An overview of the different methods that can be used to enforce the divergence-free condition for the magnetic field, can be found in [31]. Other works that cover this particular issue include [67, 65, 42, 43]. In [29], a scheme was proposed using the formulation of the incompressible MHD equations based on the magnetic vector potential $A$ with $B=\operatorname{curl} A$. In this scheme, a discrete version of the magnetic vector potential $A_{h}$ is constructed using $\boldsymbol{H}($ curl, $\Omega)$ conforming finite-elements. Through the theory of discrete differential forms $[4,3]$, it then naturally follows that the discrete magnetic field $\boldsymbol{B}_{h}=\operatorname{curl} \boldsymbol{A}_{h}$ is divergence-free. In this work, we will follow a similar approach.

In section 3.2, we will see that $A$ can be interpreted as the solution of an advection equation with respect to the flow field $u$. This allows us to apply the theory of advection of discrete differential forms as proposed in $[27,26,28]$ and extended to second-order in chapter 1 of this work. Also the incompressible Navier-Stokes equation can be solved using semi-Lagrangiantype methods as described in chapter 2 of this work. We will combine these methods into a semi-Lagrangian scheme for the incompressible MHD equations. We refer to chapter 1 and chapter 2 for a literature overview of semi-Lagrangian methods for the incompressible Navier-Stokes equation and advection-diffusion equations.

This work is organized as follows. In section 3.2, we introduce an alternative form of the incompressible MHD equations based on the magnetic vector potential. Then, in section 3.3 we introduce the main numerical scheme (scheme A) and slight variations to it (partial scheme B, C, etc.). In section 3.4, we provide numerical experiments for the validation of our method. We observe that the scheme works well for sufficiently low conductivity or sufficiently low viscosity, but shows instabilities for the limit case of high conductivity and low viscosity.

### 3.2 Introduction to the MHD equations

In this section, we will derive two alternative formulations of the incompressilbe MHD equations that both yield slightly different schemes. First, let us introduce the magnetic vector potential as $A:[0, T] \times \Omega \mapsto \mathbb{R}^{n}$ with $\boldsymbol{B}=\operatorname{curl} \boldsymbol{A}$. Then, we can reformulate the above system of equations as

$$
\begin{align*}
\partial_{t} \boldsymbol{u}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\operatorname{grad} p-v \Delta \boldsymbol{u}-\kappa \operatorname{curl} \operatorname{curl} A \times \operatorname{curl} A & =f,  \tag{3.3a}\\
\operatorname{curl}\left(\partial_{t} A+\frac{1}{\sigma} \operatorname{curl} \operatorname{curl} A-\boldsymbol{u} \times \operatorname{curl} A\right) & =0,  \tag{3.3b}\\
\operatorname{curl} \operatorname{curl} A-J & =0,  \tag{3.3c}\\
\operatorname{div} \boldsymbol{u} & =0 . \tag{3.3d}
\end{align*}
$$

Since the curl of the gradient vanishes, we can write the second equation as

$$
\begin{equation*}
\operatorname{curl}\left(\partial_{t} \boldsymbol{A}+\frac{1}{\sigma} \operatorname{curl} \operatorname{curl} \boldsymbol{A}-\boldsymbol{u} \times \operatorname{curl} \boldsymbol{A}+\operatorname{grad}(\boldsymbol{A} \cdot \boldsymbol{u})+\operatorname{grad} \psi\right)=0 \tag{3.4}
\end{equation*}
$$

where $\psi:[0, T] \times \Omega \mapsto \mathbb{R}$ is an arbitrary function. Considering $A$ as the vector-proxy of a 1 -form and fixing the gauge, we find

$$
\begin{align*}
\partial_{t} A+L_{u} A+\frac{1}{\sigma} \operatorname{curl} \operatorname{curl} A+\operatorname{grad} \psi & =0  \tag{3.5}\\
\operatorname{div} \boldsymbol{A} & =0 \tag{3.6}
\end{align*}
$$

Similarly, we can regard $u$ as the vector-proxy of a 1 -form (as explained in chapter 2) to obtain the following

$$
\begin{align*}
\partial_{t} \boldsymbol{u}+L_{u} \boldsymbol{u}+\operatorname{grad} p+v \operatorname{curl} \operatorname{curl} \boldsymbol{u}-\kappa \boldsymbol{J} \times \operatorname{curl} \boldsymbol{A} & =f,  \tag{3.7a}\\
\partial_{t} \boldsymbol{A}+L_{\boldsymbol{u}} \boldsymbol{A}+\operatorname{grad} \psi+\frac{1}{\sigma} \operatorname{curl} \operatorname{curl} \boldsymbol{A} & =0,  \tag{3.7b}\\
\operatorname{curl} \operatorname{curl} \boldsymbol{A}-\boldsymbol{J} & =0,  \tag{3.7c}\\
\operatorname{div} \boldsymbol{u} & =0,  \tag{3.7d}\\
\operatorname{div} \boldsymbol{A} & =0 . \tag{3.7e}
\end{align*}
$$

We obtain a weak formulation by multiplying with a suitable vector proxy of a 1 -form and integrating by parts. We search $\boldsymbol{u}, A, \boldsymbol{J} \in \Lambda^{1}(\Omega)$ and $p, \psi \in \Lambda^{0}(\Omega)$
such that, for all $\boldsymbol{u}^{\prime}, A^{\prime} \in \Lambda^{1}(\Omega)$ and $p^{\prime}, \psi^{\prime} \in \Lambda^{0}(\Omega)$, we have

$$
\begin{align*}
& \int_{\Omega}\left(\partial_{t} \boldsymbol{u}+L_{u} \boldsymbol{u}\right) \cdot \boldsymbol{u}^{\prime} d x d x+\int_{\Omega} v \operatorname{curl} \boldsymbol{u} \cdot \operatorname{curl} \boldsymbol{u}^{\prime} d x \\
&+\int_{\Omega} \operatorname{grad} p \cdot \boldsymbol{u}^{\prime} d x-\kappa \int_{\Omega} \boldsymbol{J} \times \operatorname{curl} \boldsymbol{A} \cdot \boldsymbol{u}^{\prime} d x=\int_{\Omega} f \cdot \boldsymbol{u}^{\prime} d x,  \tag{3.8a}\\
& \int_{\Omega}\left(\partial_{t} \boldsymbol{A}+L_{u} \boldsymbol{A}\right) \cdot \boldsymbol{A}^{\prime} d x+\int_{\Omega} \operatorname{grad} \psi \cdot \boldsymbol{A}^{\prime} d x \\
&+\frac{1}{\sigma} \int_{\Omega} \operatorname{curl} \boldsymbol{A} \cdot \operatorname{curl} \boldsymbol{A}^{\prime} d x=0  \tag{3.8b}\\
& \int_{\Omega} \operatorname{curl} \boldsymbol{A} \cdot \operatorname{curl} \boldsymbol{J}^{\prime} d x-\int_{\Omega} \boldsymbol{J} \cdot \boldsymbol{J}^{\prime} d x=0  \tag{3.8c}\\
& \int_{\Omega} \boldsymbol{u} \cdot \operatorname{grad} p^{\prime} d x=0  \tag{3.8d}\\
& \int_{\Omega} \boldsymbol{A} \cdot \operatorname{grad} \psi^{\prime} d x=0, \tag{3.8e}
\end{align*}
$$

where we assumed the following boundary conditions for simplicity

$$
\begin{align*}
\boldsymbol{u} \cdot \boldsymbol{n} & =0, & & \text { on } \partial \Omega,  \tag{3.9}\\
\boldsymbol{A} \cdot \boldsymbol{n} & =0, & & \text { on } \partial \Omega,  \tag{3.10}\\
\boldsymbol{n} \times \operatorname{curl} \boldsymbol{u} & =\mathbf{0}, & & \text { on } \partial \Omega,  \tag{3.11}\\
\boldsymbol{n} \times \operatorname{curl} \boldsymbol{u} & =\mathbf{0}, & & \text { on } \partial \Omega . \tag{3.12}
\end{align*}
$$

We identify the following material derivatives

$$
\begin{align*}
D_{t} \boldsymbol{u} & :=\partial_{t} \boldsymbol{u}+L_{\boldsymbol{u}} \boldsymbol{u},  \tag{3.13}\\
D_{t} \boldsymbol{A} & :=\partial_{t} \boldsymbol{A}+L_{\boldsymbol{u}} \boldsymbol{A} . \tag{3.14}
\end{align*}
$$

Note that the material derivative of $A$ is the derivative with respect to the flow field $\boldsymbol{u}$.

### 3.3 Numerical scheme

In this section, we will describe the proposed numerical schemes for solving the incompressible MHD equations. We will denote these schemes by the letters A, B, C, etc. Note that A is the most important scheme as that is the scheme we study. Partial scheme B, C, etc are merely there to provide a rigorous experimental analysis of why scheme A shows instabilities.

### 3.3.1 Scheme A

Our starting point will be the weak formulation of the MHD equations as presented in equation (3.15). Following the same philosophy as in section 2.3, we discretize the material derivative. Given $\boldsymbol{u}_{h}^{n-1}, \boldsymbol{u}_{h}^{n-2}, \boldsymbol{A}_{h}^{n-1}, \boldsymbol{A}_{h}^{n-2} \in \Lambda_{h}^{1}(\Omega)$, we search $\boldsymbol{u}_{h}^{n}, \boldsymbol{A}_{h}^{n}, \boldsymbol{J}_{h}^{n} \in \Lambda_{h}^{1}(\Omega)$ and $p_{h}^{n}, \psi_{h}^{n} \in \Lambda_{h}^{0}(\Omega)$ such that

$$
\begin{align*}
& \int_{\Omega} \frac{1}{2 \tau}\left[3 \boldsymbol{u}_{h}^{n}-4 \mathcal{R} \bar{X}_{-\tau}^{*} \mathcal{P} \boldsymbol{u}_{h}^{n-1}\right.\left.+\mathcal{R} \bar{X}_{-2 \tau}^{*} \mathcal{P} \boldsymbol{u}_{h}^{n-2}\right] \cdot \boldsymbol{u}_{h}^{\prime} d x d x \\
&+\int_{\Omega} v \operatorname{curl} \boldsymbol{u}_{h}^{n} \cdot \operatorname{curl} \boldsymbol{u}_{h}^{\prime} d x+\int_{\Omega} \operatorname{grad} p_{h}^{n} \cdot \boldsymbol{u}_{h}^{\prime} d x \\
&-\kappa \int_{\Omega} J_{h}^{n} \times \operatorname{curl} A_{h}^{n} \cdot \boldsymbol{u}_{h}^{\prime} d x=\int_{\Omega} f \cdot \boldsymbol{u}_{h}^{\prime} d x \tag{3.15a}
\end{align*}
$$

$$
\int_{\Omega}\left[3 A_{h}^{n}-4 \mathcal{R} \bar{X}_{-\tau}^{*} \mathcal{P} \boldsymbol{A}_{h}^{n-1}+\mathcal{R} \bar{X}_{-2 \tau}^{*} \mathcal{P} \boldsymbol{A}_{h}^{n-2}\right] \cdot A_{h}^{\prime} d x
$$

$$
\begin{equation*}
+\int_{\Omega} \operatorname{grad} \psi_{h}^{n} \cdot \boldsymbol{A}_{h}^{\prime} d x+\frac{1}{\sigma} \int_{\Omega} \operatorname{curl} \boldsymbol{A}_{h}^{n} \cdot \operatorname{curl} \boldsymbol{A}_{h}^{\prime} d x=0 \tag{3.15b}
\end{equation*}
$$

$$
\begin{equation*}
\int_{\Omega} \operatorname{curl} \boldsymbol{A}_{h}^{n} \cdot \operatorname{curl} \boldsymbol{J}_{h}^{\prime} d x-\int_{\Omega} J_{h}^{n} \cdot J_{h}^{\prime} d x=0 \tag{3.15c}
\end{equation*}
$$

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{u}_{h}^{n} \cdot \operatorname{grad} p_{h}^{\prime} d x=0 \tag{3.15d}
\end{equation*}
$$

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{A}_{h}^{n} \cdot \operatorname{grad} \psi_{h}^{\prime} d x=0 \tag{3.15e}
\end{equation*}
$$

for all $\boldsymbol{u}_{h^{\prime}}^{\prime} \boldsymbol{A}_{h}^{\prime} \in \Lambda_{h}^{1}(\Omega)$ and $p_{h^{\prime}}^{\prime} \psi_{h}^{\prime} \in \Lambda^{0}(\Omega)$. Note that we left out the boundary terms for simplicity and $\tau>0$ denotes the time-step size. Since $D_{t} \boldsymbol{u}$ and $D_{t} \boldsymbol{A}$ denote material derivatives with respect to the flow $\boldsymbol{u}, X_{\tau}$ denotes the transport map with respect to the flow $u$ defined through system (2.24). As described in section 2.3.1, the operator $\mathcal{R} \bar{X}_{-\tau}^{*} \mathcal{P}$ only depends on $\boldsymbol{u}^{n-1}$ and $\boldsymbol{u}^{n-2}$. Therefore, the above system decouples-we first solve for $\boldsymbol{A}_{h}^{n}$ and $\psi_{h}^{n}$, then $\boldsymbol{J}_{h}^{n}$, and finally for $\boldsymbol{u}_{h}^{n}$ and $p_{h}^{n}$. This avoids the need to solve one large linear system of equations, but requires solving three smaller linear systems of equations. In the following, we will introduce some schemes that are simplifications of the above scheme. These schemes cannot be applied in practice, because they assume knowledge of some of the unknowns. However, they can be of great help when analyzing the reasons for instability of the above scheme in some cases.

### 3.3.2 Partial scheme B

In this scheme we remove the effect of the solution $\boldsymbol{A}_{h}^{n}$ on the computation of $J_{h}^{n}$ such that we can see if the observed instabilities are inherent to the discrete Lorentz force. To be precise, we consider equation (3.15c)

$$
\begin{equation*}
\int_{\Omega} \operatorname{curl} A_{h}^{n} \cdot \operatorname{curl} J_{h}^{\prime} d x-\int_{\Omega} J_{h}^{n} \cdot J_{h}^{\prime} d x=0 \tag{3.16}
\end{equation*}
$$

and replace it by

$$
\begin{equation*}
\int_{\Omega} \operatorname{curl} \mathcal{R} A\left(t_{n}, \cdot\right) \cdot \operatorname{curl} \boldsymbol{J}_{h}^{\prime} d x-\int_{\Omega} \boldsymbol{J}_{h}^{n} \cdot \boldsymbol{J}_{h}^{\prime} d x=0 \tag{3.17}
\end{equation*}
$$

where $\mathcal{R} A\left(t_{n}, \cdot\right)$ is the projection of $A$ at time $t_{n}$ onto the space of secondorder, discrete differential forms $\Lambda_{h, 2}^{1}(\Omega)$. The rest of scheme A remains unchanged.

### 3.3.3 Partial scheme C

In this scheme, we replace the fully-discrete computation of the Lorentz force term in scheme A by a semi-discrete computation, that is, we replace

$$
\int_{\Omega} J_{h}^{n} \times \operatorname{curl} A_{h}^{n} \cdot \boldsymbol{u}_{h}^{\prime} d x
$$

by

$$
\int_{\Omega} \boldsymbol{J}_{h}^{n} \times \operatorname{curl}\left[\mathcal{R} \boldsymbol{A}\left(t_{n}, \cdot\right)\right] \cdot \boldsymbol{u}_{h}^{\prime} d x
$$

The rest of the scheme is the same as scheme A.

### 3.3.4 Partial scheme E

Recall that the operator $\bar{X}_{-\tau}^{*}$ is based on the following evaluation of Heun's method as introduced in (2.29)

$$
\begin{equation*}
X_{t-\tau}(x)=x-\frac{\tau}{2}\left[\boldsymbol{u}^{n}(x)+\boldsymbol{u}^{n-1}\left(x-\tau \boldsymbol{u}^{n}(x)\right)\right]+\mathcal{O}\left(\tau^{2}\right) . \tag{3.18}
\end{equation*}
$$

For partial scheme E, we will replace $\boldsymbol{u}^{n}$ by $\bar{u}\left(t_{n}, \cdot\right)$ and thus evaluate

$$
\begin{equation*}
X_{t-\tau}(x)=x-\frac{\tau}{2}\left[\boldsymbol{u}\left(t_{n}, x\right)+\boldsymbol{u}\left(t_{n-1}, x-\tau \boldsymbol{u}\left(t_{n}, x\right)\right)\right]+\mathcal{O}\left(\tau^{2}\right) . \tag{3.19}
\end{equation*}
$$

The remainder of scheme A is not changed.

### 3.4 Numerical results

In this section, we evaluate the performance of the numerical schemes. Using scheme A we observe instabilities in the case that the conductivity is high and the viscosity is low, i.e. in the ideal MHD limit. If either the conductivity is low or the viscosity is high, we observe convergence of the numerical scheme. To show this, we did elaborate numerical tests inspired by [29]. The code used for all numerical experiments can be found at [61].

### 3.4.1 Approximation of the Lorentz force

In this section, we evaluate the computation of the Lorentz force based on some given approximation of the magnetic vector potential $A_{h} \in \Lambda_{h}^{1}(\Omega)$. We project

$$
\boldsymbol{A}(\boldsymbol{x})=\left[\begin{array}{c}
0  \tag{3.20}\\
\sin (x) \\
0
\end{array}\right]
$$

onto $\Lambda_{h, p}^{1}(\Omega)$ with $p=1,2$ and denote the projection as $A_{h}:=\mathcal{R} A$. Next, we compute $\boldsymbol{J}_{h}$ analogously to scheme A, that is, we find $\boldsymbol{J}_{h} \in \Lambda_{h, p}^{1}(\Omega)$ such that for all $\boldsymbol{\eta}_{h} \in \Lambda_{h, p}^{1}(\Omega)$

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{J}_{h} \cdot \boldsymbol{\eta}_{h} d x=\int_{\Omega} \operatorname{curl} \boldsymbol{A}_{h} \cdot \operatorname{curl} \boldsymbol{\eta}_{h} d x \tag{3.21}
\end{equation*}
$$

Then, we compute the Lorentz force $\boldsymbol{F}_{h} \in \Lambda_{h, p}^{1}(\Omega)$ as

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{F}_{h} \cdot \boldsymbol{\eta}_{h} d x=\int_{\Omega} \boldsymbol{J}_{h} \times \operatorname{curl} \boldsymbol{A}_{h} \cdot \boldsymbol{\eta}_{h} d x \tag{3.22}
\end{equation*}
$$

We compute the $L^{2}$-error of $\boldsymbol{J}_{h}$ and $\boldsymbol{F}_{h}$ compared with their exact solutions. In table 3.2 and table 3.1 the computed errors are displayed for different mesh-sizes. We observe no convergence for first-order discrete differential forms and first-order convergence for second-order discrete differential forms. For this reason, we only consider a second-order scheme in this work.

### 3.4.2 Experiment 1

In this section, we consider the following problem inspired by [29]. We fix the magnetic coupling factor $\kappa=1$, but vary the viscosity $v$ and conductivity $\sigma$. We choose the source terms and boundary conditions such that

$$
\boldsymbol{u}(t, x)=\left[\begin{array}{c}
0  \tag{3.23}\\
\sin (t) \sin \left(x_{2}\right) \\
0
\end{array}\right]
$$

| Mesh-width | $L^{2}$-error | $L^{2}$-error |
| :--- | :---: | :---: |
|  | $\boldsymbol{J}_{h}$ | $\boldsymbol{J}_{h} \times \operatorname{curl} \boldsymbol{A}_{h}$ | |  | 0.0846115 | 0.0348872 |
| :--- | :---: | :---: |
| 0.707107 | 0.0391167 | 0.0139575 |
| 0.353553 | 0.0183738 | 0.00656131 |
| 0.176777 | 0.00873568 | 0.00314751 |

Table 3.1: Experiment to evaluate the accuracy of computing the Lorentz force as described in section 3.4.1 using second-order discrete differential forms in $\Lambda_{h, 2}^{1}(\Omega)$.

| Mesh-width | $L^{2}$-error <br> $\boldsymbol{J}_{h}$ | $L^{2}$-error <br> $\boldsymbol{J}_{h} \times$ curl $\boldsymbol{A}_{h}$ |
| :--- | :---: | :---: |
| 0.707107 | 0.104125 | 0.202954 |
| 0.353553 | 0.105169 | 0.102365 |
| 0.176777 | 0.114354 | 0.0566125 |
| 0.0883883 | 0.120679 | 0.0392805 |
| 0.0441942 | 0.128613 | 0.0347103 |
| 0.0220971 | 0.133755 | 0.0340028 |

Table 3.2: Experiment to evaluate the accuracy of computing the Lorentz force as described in section 3.4.1 using first-order discrete differential forms in $\Lambda_{h, 1}^{1}(\Omega)$.
and

$$
\boldsymbol{A}(t, x)=\left[\begin{array}{c}
0  \tag{3.24}\\
\sin \left(t+x_{1}\right) \\
0
\end{array}\right]
$$

are solutions to the incompressible MHD equations. We run all the experiments on the domain $\Omega=\left[-\frac{1}{2}, \frac{1}{2}\right]^{3}$ and untill time $T=0.4$. The experiments presented in figs. 3.1 and C. 4 show that the scheme converges if either the viscosity is high enough or the conductivity is low enough, but does not work if the viscosity is low and the conductivity is high. In other words, scheme A does not converge if we consider the case of ideal MHD. The results suggest that the scheme becomes unstable and we will see in experiment 3 that this is indeed the case.

Through the experiments on partial scheme E as summarized in figs. 3.4 and C.1, we observe that the instability is less severe if the interaction of $\boldsymbol{u}$ on $A$ is removed. However, experiment 3 will show that the spurious oscillation that prelude the instability are also present for this case. Through the experiments on partial scheme C as summarized in figs. 3.5 and 3.6,


Figure 3.1: Experiment 1 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure 3.2: Experiment 1 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure 3.3: Experiment 1 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure 3.4: Experiment 1 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure 3.5: Experiment 1 performed using partial scheme C using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure 3.6: Experiment 1 performed using partial scheme $C$ using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure 3.7: Experiment 1 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure 3.8: Experiment 1 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.
we see that $\boldsymbol{A}_{h}^{n}$ in the Lorentz force does not have much of an influence on stability. Through the experiments on partial scheme B as summarized in figs. 3.7 and C.9, we observe that the computation of $J_{h}^{n}$ is important for the cause of the instability, since replacing $A_{h}^{n}$ by the exact solution removes the instability.

The experiments in chapters 1 and 2 show that the semi-Lagrangian scheme is stable for the incompressible Euler equations and the vectorial advection equation. This fact in combination with the reasoning above, leads us to the conclusion that the instability is likely caused by the discretization of the Lorentz force.

For convergence rates for the magnetic vector potential and convergence analysis of the $L^{\infty}$-error, we refer to the results in figs. 3.1, 3.4 to 3.7 and C. 1 to C. 27 .

### 3.4.3 Experiment 2

In this section, we consider the following problem inspired by [29]. We fix the magnetic coupling factor $\kappa=1$, but we vary the viscosity $v$ and conductivity $\sigma$. We choose the source terms and boundary conditions such that

$$
\boldsymbol{u}(t, \boldsymbol{x})=\left[\begin{array}{c}
x_{2} e^{-t}  \tag{3.25}\\
x_{3} \cos (t) \\
x_{1}
\end{array}\right]
$$

and

$$
\boldsymbol{A}(t, \boldsymbol{x})=\left[\begin{array}{c}
x_{3}  \tag{3.26}\\
0 \\
x_{2} \cos (t)
\end{array}\right]
$$

are solutions to the incompressible MHD equations. This case is of particular interest, because the linear nature of the solution means that it lies in the space of second-order discrete differential forms. We run all the experiments on the domain $\Omega=\left[-\frac{1}{2}, \frac{1}{2}\right]^{3}$ and until time $T=0.5$.

The results are similar to those of Experiment 1. However, using partial scheme E, we now observe first-order convergence as summarized in figs. 3.10 and C.28. The results are unconclusive on whether the scheme can be considered stable in this case, but the performance is certainly better compared to experiment 1 . We will see similar behaviour of partial scheme E for experiment 3 , where we have the ability to visualize the results for a better understanding. Scheme A, B, and C perform similarly as for experiment 1. The results of a plethora of similar experiments can be found in figs. 3.10 and C. 28 to C. 58 .


Figure 3.9: Experiment 2 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure 3.10: Experiment 2 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.

### 3.4.4 Experiment 3

In this section, we consider an experiment in 2D for the incompressible MHD equations with $\kappa=0.1, \varepsilon=0, \sigma=\infty$, vanishing normal boundary conditions, and a source term such that

$$
\boldsymbol{u}(t, x)=\left[\begin{array}{c}
\sin (\pi y) \cos (\pi x)  \tag{3.27}\\
-\cos (\pi y) \sin (\pi x)
\end{array}\right] e^{-t}
$$

and

$$
A(t, x)=\left[\begin{array}{c}
\sin (\pi y) \cos (\pi x)  \tag{3.28}\\
-\cos (\pi y) \sin (\pi x)
\end{array}\right] e^{-t}
$$

form a exact solution. We refer to fig. 3.12 for a summary of the results. We observe a clear instability for scheme A, while partial scheme B performs very well and remains stable. Partial scheme E performs rather well as it remains stable, but converges with a rather slow rate.

In figs. 3.16 to 3.18 , we display the magnitude of the velocity field, magnetic vector potential, and Lorentz force for different times as computed using scheme A, B, and E. We observe that for scheme A spurious oscillations in the Lorentz force appear around $t=0.05$. Then, these spurious oscillations spill over into the the velocity field and we see clear spurious oscillations in the velocity field around $t=0.1$. Eventually these spurious oscillations end up in an instability. The magnetic vector potential suffers the least from the spurious oscillations as it is not directly influenced by the Lorentz force. Partial scheme E shows similar spurious oscillations compared to scheme A, but needs more time for the oscillations to appear. Partial scheme B shows no spurious oscillations or instability.
In figs. 3.13 to 3.15 , we display the magnitude of the velocity field, magnetic vector potential, and Lorentz force for different meshes as computed using scheme A, B, and E. We observe that the spurious oscillations have periods that are associated to the mesh-width.

From this experiment, we can conclude that scheme A and E show spurious oscillations, while partial scheme B remains stable. A potential reason for the instability of scheme A could be that it does not satisfy an appropriate energy bound. In [31], Hu et al. designed a numerical scheme that satisfies a discrete energy bound that is analogous to the continuous energy bound associated with the MHD equations. The discrete energy bound for the case of ideal MHD is

$$
\begin{equation*}
\left\|\boldsymbol{u}_{h}^{n}\right\|^{2}+2 \tau \kappa\left\|\boldsymbol{J}_{h}^{n}\right\|^{2} \leq\left\|\boldsymbol{u}_{h}^{n-1}\right\|^{2}+2 \tau\left(\boldsymbol{f}_{h}^{n}, \boldsymbol{u}_{h}^{n}\right) . \tag{3.29}
\end{equation*}
$$

We track the energy (left-hand side of the inequality) and the energy bound (right-hand side of the inequality) and visualize the results in fig. 3.11. We observe that the discrete energy bound is not satisfied.


Figure 3.11: Experiment 3: Energy and energy bound defined through the leftand right-hand side of eq. (3.29) computed using scheme A on a simplicial mesh with mesh-width $h=0.0474897$ and time-step $\tau=0.003125$.


Figure 3.12: Experiment 3 performed using different schemes using a CFL condition of 0.06580367 on a simplicial mesh for fixed viscosity $\varepsilon=0$ and fixed conductivity $\sigma=\infty$. The final time $T=0.2$.


Figure 3.13: Experiment 3: magnitude of the computed Lorentz force at $T=0.2$ using different schemes on simplicial meshes with mesh-width $h$ and time-step $\tau=0.0658037427 \mathrm{~h}$.


Figure 3.14: Experiment 3: magnitude of computed $A_{h}^{n}$ at $T=0.2$ using different schemes on simplicial meshes with mesh-width $h$ and time-step $\tau=0.0658037427 h$.


Figure 3.15: Experiment 3: magnitude of computed $\boldsymbol{u}_{h}^{n}$ at $T=0.2$ using different schemes on simplicial meshes with mesh-width $h$ and time-step $\tau=0.0658037427 h$.


Figure 3.16: Experiment 3: magnitude of computed $\boldsymbol{u}_{h}^{n}$ using scheme A on a simplicial mesh with mesh-width $h=0.0474897$ and time-step $\tau=0.003125$.


Figure 3.17: Experiment 3: magnitude of computed $A_{h}^{n}$ using scheme A on a simplicial mesh with mesh-width $h=0.0474897$ and time-step $\tau=0.003125$.


Figure 3.18: Experiment 3: magnitude of computed Lorentz force using scheme A on a simplicial mesh with mesh-width $h=0.0474897$ and time-step $\tau=0.003125$.

## Chapter 4

## Conclusion

In this work, a fully-discrete method for the advection of discrete differential forms has been extended to second-order. Using this extension, a secondorder, structure-preserving numerical scheme was developed for the transient incompressible Euler equations that preserves both energy and helicity. The advantage of this scheme is that it converges independently of the value for the viscosity. Also, advances were made on the extension of this method to the incompressible, resistive and viscous magnetohydrodynamics equations. Unfortunately, the developed scheme gets unstable in the limit to ideal magnetohydrodynamics. It has been established that the instability is caused by the discretization of the Lorentz force and the failure of the scheme to satisfy an appropriate energy bound. More work is needed to see if this limitation can be avoided.

## Appendix A

## An introduction to Lie theory

We shall need the notion of Lie groups and their Lie algebras. Let us start with the definition of a group.

Definition 16 A group $G$ is a set $G$ equipped with a binary operator • : $G \times G \mapsto G$ such that

- $(a \cdot b) \cdot c=a \cdot(b \cdot c)$ for all $a, b, c \in G$,
- $\exists e \in G$ s.t. for all $g \in G$ we have $e \cdot g=g$,
- For all $a \in G$ there exists a $b \in G$ s.t. $a \cdot b=e$.

This allows us to define a Lie group.
Definition 17 A Lie group $G$ is a group $G$ that is also a smooth manifold that satisfies

- The map • : $G \times G \mapsto G$ is smooth,
- The map $i: G \mapsto G$, mapping elements to their inverse, is smooth.

Lie groups are of particular interest in physics, because they can be used to describe symmetries. To see this, we consider "right-invariant vector fields". With this goal in mind, we proceed by defining for $g \in G$

$$
\begin{align*}
& r_{g}: G \mapsto G  \tag{A.1}\\
& G \ni f \mapsto r_{g}(f):=f \cdot g \in G
\end{align*}
$$

This allows us to define for a vector field $X$ and $g \in G$ the following.

$$
\begin{align*}
R_{g *}: \Gamma(T G) & \mapsto \Gamma(T G)  \tag{A.2}\\
\Gamma(T G) \ni X & \mapsto R_{g *} X,
\end{align*}
$$

where

$$
\begin{equation*}
\forall f \in C^{\infty}(G), p \in G:\left(R_{g *} X\right)_{p}(f):=X_{r_{g}^{-1}(p)}\left(f \circ r_{g}\right)=X_{p g^{-1}}\left(f \circ r_{g}\right) \tag{A.3}
\end{equation*}
$$

We say $X \in \Gamma(T G)$ is right-invariant if

$$
\begin{equation*}
R_{g *} X=X \Leftrightarrow \forall f \in C^{\infty}(G): X\left(f \circ r_{g}\right)=X(f) \circ r_{g} . \tag{A.4}
\end{equation*}
$$

We define the space of right-invariant vector fields on $G$ as the Lie Algebra of G.

Definition 18 Let $G$ be a Lie Group, then we define $\mathfrak{g}:=\mathcal{L}(G)$ as the corresponding Lie Algebra, where $\mathcal{L}(G)$ denotes the space of all right-invariant vector fields. The multiplication operator on $\mathcal{L}(G)$ is defined for $X, Y \in \mathcal{L}(G)$

$$
\forall f \in C^{\infty}(G): X Y(f):=X(Y(f)) .
$$

The corresponding Lie Bracket on $\mathcal{L}(G)$ is defined as

$$
[X, Y]=X Y-Y X
$$

An important result in Lie Theory is the following
Lemma $6 T_{e} G \cong \mathfrak{g}$.
Proof We refer to [56].
Remark 7 The isomorphism $j: T_{e} G \mapsto \Gamma(T G)$ corresponding to the above lemma is the following

$$
\begin{array}{r}
T_{e} G \ni \dot{q} \mapsto j(q) \\
\left.j(X)\right|_{g}(f)=\left.\frac{d}{d s}\right|_{s=0}(f(q(s) \cdot g)) . \tag{A.5}
\end{array}
$$

We define the Lie bracket $[\cdot, \cdot]: \mathfrak{g} \times \mathfrak{g} \mapsto \mathfrak{g}$ for $X, Y \in \mathfrak{g}$ as

$$
\begin{equation*}
[X, Y]=j^{-1}[j(X), j(Y)] . \tag{A.6}
\end{equation*}
$$

## Proofs for the geometric Euler equations

## B. 1 Proof of lemma 2

It is clear that $J_{0}(x)=I d$. To prove the ordinary differential equation given in equation (2.8), consider

$$
\begin{align*}
\frac{\partial J_{t}}{\partial t}(x) & =\frac{\partial}{\partial t} \operatorname{det}\left(D_{x} \boldsymbol{\varphi}_{t}(x)\right) \\
& =\left.\frac{\partial}{\partial s}\right|_{s=0} \operatorname{det}\left(D_{x} \varphi_{s} \circ \boldsymbol{\varphi}_{t}(x)\right) \\
& =\left.\frac{\partial}{\partial s}\right|_{s=0} \operatorname{det}\left[\left.\left.D \varphi_{s}\right|_{\boldsymbol{\varphi}_{t}(x)} D \boldsymbol{\varphi}_{t}\right|_{x}\right]  \tag{B.1}\\
& =\left.\operatorname{det}\left[\left.D \boldsymbol{\varphi}_{t}\right|_{x}\right] \frac{\partial}{\partial s}\right|_{s=0} \operatorname{det}\left[\left.D \varphi_{s}\right|_{\boldsymbol{\varphi}_{t}(x)}\right] \\
& =\left.J_{t}(x) \frac{\partial}{\partial s}\right|_{s=0} \operatorname{det}\left[\left.D \varphi_{s}\right|_{\boldsymbol{\varphi}_{t}(x)}\right] .
\end{align*}
$$

For ease of notation, let us set $A(t):=D_{x} \boldsymbol{\varphi}_{t}(x)$, then $A(0)=I d$. Also, let us consider the determinant as a map, $\operatorname{det}: \mathbb{R}^{d^{2}} \cong \mathcal{L}\left(\mathbb{R}^{d}\right) \mapsto \mathbb{R}$. In the following,
we will consider $A$ as an element of $\mathcal{L}\left(\mathbb{R}^{d}\right)$ or $\mathbb{R}^{d^{2}}$ as needed. We have

$$
\begin{align*}
\left.\frac{d}{d t}\right|_{t=0} \operatorname{det}(A(t)) & =(D \operatorname{det})(A(0)) A^{\prime}(0) \\
& =\left.\frac{d}{d s}\right|_{s=0} \operatorname{det}\left(A(0)+s A^{\prime}(0)\right)  \tag{B.2}\\
& =\left.\frac{d}{d s}\right|_{s=0} \operatorname{det}\left(I+s A^{\prime}(0)\right) \\
& =\operatorname{tr}\left(A^{\prime}(0)\right)
\end{align*}
$$

where we used the chain rule and inverse chain rule, and the identity

$$
\begin{equation*}
\operatorname{det}(I+s B)=1+s \operatorname{tr}(B)+O\left(s^{2}\right) \tag{B.3}
\end{equation*}
$$

which holds for small enough $s$. We thus conclude

$$
\begin{align*}
\frac{\partial}{\partial t} J_{t}(x) & =\operatorname{tr}\left(\left.D \frac{\partial \boldsymbol{\varphi}_{0}}{\partial t}\right|_{\boldsymbol{\varphi}_{t}(x)}\right) J_{t}(x) \\
& =\operatorname{tr}\left(\left.D f\right|_{\boldsymbol{\varphi}_{t}(x)}\right) J_{t}(x)  \tag{B.4}\\
& =(\nabla \cdot f)\left(t, \boldsymbol{\varphi}_{t}\right) J_{t}(x)
\end{align*}
$$

## B. 2 Proof of theorem 5

We prove the different cases case-by-case.

- $1 \Leftrightarrow 2$ : Let us extend $g(t)$ to an arbitrary curve $g_{\varepsilon}(t)$ such that $g_{0}(t)=$ $g(t), g_{\varepsilon}(0)=g(0)$, and $g_{\varepsilon}(T)=g(T)$. Then we can write

$$
\begin{equation*}
\delta g(t)=\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0} g_{\varepsilon}(t) \tag{B.5}
\end{equation*}
$$

We have

$$
\begin{align*}
\delta \xi(t) & =\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0}\left[T_{g_{\varepsilon}(t)} L_{g_{\varepsilon}(t)^{-1} \dot{g}_{\varepsilon}(t)}\right] \\
& =\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0}\left[\left.\frac{d}{d s}\right|_{s=t} g_{\varepsilon}(t)^{-1} g_{\varepsilon}(s)\right] \tag{B.6}
\end{align*}
$$

Let us define

$$
\begin{equation*}
\eta(t):=\left.T_{g_{0}(t)} L_{g_{0}(t)^{-1}} \frac{d}{d \varepsilon}\right|_{\varepsilon=0} g_{\varepsilon}(t) \tag{B.7}
\end{equation*}
$$

Then we have

$$
\begin{align*}
\dot{\eta}(t) & =\left.\frac{d}{d s}\right|_{s=t}\left[\left.T_{g_{0}(t)} L_{g_{0}(t)^{-1} \frac{d}{d \varepsilon}}\right|_{\varepsilon=0} g_{\varepsilon}(t)\right] \\
& =\left.\frac{d}{d s}\right|_{s=t}\left[\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0} g_{0}(t)^{-1} g_{\varepsilon}(t)\right] \tag{B.8}
\end{align*}
$$

In the following, we will use the operator $j: T_{e} G \mapsto \Gamma(T G)$ as defined in appendix A. We have for $f \in C^{\infty}(G)$

$$
\begin{align*}
j[\eta, \xi](f) & =[j(\eta), j(\xi)](f)  \tag{B.9}\\
& =j(\eta) j(\xi)(f)-j(\xi) j(\eta)(f),
\end{align*}
$$

where for $p \in G$

$$
\begin{align*}
F(p):=j(\xi(t))(f)(p) & =\left.\frac{d}{d s}\right|_{s=t} f(\xi(s) \circ p) \\
& =\left.\frac{d}{d s}\right|_{s=t} f\left(g_{0}(t)^{-1} \circ g_{0}(s) \circ p\right), \tag{B.10}
\end{align*}
$$

which leads to

$$
\begin{align*}
j(\eta(t)) j(\xi(t))(f)(p) & =j(\eta)(F)(p) \\
& =\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0} F\left(g_{0}^{-1} \circ g_{\varepsilon} \circ p\right) \\
& =\left.\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0} \frac{d}{d s}\right|_{s=t} f\left(g_{0}(t)^{-1} \circ g_{0}(s) \circ g_{0}(s)^{-1} \circ g_{\varepsilon}(s) \circ p\right) \\
& =\left.\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0} \frac{d}{d s}\right|_{s=t} f\left(g_{0}(t)^{-1} \circ g_{\varepsilon}(s) \circ p\right) \\
& =\left[\left.\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0} \frac{d}{d s}\right|_{s=t} g_{0}(t)^{-1} \circ g_{\varepsilon}(s)\right](f(\circ \circ p))=j(\dot{\eta}(t))(f)(p) \tag{B.11}
\end{align*}
$$

Thus

$$
\begin{equation*}
j \dot{\eta}(t)=j(\eta) j(\xi) . \tag{B.12}
\end{equation*}
$$

Similarly, we can show

$$
\begin{equation*}
j \delta \xi(t)=j(\xi) j(\eta) . \tag{B.13}
\end{equation*}
$$

We thus find

$$
\begin{equation*}
[\xi, \eta]=\delta \xi-\dot{\eta} \tag{B.14}
\end{equation*}
$$

- $2 \Leftrightarrow 3$ : Follows by a standard variational argument. See [35] for details.


## B. 3 Proof of theorem 4

Let $\varphi_{\varepsilon}$ be a variation of $\varphi$, and define $v_{\varepsilon}:=\dot{\varphi}_{\varepsilon} \circ \varphi_{\varepsilon}^{-1}$. Since $\varphi_{\varepsilon}$ are diffeomorphisms, we find

$$
\begin{equation*}
\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0} \frac{1}{2} \int_{0}^{1} \int_{\Omega}\left|v_{\varepsilon}\right|^{2} d x d t=0 . \tag{B.15}
\end{equation*}
$$

This yields

$$
\begin{equation*}
\int_{0}^{1} \int_{\Omega}\left(v(x, t),\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0} v_{\varepsilon}(x, t)\right) d x d t=0 \tag{B.16}
\end{equation*}
$$

Using equation (B.14), we find

$$
\begin{equation*}
\int_{0}^{1} \int_{\Omega}(v(x, t), \dot{u}+[v, u]) d x d t=0 \tag{B.17}
\end{equation*}
$$

where $u \in \mathfrak{g}$ vanishes on the endpoints. If $\Omega=\mathbb{R}^{n}$, we find a vector representation of $[v, u]$, that is,

$$
\begin{equation*}
[v, u]=\nabla u \cdot v-\nabla v \cdot u, \tag{B.18}
\end{equation*}
$$

where $\nabla u$ denotes the transpose of the Jacobian of $u, J_{u}=\nabla u^{T}$. We thus obtain

$$
\begin{equation*}
0=\int_{0}^{1} \int_{\Omega}(v, \dot{u}+\nabla u \cdot v-\nabla v \cdot u) d x d t \tag{B.19}
\end{equation*}
$$

Let us consider the last part of the integral,

$$
\begin{align*}
\int_{\Omega}(v, \nabla v \cdot u) d x & =\int_{\Omega}\left(v, J_{v} u\right) d x \\
& =\int_{\Omega}\left(J_{v}^{T} v, u\right) d x \\
& =\int_{\Omega}\left(\frac{1}{2} \nabla|v|^{2}, u\right) d x  \tag{B.20}\\
& =\int_{\partial \Omega} \frac{1}{2}|v|^{2} u \cdot n d x-\int_{\Omega} \frac{1}{2}|v|^{2} \nabla \cdot u d x=0
\end{align*}
$$

since $\nabla \cdot u=0$ and, on $\partial \Omega, u \cdot n=0$, because $u$ is the time derivative of a diffeomorphism on $\Omega$. Note that for the second part of equation (B.19), we have

$$
\begin{align*}
\int_{\Omega}(v, \nabla u \cdot v) d x & =\int_{\Omega}\left(v, J_{u} v\right) d x \\
& =\int_{\Omega}(v, \nabla(v \cdot u))-\left(u, J_{v} v\right) d x \\
& =\int_{\partial \Omega}(v \cdot u) v \cdot n d x-\int_{\Omega} \nabla \cdot v(v \cdot u) d x-\int_{\Omega}\left(J_{v} v, u\right) d x \\
& =-\int_{\Omega}(v \cdot \nabla v, u) d x, \tag{B.21}
\end{align*}
$$

since $\nabla \cdot v=0$ and, on $\partial \Omega, v \cdot n=0$, because $v$ is the time derivative of a diffeomorphism on $\Omega$. We thus find, after integration by parts in time with $u$ vanishing on the endpoints,

$$
\begin{equation*}
\int_{0}^{1} \int_{\Omega}(\dot{v}+v \cdot \nabla v, u) d x d t=0 \tag{B.22}
\end{equation*}
$$

Since this holds for arbitrary $u \in \mathfrak{g} \cong T_{e} \operatorname{SDiff}(\Omega)$, we find that $\dot{v}+v \cdot \nabla v$ is orthogonal to all elements in $\operatorname{SDiff}(\Omega)$. Now suppose that, for a vector field $q$, we have

$$
\begin{equation*}
\int_{0}^{1} \int_{\Omega}(\dot{v}+v \cdot \nabla v+q, u) d x d t=0 \tag{B.23}
\end{equation*}
$$

Using the Helmholtz decomposition (see [38]), we can write $q=\nabla p+z$, where $\nabla \cdot z=0$ (so $z \in \operatorname{SDiff}(\Omega))$ and $\int_{\Omega}(\nabla p, z) d x=0$. Then, if we choose $u=z$, we find

$$
\begin{align*}
0 & =\int_{0}^{1} \int_{\Omega}(\dot{v}+v \cdot \nabla v+\nabla p+z, z) d x d t \\
& =\int_{0}^{1} \int_{\Omega}(\dot{v}+v \cdot \nabla v, z) d x d t+\int_{0}^{1} \int_{\Omega}(\nabla p, z) d x d t+\int_{0}^{1} \int_{\Omega}(z, z) d x d t  \tag{B.24}\\
& =\int_{0}^{1} \int_{\Omega}(z, z) d x d t
\end{align*}
$$

We can thus conclude that $z=0$, but $p$ is not necessarily zero. We can now conclude that, for some $p$, we have

$$
\begin{equation*}
\dot{v}+v \cdot \nabla v+\nabla p=0 . \tag{B.25}
\end{equation*}
$$

## Appendix C

## Some additional experimental results

This Appendix includes some additional experimental results regarding the MHD equations.


Figure C.1: Experiment 1 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.2: Experiment 1 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.3: Experiment 1 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.4: Experiment 1 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.5: Experiment 1 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.6: Experiment 1 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.7: Experiment 1 performed using partial scheme C using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.8: Experiment 1 performed using partial scheme C using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.9: Experiment 1 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.10: Experiment 1 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.11: Experiment 1 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.12: Experiment 1 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.13: Experiment 1 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.14: Experiment 1 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.15: Experiment 1 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.16: Experiment 1 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.17: Experiment 1 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.18: Experiment 1 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.19: Experiment 1 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.20: Experiment 1 performed using partial scheme $C$ using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.21: Experiment 1 performed using partial scheme $C$ using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.22: Experiment 1 performed using partial scheme $C$ using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.23: Experiment 1 performed using partial scheme C using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.24: Experiment 1 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.25: Experiment 1 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.26: Experiment 1 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.27: Experiment 1 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{5}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.28: Experiment 2 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.29: Experiment 2 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.30: Experiment 2 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.31: Experiment 2 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.32: Experiment 2 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.33: Experiment 2 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.34: Experiment 2 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.35: Experiment 2 performed using partial scheme $C$ using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.36: Experiment 2 performed using partial scheme $C$ using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.37: Experiment 2 performed using partial scheme $C$ using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.38: Experiment 2 performed using partial scheme $C$ using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.39: Experiment 2 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.40: Experiment 2 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.41: Experiment 2 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.42: Experiment 2 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.43: Experiment 1 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.44: Experiment 1 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.45: Experiment 1 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.46: Experiment 1 performed using partial scheme E using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.47: Experiment 1 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.48: Experiment 1 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.49: Experiment 1 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.50: Experiment 1 performed using scheme A using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.51: Experiment 1 performed using partial scheme C using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.52: Experiment 1 performed using partial scheme $C$ using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.53: Experiment 1 performed using partial scheme $C$ using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.54: Experiment 1 performed using partial scheme $C$ using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.55: Experiment 1 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.56: Experiment 1 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.


Figure C.57: Experiment 1 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for varying viscosities $\varepsilon$ and fixed conductivity $\sigma=\infty$.


Figure C.58: Experiment 1 performed using partial scheme B using a CFL condition of $\sqrt{\frac{1}{20}}$ on a simplicial mesh for fixed viscosity $\varepsilon=0$ and varying values for the conductivity $\sigma=\frac{1}{v}$.
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